






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































The internal consistency, stability, and accuracy of the discrete

Apr 19, 2006 - An early attempt to remedy this lack of a sound theoretical basis is the work of Goad [5], ...... In the second part of Table 1, the results are shown. 

















 Télécharger le PDF 






 484KB taille
 1 téléchargements
 353 vues






 commentaire





 Report
























Journal of Computational Physics 218 (2006) 572–593 www.elsevier.com/locate/jcp



The internal consistency, stability, and accuracy of the discrete, compatible formulation of Lagrangian hydrodynamics A.L. Bauer a



a,b,*



, D.E. Burton c, E.J. Caramana d, R. Loube`re e, M.J. Shashkov b, P.P. Whalen f



Department of Mathematics, University of Michigan, 2074 East Hall, 530 Church Street, Ann Arbor, MI 48109-1043, USA b T-7, MS B284, Los Alamos National Laboratory, Los Alamos, NM, USA c X-3, MS T086, Los Alamos National Laboratory, Los Alamos, NM, USA d CCS-2, MS D413, Los Alamos National Laboratory, Los Alamos, NM, USA e MIP, University of Toulouse, 31062 Toulouse Cedex 9, France f X-7, MS F644, Los Alamos National Laboratory, Los Alamos, NM, USA Received 30 November 2005; received in revised form 21 February 2006; accepted 23 February 2006 Available online 19 April 2006



Abstract This work explores the somewhat subtle meaning and consequences of the salient properties of the discrete, compatible formulation of Lagrangian hydrodynamics. In particular, since this formulation preserves total energy to roundoﬀ error, the amount of error in the conservation of total energy cannot be used to gauge the internal consistency of calculations, as is often done with the older forms of this algorithm. However, the compatible formulation utilizes two deﬁnitions of zone volume: the ﬁrst is the usual deﬁnition whereby the volume of a zone is deﬁned as some prescribed function of the coordinates of the points that deﬁne it; the second is given as the integration in time of the continuity equation for zone volume as expressed in Lagrangian form. It is the use of this latter volume in the speciﬁc internal energy equation that enables total energy to be exactly conserved. These two volume deﬁnitions are generally not precisely equal. It is the analysis of this diﬀerence that forms the ﬁrst part of this study. It is shown that this diﬀerence in zone volumes can be used to construct a practical internal consistency measure that not only takes the place of the lack of total energy conservation of the older forms of Lagrangian hydrodynamics, but is more general in that it can be deﬁned on a single zone basis. It can also be used to ascertain the underlying spatial and temporal order of accuracy of any given set of calculations. The diﬀerence in these two deﬁnitions of zone volume may be interpreted as a type of entropy error. However, this entropy error is found to be signiﬁcant only when a given calculation becomes numerically unstable, otherwise it remains at or far beneath truncation error levels. In fact, it can be utilized to provide an upper bound on the size of the spatial truncation error for a stable computation. It is also shown how this volume diﬀerence can be used as an indicator of numerical diﬃculties, since exact local conservation of total energy does not guarantee numerical stability or the quality of any numerical calculation. The discrete, compatible formulation of Lagrangian hydrodynamics utilizes a two level predictor/corrector-type of time integration scheme; a stability analysis, both analytical and numerical, is given. This analysis reveals a novel stability diagram
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1. Introduction The Lagrangian formulation of the equations of hydrodynamics has a very old and venerable history. Indeed, the very ﬁrst large-scale numerical calculations that resemble modern computer simulations in both complexity and in the numerical issues considered utilized ﬂuid equations in the Lagrangian frame of reference in one-dimension [1]. If one considers an arbitrary ﬂuid velocity v and distinct sound speed cs, then in onedimension the characteristic trajectories of the ﬂuid equations have associated eigenvalues v ± cs and v. In the Lagrangian frame that follows the ﬂuid velocity v, these eigenvalues transform into the Galilean invariant values Dv ± cs and Dv, where Dv is the diﬀerence in velocity between two adjacent discrete spatial locations in the ﬂow ﬁeld. Thus, the Lagrangian frame of reference is unique, and one characteristic is chosen and followed exactly, except for spatial gradients in the velocity ﬁeld. The fact that the Lagrangian description of ﬂuid dynamics is automatically adaptive makes it the preferred representation in one-dimension. Newton’s second law of motion, ~ F ¼ M~ a, where M is the mass of a point particle (or ﬂuid element), ~ F is the total force acting on it, with the acceleration ~ a given as the second derivative with respect to time of its displacement vector ~ r, is a statement set in the Lagrangian frame of reference. Discretizing this equation directly with respect to time utilizing ~ r as a dependent variable results quite naturally in the three-level leapfrog scheme. These time levels are usually denoted as n  1, n, and n + 1, with the force ~ F spatially diﬀerenced in some manner but placed at time level n. All early Lagrangian algorithms in both 1D [2] and in 2D [3] utilized this kind of discretization with respect to time. Although this forms a simple and intuitive numerical integration scheme, it leaves the velocity of a mass point or ﬂuid element deﬁned only as the diﬀerence between its displacement vector at two diﬀerent time levels, and therefore the velocity is deﬁned only at the n  12 time levels. When one then considers the total energy of a ﬂuid as a sum of both kinetic energy and internal energy that can be exchanged between each other by the action of forces, this sum is diﬃcult to conserve exactly in discrete form owing to the fact that the two components that comprise it are deﬁned at diﬀerent time levels. When velocity dependent forces are explicitly added to this model, as with the artiﬁcial viscosity [4], this type of time integration becomes somewhat clumsy and looks even contrived [2], since the artiﬁcial viscosity terms must be lagged in time to preserve numerical stability. The spatial discretization of the force in all early versions of Lagrangian hydrodynamics [2,3] is some form of what is presently known as ﬁnite-volume diﬀerencing. That is, these various forms calculate force as a stress (scalar pressure plus deviators) times a normal surface-area vector. The most modern of these older force calculations is the diamond diﬀerencing scheme due to Wilkins [3], which uses closed surface area contours to calculate the force acting on a point, and thus properly conserves linear momentum in a trivial manner. Others piece the force contributions together in various ways to form the total force acting on each ﬂuid element such that strict conservation of linear momentum may, or may not, be obtained. Most Lagrangian hydrodynamics codes employ a spatially staggered placement of dependent variables with stress, density, and speciﬁc internal energy given in zones surrounded by points that have associated position and velocity vectors. This enables the calculation of forces by means of the various kinds of ﬁnite-volume diﬀerencing referenced above, with masses and volumes ascribed to both zones and points in an interleaved manner. This also avoids the ‘‘grid-decoupling’’ instability that is the bane of non-staggered forms of this algorithm. A diﬃculty with the older work is that there was no agreement amongst the various authors of these diﬀerent algorithms as to how these schemes, aside from the noted common features, should be constructed. The choices made were largely arbitrary and not tied to solid mathematical concepts. An early attempt to remedy this lack of a sound theoretical basis is the work of Goad [5], who used the method of virtual work to derive a form of ﬁnite-volume force diﬀerencing of the stress in 2D cylindrical
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geometry. This work was little noted, partly because this type of scheme does not yield the limit of 1D spherical geometry from 2D cylindrical geometry that is important in some applications [6]. Next, ﬁnite element spatial discretizations were utilized. However, these must be of low order accuracy to prevent the occurrence of non-physical oscillations about shock discontinuities that appear if the support of the basis functions is too large. Thus, ﬁnite element spatial representations only give the appearance of a rigorous foundation while sacriﬁcing the ﬂexibility that a ﬁnite-volume discretization aﬀords. The work that ﬁrst places this type of ﬁnite-volume algorithm on a ﬁrm theoretical basis is that of Favorskii [7], and independently, Margolin and Adams [8]. The ﬁrst paper shows that the discrete equations in Lagrangian form can be generally derived from a variational principle. It also justiﬁes the use of the surface area vectors of closed volumes as proper discretization objects, a practice that was previously employed, but not always correctly, in that the surface areas about a point did not in all cases sum to zero. The second paper parallels this work. Its central thrust is to use the continuity equation in discrete form to derive ﬁnite-volume diﬀerencing given a discrete expression for the volume of a zone. This again results in, and justiﬁes, the surface areas utilized to calculate the force employed. It emphasizes that the diﬀerence formulas that are derived are ‘‘operator’’ expressions that can be used to calculate discrete derivatives of any function, and not just of the velocity ﬁeld that they originally act upon. It is the discrete form of the continuity equation as emphasized in [8] that is central to our discussion of internal consistency. A further extension of the work of Favorskii results in what has become known as the ‘‘method of support operators’’ [9]. Although this work is more general than just its application to the equations of Lagrangian hydrodynamics, it is this system of equations that is used in its original exposition. This method also utilizes the continuity equation in discrete form to derive the divergence ‘‘operator’’ and then uses the vector identities in summation form to derive discrete versions of all other operators. It emphasizes the relation in discrete form of the divergence and gradient operators as negative adjoints of each other as in the continuum case. The paper of Margolin and Tarwater [10] again parallels this work. It derives the gradient operator from the divergence operator by using the same requirement – that they must be negative adjoints. This is done in the context of deriving a compatible expression for the diﬀusion operator as the direct product of gradient and divergence, and requires additionally that this diﬀusion operator be exact for a linear function. These publications all revolve around the central idea that the discrete equations must obey the global properties of the continuum ones in order to be considered as valid discretizations that will then mirror continuum conservation properties in their discrete analogs. They thus remove the arbitrary and heuristic formulations of the previous, but well-used, codes based on the older work [3]. Somewhat after the previously cited developments is the seminal work of Burton [11,12], which discretizes the ﬂuid equations in Lagrangian form on a staggered spatial grid utilizing subgrid quantities termed corner masses and corner forces, from which the zone and point masses, and the total force acting on a point, are constructed. A two-level time integration scheme is also utilized so that both kinetic energy and internal energy are deﬁned at the same time level. The basic reasoning used by Burton to demonstrate conservation of total energy is the same as that employed in the method of support operators [9], and thus incorporates the important features of the previous works [8–10]. However, Burton’s formulation is more general in that he does not consider forces, or diﬀerential operators, of any speciﬁc origin. Instead, he utilizes an arbitrary corner force that allows the speciﬁcation of forces of any functional form, with the work that they perform completely deﬁned and total energy exactly conserved. The only restriction on the discrete form of the corner force is the relatively mild physical constraint of momentum conservation. He also notes [12] that this formulation of the Lagrangian hydrodynamics equations contains two distinct deﬁnitions of zone volume, and considers this diﬀerence to be a form of ‘‘entropy’’ error. It is this latter work of Burton that we refer to herein as the ‘‘discrete, compatible formulation of Lagrangian hydrodynamics’’, and which was initially constructed on arbitrary polyhedral grids [12]. The word ‘‘discrete’’ has been inserted to emphasize that these equations are essentially created in discrete form, as opposed to being the discretization of a system of PDE’s. As such, one may or may not be able to rigorously take the continuum limit to obtain the latter; this depends on the kinds of forces that are employed to resolve shocks and to counteract spurious grid motions. It is the subject of this paper to explore important consequences of this formulation. To this end a very brief statement of it is given that includes the deﬁnition of the two zone volumes that are central to investigating its internal consistency. A study of this novel internal
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consistency feature is then developed theoretically and illustrated with numerical examples. A stability analysis of the time integration scheme utilized follows; last, our principal conclusions are brieﬂy summarized. 2. Discrete, compatible Lagrangian hydrodynamics Since the numerical algorithm that we term the discrete, compatible formulation of Lagrangian hydrodynamics has been given elsewhere [12,13], we repeat only that skeleton portion that is necessary to explore the features of it that are the subject of this work. To this end, consider the momentum equation given in discrete form as X ~ ~ M p ð~ vnþ1 ~ vnp Þ ¼ ð2:1Þ f p; p z Dt  F p Dt. z



To deﬁne the terms that occur in this equation we make reference to Fig. 1. This shows a small section of a quadrilateral grid in 2D Cartesian geometry with a single zone labelled by the integer index z, and with its four deﬁning points labelled by the integer index p; these indices range over all zones and points in the computational domain, respectively. Unique to each zone and each point, considered together as a pair-object, is a corner mass mpz and a corner force ~ f pz . The indices of these objects are placed so that the lower one is always summed with the upper one ﬁxed; the asterisk used as a superscript on the force in Eq. (2.1) denotes timecentering, an issue discussed further on. The point mass Mp is formed by summing all mpz ’s that have the same index p, where a particular mpz corresponds to the grey region in Fig. 1; likewise, the zone mass Mz that enters Eq. (2.2), is deﬁned as the sum of all mzp that have the same zone index z. On this staggered spatial grid the points p carry a velocity ~ vp that, when multiplied by the point mass Mp, represents an average momentum over the median mesh volume, depicted in Fig. 1 as the closed, dashed curve. The position vector~ rp of the point p is n nþ1 advanced from time level n to time level n + 1 in a timestep Dt as, D~ rp  ð~ rnþ1 ~ r Þ ¼ ð~ v þ~ vnp ÞDt=2, a form p p p that is unique [14]. As is seen in Eq. (2.1) the total force ~ F p that acts on mass Mp is made up of the sum of all p; ~ f p; corner forces f z with common point index p. The corner force ~ z mediates the exchange of kinetic energy and internal energy between a zone z and a point p; its construction is at this stage completely general. The most important result of this hydrodynamics formulation, andPthat which isPtermed ‘‘compatible’’, is that if at any time tn a deﬁnition of total energy is given as, ET ðtn Þ  12 p M p ð~ vnp Þ2 þ z M z enz , then in conjunction with the momentum equation, Eq. (2.1), an equation in discrete form for the evolution of the speciﬁc internal energy ez, deﬁned in the zones z, results and is given as X ~ M z ðenþ1  enz Þ   rp . ð2:2Þ f z; z p  D~ p



In Eq. (2.2) the corner force ~ f z; p is the same as that used in the momentum equation above except that it is now summed with respect to ﬁxed zone index z; all other quantities in Eq. (2.2) have been deﬁned. As noted in
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Fig. 1. Notation for a given quadrilateral zone z (solid line) with points p = 1, 2, 3, 4. The median mesh is drawn with a dashed line. ~ S1, ~ S2 are the median mesh vectors. The gray region is a corner subcell whose associated mass and force are mpz and ~ f pz , respectively.
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previous work [13,14], this formulation of Lagrangian hydrodynamics consists of three discrete equations: momentum, speciﬁc internal energy, and total energy, such that the speciﬁcation of any two results in the third. These three equations form an algebraic identity. Also, as discussed previously [13,14], for these equations to make physical sense the arbitrary corner force ~ f z; p must sum to zero in any zone z; this represents Galilean invariance of the discrete equations. The primary quantity that must be computed with this form of hydrodynamics to advance the dependent variables in time is the corner force. To advance a timestep Dt this force is ﬁrst calculated at the n time level where all quantities are known; the dependent variables are then advanced to the n + 1 time level. However, to obtain numerical stability, as discussed in Section 4, this cycle is repeated with the corner forces recalculated at some time level between half-forward or time centered ð ¼ n þ 12Þ, and full-forward (* = n + 1). The exact functional form of the corner forces can be quite complicated, and is not at all unique. This has been discussed in depth elsewhere [6,12,14–17]. Here we are concerned with Eq. (2.2) for pressure forces, and how it represents a discrete form of what is generally known as P dV work; that is, how does this equation calculate the work done by a zone pressure P z that is constant throughout the given zone z? The work performed by the ‘‘generic’’ RHS of Eq. (2.2) can be written for pressure forces as: X ~  rp  P z ðDV Þz ¼ P z V z ðr ~ vÞz Dt; ð2:3Þ f z; p  D~ p



where (DV)z is the change in volume of zone z in timestep Dt. That this second term is equal to the third term in the above equation is a consequence of the continuity equation for volume in Lagrangian form. More explicitly, if we consider the equation of continuity for the zone density (where zone density qz is deﬁned as qz ” Mz/Vz(t)) as oq=ot þ r  q~ v ¼ 0, then using the deﬁnition given for qz one obtains dV z ¼ V z ðr ~ vÞz ; dt



ð2:4Þ



which in the ‘‘support operators’’ terminology [9] yields a ‘‘discrete’’ deﬁnition of ðr ~ vÞz , or of the divergence operator. To see this, consider that the zone volume depends on some arbitrary number of coordinates d (p = 1, . . . , d), so that V nz ¼ V z ð~ rn1 ; . . . ;~ rnd Þ; putting this form into Eq. (2.4) results in d X 3 d X dV z X oV z ~ ¼ vp;i  vp ¼ V z ðr ~ vÞz ; azp ~ dt ox p;i p¼1 i¼1 p¼1



ð2:5Þ



where in the ﬁrst part of this equation ~ rp consists of the three Cartesian components xp,i, and the velocity components vp,i are deﬁned by the fact that the points are Lagrangian, vp,i ” dxp,i/dt. The derivatives of the zone volume with respect to its coordinate dependence is used to deﬁne the surface vectors associated with point p, as was done in the work of Favorskii [7], and Margolin and Adams [8]. Thus the grid vectors used to construct the corner forces are not arbitrarily speciﬁed, as with the older versions of this type of hydrodynamics [3], but are a consequence of the chosen volume deﬁnitions. (One interesting case is area-weighted diﬀerencing, see [13].) Under this construction, we can write the equations for the grid vector and corner force associated with P dV work of point p and zone z as oV z azp;i ¼ ; ~ f pz ¼ P z~ ð2:6Þ azp . oxp;i a2 þ ~ a3 , where for Referring to the deﬁnitions illustrated in Fig. 1 for point p = 2 of zone z we have that ~ azp¼2 ¼ ~ the quadrilateral shown the ~ aj vectors (j = 1, . . . , 8) are outward normal to zone z with a magnitude of one-half of their respective edge length. The preceding discussion justiﬁes the claim that the work done by a zone pressure is a proper diﬀerencing of P dV. However, Eq. (2.2) calculates the work done by all zone forces of any origin. This is an important generalization when one needs to calculate the work done by the artiﬁcial stresses used with this kind of hydrodynamics. Deﬁning the surface area vectors of a prescribed volume as given by the derivative of that volume with respect to coordinates is essentially a generalization of the result in elementary calculus where the derivative of the area of a circle, or of the volume of a sphere, yields its surface area to the case where the volume in question does not have a simply diﬀerentiable boundary.
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That the use of two diﬀerent deﬁnitions of zone volume results in what may be described as an entropy error can be seen by considering the ﬁrst law of thermodynamics for a zone z, written as cmp þ ðT DSÞz ; M z Dez ¼ P z ðqz ¼ M z =V crd z ; ez ÞDV z



ð2:7Þ



where S is the entropy and T is the temperature. In this equation the density dependence of the zone pressure is a function of the coordinate volume V crd z , while the P dV work term involves the change in compatible volume V cmp on a timestep. The entropy term completes the equation, and for adiabatic ﬂow will not be exactly zero z cmp unless V crd ¼ V . The magnitude and implications of this diﬀerence are explored in the next section. z z However, it will be shown that using V cmp to compute the density in Eq. (2.7) is not a valid way to make this z equation internally consistent. What has been demonstrated is that the volume change utilized in the discrete version of the speciﬁc internal energy written in compatible form is not the change in volume deduced from the diﬀerence in a zone volume calculated from its coordinates at two diﬀerent times; but rather, this change in zone volume is calculated from the discrete evolution in time of the continuity equation for volume, Eq. (2.5). These two deﬁnitions of zone volume are not generally equal. The zone volume that is computed directly from its coordinates is hereon referred to as the ‘‘coordinate volume’’, while that computed from integrating Eq. (2.5) in time is termed the ‘‘compatible volume’’. How these two volumes diﬀer and the consequences of this diﬀerence are the subject of the next section. 3. Internal consistency and accuracy Given the previous discussion, it is convenient for the analysis that follows to contrast the change in volume of a zone calculated from its coordinates at two diﬀerent times to that of the increment in zone volume as calculated from the evolution equation for volume. To this end, the change in coordinate zone volume ðDV Þcrd z during a timestep, where the coordinates are incremented by an amount D~ rp and p = 1, . . . , d, is deﬁned as crd



ðDV Þz  V znþ1  V nz ¼ V z ½ð~ rn1 þ D~ r1 Þ    ð~ rnd þ D~ rd Þ  V z ½~ rn1   ~ rnd . From the previous arguments, the change in compatible zone volume ðDV cmp



ðDV Þz



¼



d X



~ rp ; az; p  D~



ð3:1Þ cmp Þz



is given by ð3:2Þ



p¼1



where the time centering of the surface vectors ~ az; p of a zone remains to be speciﬁed. Since we are interested in only the change in compatible zone volume on the ﬁnal corrector step, these vectors are centered somewhere between time levels  ¼ n þ 12 and * = n + 1, and not at time level * = n as is the case for the predictor step. Note that the displacement vectors D~ rp of the grid points are the same in both of these equations. A global internal consistency criterion can be constructed from a knowledge of both the coordinate and n compatible zone volumes at any given time. The coordinate zone volume, V crd z ðt Þ, is always given as a known function of the coordinates; however, the compatible zone volume must be constructed as a diagnostic on each timestep. That is, to obtain V cmp ðtn Þ the continuity equation (2.5) must be integrated with respect to time, and z cmp n V z ðt Þ updated at the end of every timestep as an additional dependent variable. Thus we have that n X cmp n crd ðt Þ ¼ V ðt ¼ 0Þ þ ðDV Þz;k ; ð3:3Þ V cmp z z k¼1



where the sum is over all timesteps k to time tn. Given these volume deﬁnitions, two useful norms can be deﬁned as !, Nz X n crd n cmp n crd n E1 ðt Þ  jV z ðt Þ  V z ðt Þj=V z ðt Þ N z; ð3:4Þ z¼1 n cmp n n Emax ðt Þ  max jV crd ðt Þj=V crd z ðt Þ  V z z ðt Þ; n



z



ð3:5Þ



where the sum in the ﬁrst equation above, and the max operation in the second, is over all Nz zones of the grid. The average norm E1(tn) and the max norm Emax(tn) serve to measure diﬀerent and complimentary properties
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cmp n n n of a computation. Also note that the kernel, jV crd ðt Þj=V crd z ðt Þ  V z z ðt Þ, of these two norms is the same and is deﬁned for every zone z. These values can be contoured spatially at any given time to yield additional detailed information about any simulation. Our discussion of the diﬀerence in these two volume deﬁnitions begins in one dimension. Consider a set of zones in 1D with a numerical index j that ranges over the entire domain, where a single zone z (with index j) is deﬁned by boundary points with index labels j and j + 1 that lie to the left and right, respectively. Next the diﬀerence in these two volumes is considered in 1D Cartesian, cylindrical, and spherical geometry. The case of 1D Cartesian geometry is trivial in that, in this instance, the grid vectors az; p are equal to unity and ﬁxed in time. Thus both deﬁnitions of zone volume are exactly equal. The ﬁrst non-trivial case is 1D cylindrical geometry. Let the grid point coordinates be denoted as Rj, then for a zone with index z = j it follows from Eq. (3.1) that the change in coordinate volume in a timestep is given by h i h i 2 2 2 nþ1 2 nþ1 2 n n 2 n n DV crd ¼ p ðR Þ  ðR Þ  ðR Þ þ ðR Þ DR þ ðDRÞ =2  R DR  ðDRÞ =2 ; ð3:6Þ ¼ 2p R jþ1 j z jþ1 j jþ1 j jþ1 j jþ1 j



where we have used the fact that Rjnþ1 ¼ Rnj þ DRj . To compute the corresponding compatible volume using  n   Eq. (3.2), we specify the grid vectors as az; p¼j ¼ 2pRj ¼ 2pðRj þ aDRj Þ, where DRj is the displacement of point j from the predictor step, and 0 6 a 6 1. This yields the result h i z; n n   DV cmp ¼ az; ð3:7Þ jþ1 DRjþ1  aj DRj ¼ 2p ðRjþ1 DRjþ1  Rj DRj Þ þ aðDRjþ1 DRjþ1  DRj DRj Þ . z By inspection these two equations are equal only if a = 1/2 and DRj ¼ DRj for all points j. The ﬁrst condition says that the grid vectors should be time-centered on the corrector step; the second is more severe and requires that the forces be exactly equal on both the predictor and corrector steps of a timestep cycle. This latter requirement is only true if the force is zero, since roundoﬀ error in the calculation of the force will prevent this equality from holding in the case of non-zero forces. If 1D spherical geometry is considered with the volume of a spherical zone given by 4pðR3jþ1  R3j Þ=3, and 2 n  with time-centered grid vectors az; j ¼ 4pðRj þ DRj =2Þ , then repeating the calculation given above one ﬁnds that the change in these volumes is also not identical; their diﬀerence is given by h i cmp DV crd ¼ 4p DRjþ1 ððDR Þ2jþ1 =4  ðDRÞ2jþ1 =3Þ  DRj ððDRj Þ2 =4  ðDRj Þ2 =3Þ . ð3:8Þ z  DV z This diﬀerence is seen to arise from terms that are cubic in DRj. In the case of 1D spherical geometry, this defect can be remedied by a direct decomposition of the volume change of a spherical zone between time levels n and n + 1 to yield an alternative form for the grid vectors in Eq. (3.8) as 2



2



nþ1; az; Þ þ Rjnþ1; Rnj þ ðRnj Þ =3. j ¼ 4p½ðRj



ð3:9Þ



Rjnþ1; is the value of the DRj ¼ DRj , then Rjnþ1; ¼



In the above equation, coordinate of grid point j at the end of the predictor step, Rjnþ1; ¼ Rnj þ DRj . So if Rnþ1 and the compatible volume calculated by using the grid j vectors deﬁned in Eq. (3.9) exactly matches the coordinate volume. The type of truncation error manipulation involved in the derivation of Eq. (3.9) cannot always be eﬀected in the multi-dimensional case. The fact that coordinate and compatible volume deﬁnitions are not always equal for uniform drift is not a real defect with compatible Lagrangian hydrodynamics since, as will be shown, this diﬀerence remains at very small values, and both volumes are by themselves exactly conserved. Next we continue our comparison of coordinate and compatible volume deﬁnitions by considering the case of 2D Cartesian geometry with quadrilateral zones. For coordinates~ rnp , the volume of a quadrilateral using the notation of Fig. 1 is ð~ r2 ~ r4 Þ  ð~ r3 ~ r1 Þ. From Eq. (3.1) this results in nþ1 n DV crd z  V crd  V crd 1 r2 ~ ¼ ½ð~ r4 Þn  D~ r3 þ ð~ r4 ~ r2 Þn  D~ r1 þ ð~ r3 ~ r1 Þn  D~ r4 þ ð~ r1 ~ r3 Þn  D~ r2  2 1 r2  ðD~ þ fD~ r3  D~ r1 Þ þ D~ r4  ðD~ r1  D~ r3 Þg. 2



ð3:10Þ
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Using Eq. (3.2), where the grid vectors ~ az; ap¼1 ¼ ~ a1 þ ~ a8 , etc.), results in p are shown in Fig. 1 (~  DV cmp z



4 X



~ rp az; p  D~



p¼1



1 a r2  D~ ¼ ½   same as above    þ fðD~ r3 þ D~ r2  D~ r3 Þ  ðD~ r2  D~ r1 þ D~ r2  D~ r1 Þ 2 2 þ ðD~ r4  D~ r1 þ D~ r4  D~ r1 Þ  ðD~ r4  D~ r3 þ D~ r4  D~ r3 Þg;



ð3:11Þ



where the terms in square brackets are the same in both equations. Thus it is once again seen that if the grid vectors are time-centered (a = 1/2), and also for zero force, then these equations and their associated time integrated volumes are identical. In order to examine the diﬀerence in these two volumes further, consider how coordinates are advanced in time. With D~ rp ¼ ð~ vpnþ1; þ~ vnp ÞDt=2 we can write 2 D~ rp ¼ ~ vnp Dt þ ~ F np ðDtÞ =ð2M p Þ;



vnp Dt þ ~ F p ðDtÞ2 =ð2M p Þ: D~ rp ¼ ~



ð3:12Þ



Now let us pick out the ﬁrst term in curly brackets in Eq. (3.10) and in Eq. (3.11) that refer to the points 2 and 3 of the quadrilateral in Fig. 1, and subtract these terms with a = 1/2 to obtain 1 ½D~ r2  D~ r2  D~ r3  ðD~ r3 þ D~ r2  D~ r3 Þ 2   3  ðDtÞ4  ðDtÞ  n 1 ~n ~ ~ ~n  ~ ~ ~ ð F F ¼ F 3  ~ F n3 Þ ~ vn3  ð~ F 2  ~ F n2 Þ þ  F   F þ F  F Þ v2  ð~ 2 3 3 2 3 . 2 2 4M 4M 2 This shows that the diﬀerence in coordinate and compatible volumes for 2D Cartesian geometry is of order (Dt)3 on a single timestep. When integrating this diﬀerence to some global time tn one factor of Dt is absorbed into the multiplying constant so that we deduce that the accuracy in time should be of order (Dt)2. The preceding arguments justify writing the average error norms deﬁned in Eqs. (3.4), (3.5) in an approximate global form as !, r Nz X q ðDxÞ n E1 ðt Þ O ðDtÞ ð3:13Þ N z; Vz z¼1   q ðDxÞ n Emax ðt Þ O maxðDtÞ . ð3:14Þ z Vz In the above expressions, the powers q and r denote global orders of accuracy in space and time, respectively; notice that for the max-norm, r is set to unity in anticipation of the expected result. The zone dimensions may not be even close to uniform, so one may have quite diﬀerent values of Dx and zone volume Vz across the grid at any given time. Because of how the truncation error enters in the preceding discussion, the approximate error estimators given in Eq. (3.13) are a product of space and time error, instead of a separate sum of such terms as usually results from a direct Taylor series expansion of a system of PDE’s. The operational use of these error estimators requires some further explanation. As will be seen, although they can indicate the relative quality of one or a set of simulations, they do not always yield an unambiguous value for the spatial accuracy r, and thus require some care in their utilization. To determine the powers in the error indicators deﬁned above one performs a series of computations for a set of problems with diﬀerent space and time resolution. Then by comparing the values of a given error norm at the same time for a given computation, one can calculate the values of the power law dependence, the values of q and r. There are essentially three diﬀerent strategies for doing this calculation. First, with spatial resolution ﬁxed, one scales the CFL number down by factors of two (starting with CFL = 0.25) and runs each simulation to the same ﬁnal time; this freezes any dependence on the spatial factors in our error norms. Second, the Dt factors in this equation can be eﬀectively held ﬁxed by increasing the CFL number by a factor of two (while staying beneath the 0.25 level) and decreasing the grid spacing by a factor of two in the spatial direction
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that determines the CFL number. Then one compares the values of Eq. (3.13) for diﬀerent runs at the same ﬁnal time; these runs will have executed approximately the same number of time cycles. Third, one can scale the spatial dimensions holding the CFL number ﬁxed. Next we detail what one must consider when implementing these three strategies. The ﬁrst of the above strategies is the only one that is straightforward. By ﬁxing the spatial resolution and scaling the CFL number, each time decreasing the CFL number by a factor of two, usually yields decreasing values of Eq. (3.13) on each iteration by two or four indicating a value of q of one or two, respectively. This is expected from the previous arguments that show that one should obtain either ﬁrst or second order accuracy in time depending upon whether the grid vectors are placed full-forward or time-centered on the corrector step. The second strategy attempts to eliminate time dependence from our error estimators; however, for most Lagrangian calculations, the timestep varies signiﬁcantly throughout any run, so what is ﬁxed is the cycle number to reach a ﬁnal time, and it is assumed that this eliminates the time dependence between runs. One must then carefully consider how the zone volume Vz changes with the scaled dimensions in order to conclude an order of spatial accuracy r. For instance, if the zone size decreases as (Dx)2 and E1(tn) remains constant, then one concludes second order spatial accuracy (r = 2). Alternatively, if E1(tn) increases by the same factor that is used to decrease Dx, then one would conclude ﬁrst order accuracy in space(r = 1). The third strategy requires the most scrutiny in its use in that changing a spatial dimension may or may not aﬀect timestep; additionally, the timestep may be determined ﬁrst by one dimension and later by another, as can happen when a center of convergence is approached by a shock front. However, if the scaled dimension does determine the timestep and if the order of accuracy with respect to time is known (usually second order for centered grid vectors), then one can cancel a factor of (Dt/Dx)2 in E1(tn) and use the remainder to determine r. Again, one must carefully consider how Vz changes with the scaled spatial dimensions. Before proceeding to the numerical tests, we wish to note that the local spatial accuracy of the type of ﬁnitevolume diﬀerencing used with Lagrangian hydrodynamics calculations is usually ﬁrst order, and never higher than second order. This has been demonstrated previously in the appendix of [13] for 2D Cartesian geometry, but applies generally in any number of dimensions. A geometric illustration of this can be seen in 1D by referring to Fig. 2, in which is depicted a simple 1D grid that is uniform but with diﬀerent zone spacing to the right and left of a central displacement. Such a grid represents a shock wave travelling from right to left with the shock position at the central two zones that are non-uniform. The spatial gradients that are calculated in this simple case are just spatial diﬀerences of quantities such as density and velocity centered at zones and points on a uniform grid, and are thus second order accurate for simple two-point diﬀerences. Where the grid is nonuniform the accuracy drops to ﬁrst order, which is the shock position S in Fig. 2. This simple case often extends quite naturally to 2D and 3D in the case where the velocity ﬁeld is said to be grid-aligned. Here the velocity diﬀerence D~ v between any two adjacent grid points is parallel (or possibly zero) to the displacement vector between them. Conﬁgurations of this type in 2D or in 3D often have approximately uniform grid spacing except near the location of shocks. In these cases one can often operationally observe second order spatial accuracy with respect to the E1 error indicator. Theoretically, these calculations are still ﬁrst order in space with respect to any part of the grid that a shock wave has traversed, since a shock acts as an internal boundary condition applied by means of the artiﬁcial viscosity with ﬁrst order spatial accuracy. While it has been noted that the order of accuracy of Lagrangian calculations is usually low, it is not the case that our error estimators are meant to simply verify the obvious. They may do this to the extent that they verify that runs are reasonable in this regard. However, their most common use (mainly E1(tn)) is to indicate when numerical problems arise, and to show in more detail how convergence to a solution is reached. Some examples are given in the next section that illustrate these points.



V



~. The left part of the domain is unperturbed, whereas Fig. 2. 1D path of a shock (gray region) travelling from right to left with velocity V the right part has been compressed due to the shock wave.
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3.1. Numerical tests A set of numerical tests are given to validate the error indicators previously deﬁned, and to illustrate how they can be utilized to assess the quality of numerical simulations. These also serve to demonstrate that the size of the entropy error associated with the coordinate and compatible volumes is signiﬁcant only when severe numerical diﬃculties, such as numerical instability, arise. The discussion is meant to show that the error estimators are of both a practical and a pedagogical utility. The test problems employed have all been published elsewhere, and thus their setups are not repeated; instead, the previously published results are referenced. Only enough detail is given to make the discussion of the tables given herein intelligible. Our ﬁrst example shows how the internal consistency estimator E1(t) can be used as a highly sensitive indicator of the development of numerical diﬃculties during any calculation. For this purpose the Guderley implosion problem is chosen with a resolution of 1000 zones radially and three 30 angles on a 90 quadrant in cylindrical geometry. We use area-weighted diﬀerencing to preserve 1D spherical symmetry (see Fig. 3 of [6] for both setup and results), and a CFL number of 0.25. For such resolution this problem has very long-thin zones that eventually develop hourglass diﬃculties that result in run termination unless subzone pressure forces that counteract this instability are employed [16]. Table 1 gives the cycle number, time, timestep, E1(t) norm, and total energy balance for this test case: ﬁrst, using no stabilizing subzone pressure forces, and then with stabilizing forces and a merit factor of unity. The fact that the calculation has developed numerical diﬃculties in the ﬁrst instance can be seen by the sudden increase in E1(t) by an order of magnitude, from 109 to 108, between the time of 0.3 and 0.4; E1(t) then increases by three additional orders of magnitude at a time of 0.5, and the run terminates with timestep collapse about 1300 cycles later. Notice that the value of total energy balance, given in non-dimensional form in the last column of this table, remains at roundoﬀ error level and that E1(t) never reaches a magnitude of order unity. In the second part of Table 1, the results are shown for the case where subzone pressure forces are utilized. This case runs to the ﬁnal time of 0.8 without any hourglass problems. Although E1(t) starts out with a slightly larger value than that of the ﬁrst run at an earlier time, it shows only a gradual increase as the shock wave travels inward, activating more cells of the grid which can then contribute a non-zero value to E1(t). When the shock wave reﬂects from the center of convergence just after a time of 0.75, the value of E1(t) increases by approximately an order of magnitude, and remains close to constant at the ﬁnal value shown as the shock wave moves outward. In these runs the grid vectors are time-centered on the corrector step. Therefore, the magnitude of E1(t) is small compared to what one would expect the spatial truncation error to be for this grid resolution.



Table 1 Guderley problem in cylindrical geometry with CFL = 1/4 Dt



E1(t)



Total energy balance



Without anti-hourglass forces 1709 0.2 2635 0.3 3627 0.4 4713 0.5 6092 0.558  



1.113E  4 1.046E  4 0.969E  4 0.867E  4 0.97E  12 Fails



3.242E  9 3.835E  9 3.204E  8 1.187E  5 8.330E  4 



5.276E  16 5.921E  17 2.419E  15 3.612E  16 1.827E  15 



With anti-hourglass forces 1708 0.2 2634 0.3 3626 0.4 4710 0.5 .. .. . . 13,122 0.8



1.113E  4 1.046E  4 9.698E  5 8.744E 5 .. . 1.515E  5



6.353E  9 7.260E  9 9.221E  9 1.153E 8 .. . 5.526E  5



7.912E  16 2.368E  15 2.329E  15 .. 3.106E  15 . 7.332E  16



Cycle



Time t



We show results with and without anti-hourglass subzone pressure forces: without these forces the problem fails at time t . 0.558; with them the problem runs to completion. That the calculation develops numerical diﬃculties in the ﬁrst instance is seen by the increase in E1(t). Total energy balance remains at roundoﬀ error level.
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In Fig. 3 the log of E1(t) versus time is plotted for the cases given in Table 1. The unstable case without antihourglass forces increases sharply, and eventually with a large linear slope, indicating exponential growth of the instability after t 0.4. The stable case shows only linear growth (approximately constant on a semi-log plot), and increases signiﬁcantly only after shock reﬂection from the center of convergence, an expected behavior that is due to the wall heating diﬃculty of all forms of artiﬁcial viscosity. Thus the E1(t) error norm should be monitored closely for all simulations. Any sudden increase in its value very often indicates a developing numerical problem that is cause for closer scrutiny. Subzone anti-hourglass pressure forces with merit factor, Mf = 1, are employed in all remaining simulations detailed in this paper. The next example illustrates how the E1(t) error norm varies in both magnitude and in scaling when the grid vectors are time-centered or full-forward on the corrector step, and with varying CFL number between runs. Again the Guderley implosion problem is used with 400 radial zones and three 30 angles. In Table 2 results are given for four diﬀerent runs. The left side of this table shows the approximate time and number of cycles for CFL numbers 0.25 and 0.125, and the E1(t) error norm for the case where the grid vectors are centered at the n þ 12 time level on the corrector step; on the right E1(t) is given when the grid vectors are full-forward at the n + 1 time level on the corrector step. Note that there is approximately a three to four order of magnitude increase in the size of E1(t) between these two cases. This is expected from the analysis given earlier that showed that for grid vectors placed full-forward, the two deﬁnitions of zone volume diﬀer at spatial truncation error level without consideration of any applied forces; the magnitude of E1(t) in this case gives an operational measure of spatial truncation error. Also, from the preceding analysis we expect to observe ﬁrst order scaling in time with grid vectors placed full-forward, and second order accuracy in the time-centered case. Table 2 shows the ratio of the values of E1(t) between runs where the CFL number has been halved (cycle number to same ﬁnal time doubled). One expects a ratio of about two for ﬁrst order accuracy, and about four for second order accuracy. It is seen that for full-forward grid vectors, this is what is obtained; for grid vectors time-centered, values somewhat larger than four are observed. In general, and with other test problems, one sees this type of behavior as well, usually very close to factors of two or factors of four for these respective grid vector time centerings. The general conclusion is that if the grid vectors are time centered on the corrector step, second order accuracy in time is achieved. It is the spatial accuracy that invariably dominates and determines the quality of the solutions in Lagrangian hydrodynamics calculations. In the remaining simulations,



Fig. 3. Semi-log plot of the E1 norm in time for the Guderley problem in cylindrical geometry (CFL = 1/4). Without anti-hourglass forces, the E1 norm increases sharply showing exponential growth of the instability after t 0.4. With anti-hourglass forces, the stable case, growth is linear and a signiﬁcant increase in E1(t) occurs only after shock reﬂection from the center of convergence.
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Table 2 Guderley problem in cylindrical geometry CFL



Cycle



Time t



Centered grid vectors



Forward grid vectors



E1(t)



Ratio



E1(t)



Ratio



1/4



2960 3433 5054



0.7 0.75 0.8



1.71E  7 3.00E  6 1.01E  5



– – –



1.17E  3 5.13E  3 1.03E  2



– – –



1/8



5922 6874 10087



0.7 0.75 0.8



2.97E  8 4.73E  7 1.34E  6



5.75 6.34 7.53



5.54E  4 2.55E  3 5.12E  3



1.37 2.01 2.01



2



P4



When the grid vectors are time-centered, the ratios E1(CFL = 1/4)/E1(CFL = 1/8) are larger than four (e.g., Ratio = 1.71E  7/2.97E  8 = 5.75). Whereas when the grid vectors are full-forward, the ratios are approximately two.



the grid vectors are always time-centered on the corrector step. The data presented throughout this paper constitute a representative sample taken from many simulations. Before proceeding, we wish to mention that in the context of area-weighted diﬀerencing, multiple correctors can and have been used to advance a timestep. In this instance the forces used to compute both D~ rp and D~ rp in 1 Eq. (3.13) are formally at the n þ 2 time level, and we observe a decrease in the values of E1(t) by about a factor of two with two correctors over that seen with one time-centered corrector step. The use of more than two correctors does not result in any further decrease in E1(t) as roundoﬀ error is always present to seed this error. The use of multiple correctors in this context has not been found to improve the quality of any numerical results and is not recommended. Our third example contrasts the scaling of the E1(t) error norm for the Noh (see [15] for setup) and Guderley problems with time-centered grid vectors but with increasing radial resolution and increasing CFL number so that the number of cycles to run the Guderley problem to the quoted time of 0.74 is about 12,000, and the Noh problem to a time of 0.05 is about 1000. This is an example of the second manner in which E1(t) can be utilized, in this case with the dependence on timestep frozen out. Here we attempt to assess the order of spatial accuracy by considering the scaling of the E1(t) error norm. In cylindrical geometry the grid is scaled in the radial direction, using 400, 800, and 1600 radial zones, respectively, with three ﬁxed 30 angles. It is seen from Table 3 that the E1(t) error norm increases only modestly as the grid is reﬁned radially for the Guderley problem, while it increases by somewhat more than a factor of two for the Noh problem. The Guderley problem is a running shock wave that has not reﬂected by a time of 0.74, while the Noh problem is a stagnation shock that shows a severe wall heating problem at the center of convergence of the grid. If one looks at the value of the kernel of the error norm E1(t) deﬁned for each zone, one ﬁnds that as the Noh problem is reﬁned in the radial direction, this error is constant as a function of logical radial index number from the origin. This is a numerical example of non-uniform spatial convergence, and we expect this problem to show only ﬁrst order spatial accuracy with respect to the E1(t) error norm. Thus, if we conclude that the zone volume Vz in E1(t) Table 3 Guderley and Noh problems in cylindrical geometry Grid



CFL



Cycle



Time t



E1(t)



Ratio



Guderley problem 400 · 3 800 · 3 1600 · 3



1/16 1/8 1/4 



12,000



0.74



1.90E  8 2.39E  8 3.32E  8



1.26 1.39 –



Noh problem 400 · 3 800 · 3 1600 · 3



1/32 1/16 1/8 



1000



0.05



3.18E  7 7.53E  7 1.83E  6



2.37 2.43 –



The grid is reﬁned as the CFL increases such that the same number of time steps is performed to reach the ﬁnal time (12,000 for Guderley problem, 1000 for Noh). Ratios are computed by dividing two consecutive norms.
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decreases as the square of the radial zone spacing, then for ﬁrst order accuracy of the force diﬀerencing in the Noh problem (r = 1), one expects that E1(t) should increase by factors of two as the number of radial zones is successively doubled. Likewise, if the force is eﬀectively calculated with second order spatial accuracy (r = 2), then it is expected that E1(t) should remain approximately constant. This is close to what is seen for the Guderley problem; these results are given in Table 3. We conclude that this running shock wave problem shows approximate second order spatial accuracy with respect to the E1(t) error norm. This is because the zones that contain the shock wave contribute a negligible contribution to E1(t) because they are few in number. Order of accuracy is always a function of the norm used to measure it [2]. In the following example we employ the third strategy that was mentioned for utilizing our internal consistency estimators. The Guderley problem is computed in 2D cylindrical geometry with a CFL number of 0.25; the number of radial zones is scaled from 800 to 1600 with three 30 angles. The scaling of both the E1(t) and the Emax(t) norms is examined; these results are given in Table 4. Notice that the number of cycles needed to reach a given time has doubled with an increase in grid size since it is the radial spacing of grid points that determines the timestep for 30 angles before the shock wave intersects the center of convergence. If we make the the same assumption as in the previous example regarding the scaling of the zone size Vz with the number of radial zones, then the spatial part of the E1(t) norm should be close to constant. Thus a factor of approximately four in the ratio of these norms comes from their (Dt)2 time dependence. This reasoning and the results in Table 4 indicate second order accuracy in both space and time. Likewise, the decrease in the Emax(t) norm by about a factor of two indicates a situation where there is second order accuracy in time but only ﬁrst order in space, since the growth in the spatial part of this norm cancels one-half of the decrease due to second order time dependence. First order accuracy is what one expects with respect to the Emax(t) norm. If one locates the position in the grid where the value of the max-norm is achieved, one ﬁnds that it tracks the shock location exactly. That is, the value of the kernel that makes up these norms has its maximum at the shock location, and for a given zone, relaxes in magnitude by about a factor of 20 after the shock wave has heated this zone and moved by it. The type of reasoning just employed must be used carefully in that the conclusions depend on both the scaling of Vz with grid dimensions, and that the timestep is determined by the scaled dimension, which is certainly not always the case. The Sedov blast wave problem is now considered. The precise setup used is given in [13]; it is run in 2D cylindrical geometry using area-weighted diﬀerencing with grids consisting of square zones of size 45 · 45 and 90 · 90, and with CFL numbers of 0.25 and 0.125. The internal energy is zero in all zones except the single zone at the origin. This zone contains the same total internal energy in all four cases, so the speciﬁc internal energy is a factor of eight larger when going from a 45 · 45 to a 90 · 90 grid size. The Sedov problem has always represented a particular challenge for all of the older non-energy-preserving Lagrangian algorithms in that they show a loss of total energy of about 10%. This energy is lost in the ﬁrst few timesteps and is large enough to raise serious questions about the quality of the solution. For our compatible formulation, total energy conservation is achieved, but the Emax(t) norm has a relatively high value for these cases. If we consider only the error kernel for the inner zone where all internal energy is initially located, we ﬁnd that this norm oscillates in time with an approximate period of about 100 cycles and an amplitude of about 1–0.5% and does not rapidly decay. This is a rather large value for this quantity compared to our other cases; however this inner Table 4 Guderley problem in cylindrical geometry for CFL = 1/4 Grid



CFL



Cycle



Time t



E1(t)



Ratio



Emax(t)



Ratio



800 · 3



1/4



5973 6964 10,367



0.7 0.75 0.8



6.13E  8 8.43E  7 3.60E  6



– – –



1.52E  5 2.77E  4 1.14E  3



– – –



1600 · 3



1/4



14,992 14,027 21,211



0.7 0.75 0.8



1.15E  8 1.92E  7 9.28E  7



5.33 4.39 3.88



8.74E  6 1.44E  4 8.41E  4



1.74 1.92 1.36 



4 



2



The results show that when the grid is reﬁned, the ratios of E1 norms (Ratio = 6.13E  8/1.15E  8 = 5.33) are near four, whereas they are approximately two for the ratios of the Emax norms.
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zone expands by about a factor of ten in size (103 in volume), so interpreting this diﬀerence as a measure of local truncation error about this zone is not unreasonable. If we investigate the error kernel of other zones in the grid it is found that they all oscillate in time with an amplitude that decreases with radial location from the origin, but is constant with respect to logical grid index number when the number of initial zones is doubled in each dimension. The results of this problem for the four cases mentioned are detailed for the E1(t) error norm in Table 5. Unlike in the other examples considered, it is seen that this norm does not change as the CFL number is halved for a ﬁxed initial grid size. This appears to be connected to the oscillation of this error at all grid points, something that is not seen in our other calculations. There is a decrease in the E1(t) norm by a factor of between two and three when going from 45 · 45 to 90 · 90 zones with the CFL number held ﬁxed. Notice from Table 5 that it also takes about three times the number of cycles in this instance to reach the same ﬁnal time. So just as for the older Lagrangian algorithms, this problem is still somewhat of an engima. The last example that is considered is the Guderley implosion problem in 3D Cartesian geometry. This is run with a spherical initial grid on an octant with three 30 angles in both h and /, and with 100 zones in the radial coordinate with unit initial domain. The relevance of this problem is to show what happens when the symmetry correction factors given in [18] are turned on and oﬀ. Corrections to the grid vectors are necessary if a calculation in 3D Cartesian geometry is to preserve 1D spherical symmetry when present in the initial and boundary conditions, as is true for this case. The results from two simulations that are identical except for this symmetry correction procedure are given in Table 6. There it is seen that the magnitude of the E1(t) norm is about three to four orders larger for the case where the symmetry corrections are not utilized. With symmetry corrections oﬀ, the ﬂow ﬁeld deviates from being 1D spherical, the velocity vectors are no longer grid-aligned, and the grid distorts in space. This can be seen from the grid and density contours shown in Fig. 4.



Table 5 Sedov problem in cylindrical geometry Grid



CFL



45 · 45



1/4



45 · 45



Cycle



Time t



E1(t)



Ratio CFL



Ratio grid



369 551



0.5 1.0



5.60E  5 7.38E  5



– –



– –



1/8



677 996



0.5 1.0



5.43E  5 6.80E  5



1.03 1.09



– –



90 · 90



1/4



1031 1590



0.5 1.0



2.23E  5 2.56E  5



– –



2.51 2.88



90 · 90



1/8



1846 2843



0.5 1.0



2.07E  5 2.37E  5



1.08 1.08



2.62 2.87



Ratio CFL (Grid) is the ratio between the E1 norms obtained for the same grid (CFL number) at the same time but for two diﬀerent CFL numbers (grids). Notice that Ratio CFL is approximately one and does not improve. Table 6 Guderley problem in 3D Cartesian geometry for CFL = 1/4 Cycle



Time t



Dt



E1(t)



Total energy balance



With symmetry corrections 297 0.30 636 0.60 897 0.75



1.012E  3 7.386E  4 0.510E  4



2.757E  7 7.645E  7 1.215E  5



3.257E  15 4.312E  15 4.332E  15



Without symmetry corrections 299 0.30 666 0.60 1044 0.75



1.000E  3 0.521E  3 0.574E  4



8.839E  4 2.313E  3 1.960E  2



4.764E  16 9.746E  16 3.726E  15



Although total energy is conserved to round-oﬀ error, the E1 norm shows relatively large values when no symmetry corrections are applied; these numbers reﬂect the fact that 1D symmetry is broken, as seen in Fig. 4.
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Fig. 4. 3D Guderley problem at t = 0.75 in Cartesian geometry. The mesh is 100 · 3 · 3 on an octant of the unit sphere. Grid and density contours are shown. Left: 1044 time steps with symmetry corrections oﬀ (the loss of 1D symmetry is quantiﬁed in Table 6 where the E1 norm is of truncation error size). Right: 897 time steps with symmetry corrections on.



The lack of 1D symmetry preservation in 3D Cartesian geometry with an initially spherical grid is not a numerical instability, as was the hourglassing case of our ﬁrst example. This is seen by the fact that although the E1(t) norm is about three to four orders of magnitude larger with symmetry corrections oﬀ, compared to the case with them on, these norms scale with time in the same manner. These calculations illustrate the ability of the internal consistency error norms to detect numerical problems of diﬀering origins with respect to any given simulation. 4. Numerical stability For any computational algorithm to be useful it must be numerically stable. By numerical stability one means that if the underlying set of continuum of equations is stable, which says that the continuum system has no growing solutions, then the diﬀerenced form of this system should also contain no growing solutions. This is a necessary condition for a useful numerical algorithm. If the underlying continuum system of equations has energy source terms that allow growing solutions, then these terms are omitted from the stability analysis. That is, a numerical stability analysis only makes sense for a continuum system of equations that is already stable. For terms that produce growth of a solution one is only interested in the numerical accuracy with which these terms are diﬀerenced. Often very simple subsystems of equations yield the correct numerical stability results for much more complex ones; however, the selection of a proper subsystem can be a bit of an art form. In our case, the simple second order wave equation in one space dimension, written as two coupled ﬁrst order equations, is utilized for this purpose. These equations are discretized in the next subsection, and the stability of the two-step predictor–corrector scheme described earlier is analyzed using Fourier analysis [2]. The results reveal a stability diagram for constant space step and time step that has not been given previously. It is diﬃcult to empirically observe a precise stability boundary for a Lagrangian hydrodynamics algorithm because such calculations are typically run with a constant CFL number, but with a grid spacing and a timestep that can vary greatly during a simulation. Also, the deﬁnition of the scale length used in computing the CFL number with respect to non-uniform zones is not unique. In order to verify the results of the stability analysis derived using Fourier analysis of our simple system of equations, a numerical test problem is
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constructed that eliminates the above noted diﬃculties. This test problem is then used to substantiate the analytical results for the full system of equations in all three spatial dimensions. 4.1. Stability utilizing the 1D second order wave equation The 1D second order wave equation written as a coupled ﬁrst order system with unit velocity is given by ou ov ¼ ; ot ox



ov ou ¼ ; ot ox



ð4:1Þ



where u = u(x, t) can be thought of as the velocity, so that the ﬁrst equation is that for momentum, and v = v(x, t) is the pressure or density in the more general system given by Eqs. (2.1), (2.2). Note that in our simpliﬁed model there is no equation of state (EOS), so that if this model yields meaningful results we expect these results to be independent of the form of the EOS of the more general equations. On a 1D domain X = [xmin, xmax], a mesh is deﬁned by Nz zones/cells and Np = Nz + 1 points such that xj = xmin + (j  1)Dx where Dx = xj+1  xj is the size of a cell j þ 12. Time is discretized using a time step Dt = tn+1  tn and we deﬁne the CFL number as r ” Dt/Dx. For our stability analysis, we assume that Dx and Dt are constant in time. The velocity u is discretized on node j at time tn = nDt as unj , whereas v is placed at the center of the cell j þ 12 as vnjþ1 . The numerical scheme is denoted by Sa, where 0 6 a 6 1, and is deﬁned by 2 the following equations  Predictor step: uj , vjþ1 at time tn + Dt; vjþ1 at time tn + aDt 2  uj ¼ unj þ r vnjþ1  vnj1 ; 2 2  1 1   n  n n vjþ1 ¼ vjþ1 þ r ðujþ1 þ ujþ1 Þ  ðuj þ uj Þ ; 2 2 2 2   n vjþ1 ¼ avjþ1 þ ð1  aÞvjþ1 . 2



2



2



 Corrector step: uses the * values to increment un and vn  ujnþ1 ¼ unj þ r vjþ1  vj1 ; 2  2  1 1 nþ1 nþ1 n nþ1 n n vjþ1 ¼ vjþ1 þ r ðujþ1 þ ujþ1 Þ  ðuj þ uj Þ . 2 2 2 2



ð4:2Þ ð4:3Þ ð4:4Þ



ð4:5Þ ð4:6Þ



This is a two parameter system: the CFL number r, and the parameter a that time-averages the pressure from the predictor step to the momentum equation on the corrector step. With a = 0 the predictor and corrector steps are the same and the scheme is known to be unconditionally unstable. A few additional remarks nþ1 on this discretization are in order; ﬁrst, in the equations used to advance vjþ1=2 and vjþ1=2 in time, an average of the values of u at the advanced and old time levels is used on the RHS of Eqs. (4.3), (4.6) instead of a fullforward value. This is due to the fact that in the equations that are actually solved numerically, Eq. (2.2), also uses an average of old and advanced velocity to form the displacement D~ rp . This time centering is necessary if we expect the simple model to accurately represent the compatible hydrodynamics equations that we wish to solve. The time centering parameter a in the corrector step, that is used in Eq. (4.5), has two important values: a = 1/2 is referred to as time-centered, and a = 1 is referred to as full-forward. By substituting Eqs. (4.2)–(4.4) into (4.5) and (4.6) we obtain explicit formulas for u and v at time tn+1:  1  ujnþ1 ¼ unj þ r vnjþ1  vnj1 þ ar2 ðunjþ1  2unj þ unj1 Þ þ ar3 vnjþ3  3vnjþ1 þ 3vnj1  vnj3 ; ð4:7Þ 2 2 2 2 2 2 2  1 2 n 1 nþ1 n n n r vjþ3  2vnjþ1 þ vnj1 þ ar3 ðunjþ2  3unjþ1 þ 3unj  unj1 Þ vjþ 1 ¼ vjþ1 þ rðujþ1 þ uj Þ þ 2 2 2 2 2 2 2 1 4 n n n n n þ ar vjþ5  4vjþ3 þ 6vjþ1  4vj1 þ vj3 : ð4:8Þ 2 2 2 2 2 4
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A convenient way to analyze such schemes, and which is due to Von Neumann [2], is to assume pﬃﬃﬃﬃﬃﬃﬃ a solution of 1 the form: unj ¼ u0 kn eihjDx and vnjþ1 ¼ v0 kn eihðjþ2ÞDx where h is a real parameter, and i ¼ 1. The quantity 2 k = k(h) is determined by substituting these forms into Eqs. (4.7) and (4.8). After some algebraic manipulation, these equations can be written as the linear system  0   0    kþA iC 0 u u M 0  ¼ ; ð4:9Þ 0 iC kþB 0 v v where A, B, C are deﬁned by A ¼ 1 þ 4ar2 s2 ;



B ¼ 1 þ 2r2 s2 ð1  2ar2 s2 Þ;



C ¼ 2rsð1  2ar2 s2 Þ



and s = sin(h/2). If this system is to be solved for any vector (u0, v0), the determinant of the matrix M must be zero, that is, det(M) = k2 + k(A + B) + AB  C2 = 0. Thus, det(M) is a polynomial in k, the complex roots of which are sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ AþB ðA  BÞ2   ð4:10Þ þ C2. k ¼ 2 4 For numerical stability the solution vector must not increase in magnitude with time, or j(un+1, vn+1)j 6 j(un, vn)j, must hold. Thus we require that jk±j 6 1. Our objective is to characterize the maximum value of the CFL number r such that, given a particular value of a, jk±j 6 1. ðABÞ2  k 2 C: In this case 4 þ C 2 < 0, and we can instead consider  2 2 AþB ðA  BÞ AB  2  C 2 ¼ 1  2ð2a  1Þr2 s2  4ar4 s4 .  C2 ¼  jk j ¼ 2 2 4 Two cases must be considered:  if a < 1/2, then 2(2a  1)r2s2 > 0 and there exists r small enough such that 2(2a  1)r2s2 > 4ar4s4 for any s leading to jk±j2 > 1; the scheme Sa±1. The scheme is unstablepin ﬃﬃﬃ this case. On this other hand, choosing the value r ¼ 1= 2 ¼ 1= 2a yields jk j = 1. (In fact, if r > 1= 2, then jk±j > 1 resulting in instability.) pﬃﬃﬃ Therefore, for a = 1 and k 2 R one expects stability for the CFL condition: r 6 1= 2.  a = 3/4: the eigenvalues are given by (see Fig. 6 middle curve) ﬃ r2 r pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ k ¼ 1  ð5  3r2 Þ  16 þ 49r2  30r4 þ 9r6 ; 2 2 pﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃ which is exactly equal to ±1 if r ¼ 1= 2=3 ¼ 1= 2a. (Again if r > pﬃﬃﬃﬃﬃﬃﬃ 2=3ﬃ, then jk±j > 1.) Therefore, for  a = 3/4 and k 2 R one expects stability for the CFL condition: r 6 2=3.  a = 1/2: the eigenvalues are given by (see Fig. 6 right curve) pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ k ¼ 1  r2 ð2  r2 Þ  r 4 þ 8r2  4r4 þ r6 ;
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Fig. 5. Discriminant (thick dashed line) and real eigenvalues k± (thin lines) as a function of h 2 [p, p]. (a) If a = 1 and r = 1, then there pﬃﬃﬃﬃﬃ exist hp 2ﬃﬃﬃﬃﬃ [p, p] such that jk±j > 1. (b) If a = 1 and r ¼ 1= 2a, then jk±j 6 1. (c) If a = 1/2 and r = 1, then jk±j 6 1. (d) If a = 3/4 and r ¼ 1= 2a, then jk±j 6 1.
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pﬃﬃﬃﬃﬃ which is exactly equal to ±1 if r ¼ 1 ¼ 1= 2a. (As is now expected, if r > 1, then jk±j > 1, which results in numerical instability.) Therefore, for a = 1/2 and k 2 R one expects stability for the classical CFL condition: r 6 1. In summary, the pﬃﬃﬃﬃﬃschemes Sa are unconditionally unstable if a < 1/2, and stable if a P 1/2 and if the CFL condition r 6 1= 2a is obeyed (see Fig. 7). Typically, a CFL number less than the maximum allowed for stability is used, most commonly the CFL number r = 1/4. In Fig. 8, jk+j (for three schemes a = 1, 34, 12) is plotted 1 Exact 0.8
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as a function of h 2 [p, p] for the ﬁxed CFL number r ¼ 14. This plot shows that the scheme deﬁned by a = 1/2, which lies on the stability boundary, is the least dissipative of the family a P 1/2. The full-forward scheme S1 damps more than any other. 4.2. Stability of the compatible hydrodynamics equations The previous stability analysis has been performed for the 1D coupled system of wave equations using a discretization that, although simpliﬁed, does indeed correspond to that utilized for the more general system. In order to verify that these results are valid in the more general case, the full compatible hydrodynamic system of equations are solved for the following model problem. Consider the ﬂuid equations in 1D, 2D, and 3D Cartesian geometry with the initial conditions: uniform density q = 1, ideal gas law EOS with c = 5/3, a sound speed of cs = 1, and velocity ~ v ¼ 0. A unit domain with uniform zone size is constructed: 10, 102, 103 zones typically, but we also use slightly larger values to rule out surface eﬀects since reﬂective boundary conditions are imposed on all faces of the domain. In 1D only, the pressure is seeded with a random perturbation at the 1015 level whenever the EOS is called; in 2D and in 3D, the roundoﬀ error that automatically occurs when calculating the grid vectors that are used to construct the corner force for each predictor and corrector stage of a timestep is suﬃcient to seed numerical instability (in 1D Cartesian geometry these are ﬁxed at unity). Since for this problem no velocity should develop, simulations are run for a very large number of time cycles, typically 105, and with varying values for the CFL number r, and time-centering parameter a, in the corrector step. A sensitive gauge that provides P a useful way to monitor the stability of any given simulation is to track the total kinetic energy K CFL ðtn Þ  12 p M p ð~ vnp Þ2 . Since the density and domain size are scaled to unity, this number should remain at the square of machine precision, about 1028–1030 in our case. For an unstable scheme it is observed that KCFL(tn) grows by several orders of magnitude long before the 105 cycle limit is reached. Using this test one can very accurately scope out the stability boundary in r and a space for all three dimensions. The 1D results are found to exactly match those produced by our analysis of the simpliﬁed 1D system of equations (4.1) (see Fig. 7); the 2D and 3D results are also found to be identical to those of the simpliﬁed 1D system of equations. Thus we conclude that the stability analysis performed on the 1D simpliﬁed system of equations is valid for the full hydrodynamic equations in all spatial dimensions. Although the artiﬁcial viscosity is turned oﬀ in this test problem, this term acts only as an addition to the pressure as far as stability is concerned. This point is stressed in the original paper that introduced this concept [4]. We also note that the same stability diagram (Fig. 7) is obtained for this test problem using an isothermal EOS, and further supports our conclusion that the numerical stability of the compatible Lagrangian hydrodynamics equations is EOS independent. 5. Conclusions The theme of this paper is to clarify numerical issues concerning the internal consistency, stability, and accuracy of a recent discretization of the equations of ﬂuid dynamics cast into Lagrangian form that we refer to as the discrete, compatible formulation. The proper resolution of the issues mentioned are central to the understanding of any numerical algorithm. Although Lagrangian hydrodynamics algorithms are very old, they languished until recently as attention in computational ﬂuid dynamics turned to broader areas and domains of interest. The central feature of this more modern form of Lagrangian hydrodynamics is its ability to exactly conserve mass, momentum, and total energy without the need to use these quantities directly as dependent variables. It instead retains density, velocity, and speciﬁc internal energy as dependent variables as did the earlier version of this algorithm; these variables are more appropriate to compressible high speed ﬂow calculations. The internal consistency of this algorithm was investigated by analyzing the diﬀerence between the two deﬁnitions of zone volume that it utilizes. This diﬀerence comes about because of the subtle relationship of surface area to volume that characterizes any closed volume, and thus is seen to arise quite generally and naturally. It was shown that this diﬀerence can be used to ascertain many properties of a simulation, and thus has direct and practical signiﬁcance. Non-dimensional internal consistency norms were constructed based on the diﬀerence in these two volumes. These can be used to operationally measure the non-dimensional
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magnitude of the truncation error of a calculation by placing the grid vectors from which the corner force is calculated at the fully advanced time level on the corrector step. The accuracy in both space and time can also be measured, and results were found to correspond to the ﬁrst or second order accuracy that one expects in space or time with the type of ﬁnite-volume diﬀerencing employed with Lagrangian schemes. It was also shown that some care must be exercised in the use and interpretation of these norms/estimators. More importantly, the diﬀerence in these two deﬁnitions of zone volume, which can be interpreted as a form of entropy error, was demonstrated to be signiﬁcant only when numerical instability occurs, or other numerical diﬃculties, such as a loss of lower dimensional symmetry, appear. A precipitous increase in this quantity during any calculation is a sensitive indication of the development of numerical diﬃculties. Otherwise this diﬀerence remains at or far below truncation error levels. A numerical stability analysis of the two level predictor/corrector time integration scheme employed was also performed: ﬁrst with a simpliﬁed set of model equations using standard Fourier stability analysis, and then using a properly constructed test problem that veriﬁes this analysis for the actual system of equations in all three spatial dimensions. This stability analysis showed that our compatible system of equations with predictor–corrector time integration is stable for CFL number pﬃﬃﬃﬃﬃ r 6 1= 2a and a P 0.5, where a is the time centering parameter of the pressure on the corrector step; otherwise, it is unconditionally unstable. The principal conclusion of this study is that the corner force, which is the central feature of this numerical scheme, should be placed at the time-centered n þ 12 time level on the corrector step of a cycle. This centering should be performed with respect to both the grid vectors, to minimize the diﬀerence in the two zone volumes used in this formulation, and with respect to the total stress (pressure plus deviators, and artiﬁcial stresses such as viscosity and anti-hourglass forces). Corner force time-centering results in the least amount of numerical dissipation and the largest stability margin. However, this is also seen to be just at the stability boundary, and is thus a somewhat diﬀerent choice than is often made with numerical schemes (particularly ODE solvers) where the timestep is chosen from within the stability region. Acknowledgments We wish to acknowledge useful discussions with B. Wendroﬀ concerning the stabilitypanalysis of the preﬃﬃﬃﬃﬃ dictor/corrector time integration scheme: speciﬁcally, to have correctly conjectured the 1= 2a stability bound. This work was supported by the Advanced Strategic Computing Initiative (ASCI) of the US Department of Energy. References [1] H.A. Bethe, R. Christy, R.R. Davis, R.P. Feynman, S. Frankel, E.J. Konopinski, N. Livesay, N. Metropolis, E. Nelson, IBM calculations of implosion hydrodynamics, Los Alamos National Laboratory report, LA-94, June 20, 1944, unclassiﬁed, cover only. [2] R.D. Richtmyer, K.W. Morton, Diﬀerence Methods for Initial-Value Problems, second ed., Interscience, New York, 1967 (Chapter 12). [3] B. Alder, S. Fernbach, M. Rotenberg (Eds.), Methods in Computational Physics, vol. 3, 1964, various articles. [4] J. VonNeumann, R.D. Richtmyer, A method for the calculation of hydrodynamic shocks, J. Appl. Phys. 21 (1950) 232–237. [5] W.B. Goad, WAT: a numerical method for two-dimensional unsteady ﬂuid ﬂow, Los Alamos National Laboratory Report, LAMS2365, 1960. [6] E.J. Caramana, P.P. Whalen, Numerical preservation of symmetry properties of continuum problems, J. Comput. Phys. 141 (1998) 174–198. [7] A.P. Favorskii, Variational-discrete models of hydrodynamics equations, Diﬀ. Equations 16 (1980) 1308–1321. [8] L.G. Margolin, T.F. Adams, Spatial diﬀerencing for ﬁnite diﬀerence codes, Los Alamos National Laboratory Report, LA-10249, 1985. [9] A.A. Samarskii, V.F. Tishkin, A.P. Favorskii, M.J. Shashkov, Operational ﬁnite diﬀerence schemes, Diﬀ. Equations 17 (1981) 854– 862. [10] L.G. Margolin, A.E. Tarwater, A diﬀusion operator for Lagrangian meshes, Lawrence Livermore National Laboratory Report, UCRL-95652, 1986. [11] D.E. Burton, Exact conservation of energy and momentum in staggered-grid hydrodynamics with arbitrary connectivity, Advances in the Free-Lagrange Method, Springer, New York, 1990. [12] D.E. Burton, Multidimensional discretizations of conservation laws for unstructured polyhedral grids, Lawrence Livermore National Laboratory Report, UCRL-JC-118306, 1994.
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