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Preface The subject of interference in communications systems is as old as communications itself. Agamemnon, the King of Mycenes, who captured Troy more than 800 miles away, to get back his niece, the beautiful Eleni, and wanted to notify his wife Clytaemistra about this happy event, used the most sophisticated communication techniques of that time to achieve his purpose. From that time until today, people have been aware of the importance of interference and the effect it can have on communications. Agamemnon used light sources at the peaks of mountains—by the motions of these sources, the information was coded and transmitted from mountain to mountain to arrive at Mycenes the same day. If we analyze this communication system of Agamemnon, we find that he used three of the most important techniques still used today for interference suppression in communications. The first was the nature and form of the information signal (certain shape of flame), which corresponds to signal modulation techniques of today. The motion of the flames corresponds to modern coding techniques. The use of mountains corresponds to channel estimation techniques, which are used for the exploitation of favorable channel propagation characteristics or the avoidance of unfavorable characteristics through compensation of certain propagation parameters, fading, narrowband, or wideband characteristics. Over the more than 3,000 years since Agamemnon, the necessary coexistence of information and interfering signals has been accommodated in the design of communication systems. Modern mathematical modeling and simulation techniques as new tools of study greatly facilitated this effort. xv
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Of course, the subject of interference received special attention each time people concentrated on the usage of wireless systems on a large scale, as during the decade of 1970–1980 with the implementation of satellite systems and from 1995 until today with the large-scale applications of mobile systems. Most results of the worldwide efforts that had to do with interference analysis and design have been included in [1] and [2]. The purpose of this book is to present and analyze the techniques that are being used and can be used in the design of modern wireless systems in order to achieve an acceptable quality of service in an interference environment. Of course, many things have changed since Agamemnon and the early satellite implementations and special communication systems used during early space exploration. It is absolutely certain that the communications world is becoming digital, the wireless systems are converging into a universal standard, and the interference analysis and suppression techniques have become highly sophisticated because they have to be applicable to a universal communication system. As such, the material in this book becomes more and more comprehensive, from Chapter 4 on, and the reader—who can be an instructor, researcher, practicing engineer or a student—must have had a course in communication, signal processing or probability, and stochastic process in order to get the most out of it. The structure of this book is based on the methodology adapted by the author to present the subject matter of the book. It is assumed that the reader will not have any difficulty proceeding along the steps that are formatted by the chapters that follow. Even though the interference signals (sources) and the general interference environment are discussed in Chapters 4 and 5, we shall briefly explain here in general terms the main theme of interference. As we shall see later, Chapters 4 through 7 introduce and analyze the subject of interference in detail. For the readers who are not familiar with this subject, as far as this book is concerned, there exist two types of interfering signals no matter what their source is. One type is an additive signal, which enters the receiver and affects the detection process. Its source and nature can be a signal from a noiselike source, a signal from another friendly or nonfriendly system, or a signal produced by the nonlinearities of the system itself and its components (such as filters, which are exhibited as intermodulation signals and/or intersymbol interference). The other kind of interfering signals are the multiplicative types, which are mainly produced because of multipath phenomena in wireless systems, as we shall see in Chapter 4. Before we embark on the main theme of this book, we consider it necessary to present an overview of the modern wireless systems in use and analyze the characteristics of the wireless channel and the transmission systems
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used. This background is necessary for the discussion that follows in the subsequent chapters. In Chapter 4, we analyze the techniques used for the study of wireless systems behavior when the interference environment is fading due to multipath interferers. In Chapter 5, we study the case where the interference environment is mainly characterized by additive interference effects. In Chapter 6, we review and use the results of Chapters 4 and 5 to develop interference suppression techniques and show how they can be used in real implementation. Finally, in Chapter 7, we present actual interference cancelers, which are used in real designs that utilize most of the techniques presented in previous chapters. The structure of the book also exhibits the methodology we propose for the analysis and design of wireless systems in an interference environment. We first need to quantify the parameters of the wireless systems that play a major role in the design, characterize the channel that will be used, and define the transmission system to be implemented. Subsequently, we must analyze and quantify the additive and/or multiplicative nature of the interfering signals, and finally we must utilize the appropriate technique to suppress or mitigate the effect of interference. It is seen, therefore, that each chapter of this book has become an indispensable ring in the chain of steps necessary for a complete and integrated analysis and design of any wireless system in any interference environment as shown graphically in Figure P.1.
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Figure P.1 Methodology of interference analysis and suppression.
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1 Overview of Wireless Information Systems 1.1 Introduction We are all being exposed to a communications revolution that is taking us from a world where the dominant modes of electronic communications were standard telephone service and voiceband data communications carried over fixed telephone networks, packet-switched data networks, and high-speed local area networks (LANs) to one where a seamless and mobile communications environment has become a reality. Traditional wireless information networks, which include cordless and cellular telephones, paging systems, mobile data networks, and mobile satellite systems, have experienced enormous growth over the last decade and the new concepts of personal communication systems, wireless LANs (WLANs), and mobile computing have appeared in the industry [1–18]. In conjunction with this revolution, we are witnessing a transition in the infrastructure of our communication networks. After more than a century of reliance on analog-based technology for telecommunications, we now live in a mixed analog and digital world and are rapidly moving toward alldigital networks. In this chapter, we will briefly describe the various wireless systems in use and show that the wireless channel, which is the main vehicle of transmission of information, is not as predictable as the wired channel of the past. In a wireless, all-digital world, we have to deal with many more forms of interference agents than in the wired world. The subject of interference 1



2



Interference Analysis and Reduction for Wireless Systems



over the years has triggered the interest of researchers in direct relation to the development of wireless communications. During the decade of 1970– 1980, we have had a great upsurge in the study of this subject because of the development of satellite communications, as can be seen in [1]. We are now living the second decade of another revolution—mobile communications. The interest, therefore, in the subject of interference has increased, and the book at hand is a testament of that interest. We saw in the Preface that in order to study such a wide subject, we need to develop a methodology. The structure of this book follows the methodology adapted and described in the preface. It is therefore important to start with the analysis of the wireless systems design parameters, which play a major role as these systems operate in an interference environment. In other words, in this chapter we pinpoint those wireless systems design characteristics that affect or can be affected by interference. This relationship and interdependence justifies the relevance of Chapter 1 in the structure of a book on interference. Moreover, it is in compliance with the methodology developed and adapted in the preface. This is very important because the interference environment of wireless systems is less controllable than that of wired systems. In the wireless world, we encounter many more interference sources, which can be put into two categories. One category is the additive type of interference, which can be caused by cochannel, adjacent channel, intersystem, intermodulation, and intersymbol interfering signals. The second category includes multipath interference (i.e., the signals, which are produced by all sorts of reflections and diffractions from obstacles along the communication path, that interfere with the signal that bears the information). This type of interference affects the information signal in a multiplicative fashion, as we shall see in Chapter 4. We shall, in this chapter, point out the vulnerable points of wireless systems in an interference- and distortion-based environment. In later chapters, we shall study the mechanisms of mitigating the effects of these distortions. 1.1.1 Wireless World Evolution In Figure 1.1, we distinguish the various categories of the wireless networks and their evolution. The evolution of the wireless world approaches convergence to a universal system, which, with the ability of pocket-sized personal stations, can access public and private communications networks through interoperable terrestrial and satellite media.
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Figure 1.1 Evolution of wireless systems.
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1.2 Historical Perspective One hundred years ago, the notion of transmitting information in a wireless manner must have seemed like science fiction. Marchese Guglielmo Marconi made it possible. In 1896, the first patent for wireless communication was granted to him in the United Kingdom. He demonstrated the first wireless communication system in 1897 between a land-based station and a tugboat. Since then, important developments in the field of wireless communication have been taking place that shrink the world into a communication village. Such a system will provide communication services from one person to another in any place, at any time, in any form, and through any medium by using one pocket-sized unit at minimum cost, with acceptable quality and security through the use of a personal telecommunication reference number, or a PIN [1, 19, 20]. The wireless era in general can be divided into three periods: the pioneer era, the premobile era, and the mobile era, during which much of the fundamental research and development in the field of wireless communications took place [1].



1.3 First Generation Systems The global communication village has been evolving since the birth of the first generation analog cellular system. Tables 1.1(a) and 1.1(b) [20] show a summary of analog cellular radio systems. Various standard systems were developed worldwide: advanced mobile phones service (AMPS) in the United States, Nordic mobile telephones (NMT) in Europe, total access communication systems (TACS) in the United Kingdom, Nippon Telephone and Telegraph (NTT) in Japan, and so on. The first AMPS cellular telephone service commenced operation in Chicago in 1983. In Norway, NMT-450 was launched in 1981 and later the NMT-900 was introduced. Similar systems were introduced in Germany, Portugal, Italy, and France. All the first generation systems used frequency modulation (FM) for speech and frequency shift keying (FSK) for signaling, and the access technique used was frequency division multiple access (FDMA).



1.4 Second Generation Systems Advancements in digital technology gave birth to Pan-European digital cellular mobile systems, with general mobile systems (GSM) taking the acronym



System



AMPS



NMT-450



NMT-900



TACS



ETACS



Frequency range (mobile Tx/base Tx) (MHz)



824–849 / 869–894



453–457.5 / 463–467.5



890–915 / 463–467.5



890–915 / 935–960



872–905 / 917–950



Channel spacing (kHz)



30



25



12.5*



25



25



Number of channels Region



832 The Americas, Australia, China, Southeast Asia



180 Europe



1999 Europe, China, India, Africa



1,000 United Kingdom



1,240 Europe, Africa
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Table 1.1(a) Summary of Analog Cellular Radio Systems—AMPS, NMT-450, NMT-900, TACS, and ETACS



*Frequency interleaving using overlapping channels; the channel spacing is half the nominal channel bandwidth. (From: [20].)



5



6



System



C-450



RTMS



Radiocom-2000



JTACS/NTACS



NTT



Frequency range (mobile Tx/base Tx) (MHz)



450–455.74 / 460–465.74



450–455 / 460–465



915–925 / 860–870 898–901 / 843–846 918.5–922 / 863.5–867



925–940 / 870–855 915–918.5 / 860–863.5 922–925 / 867–870



Channel spacing (kHz)



10*



25



165.2–168.4 / 169.8–173 192.5–199.5 / 200.5–207.5 215.5–233.5 / 207.5–215.5 414.8–418 / 424.8–428 12.5



Number of channels



573



200



25 / 12.5* 25 / 12.5* 12.5* 400 / 800 120 / 240 280



25/6.25* 6.25* 6.25* 600 / 2,400 560 480



Region



Germany, Portugal



Italy



Japan



Japan



256 560 640 256 France



*Frequency interleaving using overlapping channels; the channel spacing is half the nominal channel bandwidth. (From: [20].)
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Table 1.1(b) Summary of Analog Cellular Radio Systems—C-450, RTMS, Radiocom-2000, JTACS/NTACS, and NTT
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from the French word; digital cordless systems (DCS)-1800, in Europe; personal digital cellular (PDC) systems in Japan; and interim standard (IS)-54/136 and IS-95 in North America, which are the second generation systems. A summary of digital cellular radio systems is shown in Table 1.2 [20]. We observe that time division multiple access (TDMA) is used as the access technique, except for IS-95, which is based in code division multiple access (CDMA). The second generation systems provide digital speech and short message services. More details will be given in Chapter 2. GSM has become deeply rooted in Europe and in more than 70 countries worldwide. DCS-1800 is also spreading outside Europe to East Asia and some South American countries. The development of new digital cordless technologies gave birth to the second-supplement generation systems—namely, personal handy phone systems (PHS, formerly PHP) in Japan, digital european cordless telephone (DECT) in Europe, and personal access communication services (PACS) in North America. Table 1.3 shows the features of the secondgeneration cordless systems [20]. In recent years DECT, PHS, and PACS/wireless access communications systems (WACS) have been introduced to provide cost-effective wireless connection in local loops (WLL) [3]. The term local loop stands for the medium that connects the equipment in the user’s premises with telephone switching equipment. There are psychological and technical challenges that WLL faces in becoming acceptable to users. Because it replaces copper cable for connecting the user with the local exchange, the user may be apprehensive about reliability, privacy, and interference with wireless appliances like radio and television (manmade noise) and other WLL users. WLL must prove itself at least as good, if not better, than the services provided by physical cable. It should be able to carry and deliver voice, data, state-of-the-art multimedia services, and other modern services as efficiently as plain old telephone service (POTS) does [21, 22]. Although the second generation services and their supplements have covered local, national, and international areas, they still have one major drawback in terms of a universal service facility. In addition to the system discussed in this section, wireless data systems and WLANs are also very important in the field of wireless communications. Some features of wide area wireless packet data systems are shown in Table 1.4. Advanced radio data information service (ARDIS) and RAM mobile data (RMD) are the earliest and best-known systems in North America. Cellular digital packet data (CDPD) is a new wide area packet data network. The general packet radio service (GPRS) standard was developed to provide packet data service over the GSM infrastructure [23–25].
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Table 1.2 Summary of Digital Cellular Radio Systems (From: [20].) GSM/DCS-1800



IS-54



IS-95



PDC



Frequency range (base Rx/Tx, MHz)



GSM: Tx: 935–960 Rx: 890–915 DCS-1800: Tx: 1805–1880 Rx: 1710–1785 200 GSM: 124 DCS-1800: 375 GSM: 8 DCS-1800: 16 TDMA/FDMA FDD GMSK RPE-LTP 13



Tx: 869–894 Rx: 824–849



Tx: 869–894 Rx: 824–849



Tx: 810–826 Rx: 940–956 Tx: 1429–1453 Rx: 1477–1501



30 832



1,250 20



25 1,600



3



63



3



TDMA/FDMA FDD  /4 DQPSK VSELP 7.95



CDMA/FDMA FDD BPSK/QPSK QCELP 8



TDMA/FDMA FDD  /4 DQPSK VSELP 6.7



1/2 Convolutional



1/2 Convolutional



9/17 Convolutional



Europe, China, Australia, Southeast Asia



North America, Indonesia



Uplink 1/3 Downlink 1/2 Convolutional North America, Australia, Southeast Asia



Channel spacing (kHz) Number of channels Number of users per channel Multiple access Duplex Modulation Speech coding and its rate (Kbps) Channel coding



Region



Japan



Gaussian minimum shift keying (GMSK); regular pulse excited–long term prediction (RPE-LTP); vector excited linear predictor (VSELP); qualcomm code excited linear predictive coding (QCELP); Rx receiver (Rx); Tx Transmitter (Tx); and digital cellular system (DCS).
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Table 1.3 Second Generation Cordless Systems System



CT2/CT2+*



DECT



PHS



PACS



Frequency range (base Rx/ Tx, MHz)



CT2: 864–868 CT2+: 944–948



1,880–1,990



1,895–1,918



Channel spacing (kHz)



100



1,728



300



TX: 1,850–1,910 Rx: 1,930–1,990 300



Number of channels



40



10



77



96



Number of users per channel



1



12



4



8



Multiple access



FDMA



TDMA/FDMA



TDMA/FDMA



TDMA/FDMA



Duplex



TDD



TDD



TDD



FDD



Modulation



GFSK



GFSK



 /4 DQPSK



 /4 DQPSK



Speech coding



ADPCM 32 32



ADPCM 32 32



ADPCM 32



ADPCM 32 32



Channel coding



None



CRC



CRC



CRC



Region



Europe, Canada, Europe China, Southeast Asia



Japan, Hong Kong



United States



*CT2+ is the Canadian version of CT2. (From: [20].)



1.5 Third Generation Systems The third generation systems are being employed via universal wireless personal communications (UWPC) systems, which will provide universal speech services and local multimedia services [2, 19, 20]. The third generation personal communication systems are in the process of implementation worldwide by the International Telecommunications Union (ITU) within the framework of the future public land mobile telecommunications systems (FPLMTS)/international mobile telecommunications-2000 (IMT-2000) activities and along the evolution path of Figure 1.1. In Europe, this is supported by the universal mobile telecommunications system (UMTS) program within the European community. Both the FPLMTS and UMTS
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Table 1.4 Summary of Wide Area Wireless Packet Data Systems RAM Mobile (Mobitex)



CDPD



Data rate



19.2 Kbps



Modulation Frequency Channel spacing Status Access means



GMSK BT = 0.5 ∼800 MHz 30 KHz 1994 service Unused AMPS channels



Transmit power (From: [20].)



8 Kbps [19.2 Kbps] GMSK ∼900 MHz 12.5 KHz Full service Slotted Aloha CSMA



ARDIS (KDT) 4.8 Kbps [19.2 Kbps] GMSK ∼800 MHz 25 KHz Full service
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System



40W



Metricom (MDN) ∼ 76 Kbps GMSK ∼915 MHz 160 KHz In service FH SS (ISM) 1W



TE



programs are tightly related and expected to lead to consistent and compatible systems. A lot of research and development (R&D) activity is taking place worldwide in order to come to a consensus on issues such as frequency bands, multiple access protocols, interfacing, internetworking, and integration (asynchronous transfer mode [ATM], fiber, air, fixed, macrocells, microcells, picocells, and hypercells), system development (baseband, terminals, and antennas), multimedia communications, satellite (frequency allocation, channel characterization, radio access), and technology (low power, size, and cost). Figure 1.2 shows the evolution in time of services/systems in the wireless world. 1.5.1 UMTS Objectives and Challenges UMTS is a third generation mobile communication system that provides seamless personal communication services anywhere and anytime. In particular, it provides mobile broadband multimedia services along the lines of the following objectives: • User bit rates of 144 Kbps (wide area mobility and coverage) and



up to 2 Mbps (local mobility and coverage); • Provision of services via handheld, portable, vehicular-mounted, movable, and fixed terminals, in all radio environments based on single radio technology;
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Figure 1.2 Worldwide service evolution with respect to time.



• High spectrum efficiency compared to the existing system; • Speech and service quality at least comparable to current fixed net-



work; • Flexibility for the introduction of new services and technical capabilities; • Radio resource flexibility to multiple networks and traffic types within a frequency band. It is expected that the basis for the UMTS market will be the existing GSM/DCS market for speech, as well as low and medium bit rate data up to 100 Kbps. The GSM market will continue to grow even after UMTS introduction; thus, positioning UMTS toward GSM is important. Most likely, the first services offered by UMTS will complement the services offered by GSM/DCS. The bit rates of UMTS compared to existing and evolved second generation systems are shown in Figure 1.3 [20]. The goal of UMTS is to support a large variety of services, most of which are not yet known. UMTS air interface must be able to cope with variable and asymmetric bit rates, up to 2 Mbps, with different quality of
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Figure 1.3 UMTS bit rates versus coverage and mobility. (From: [20].)



service requirements (bit error probability and delay), such as multimedia services with bandwidth on demand. Effective packet access protocol is also essential for the UMTS air interface to handle bursty real-time and nonrealtime data. A UMTS objective is to cover all environments with a single interface. However, to use spectrum efficiently in different environments and for different services, the air interface has to be adaptable. Therefore, implementation of UMTS terminals has to take this adaptability into account by requiring configurable terminals. In addition, utilization of the existing infrastructure will require dual-mode terminals. 1.5.2 Standardization of UMTS UMTS standards are now being developed. One of the main aspects of UMTS standardization is selection of the air interface. The strong support behind wideband CDMA (WCDMA) led to the selection of WCDMA as the UMTS terrestrial air interface scheme for frequency division duplex (FDD) bands by ETSI. The selection of WCDMA is also backed by the Asian and American operators. For time division duplex (TDD) bands, a time division CDMA (TDCDMA) concept has been selected. As far as access is concerned, UMTS will utilize a radio access network to be connected to several core networks. In ITU, the development of FPLMTS (also called
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IMT-2000) is being carried out. FPLMTS can be seen as global interworking of mobile services and as the cornerstone of spectrum allocation for third generation mobile radio systems. UMTS standards are more detailed than FPLMTS recommendations, covering test specifications and focusing on the European market and existing systems. R&D is also going on in Europe, Japan, and North America for the fourth generation mobile broadband systems (MBS) and wireless broadband multimedia communications systems (WBMCS). WBMCS is expected to provide its users with customer premises services with information rates exceeding 2 Mbps.



1.6 The Cellular Concept In the beginning, mobile systems were developed much like radio or television broadcasting (i.e., a large area was covered by installing a single, high-power transmitter in a tower situated at the highest point in the area). A single high-power transmitter mobile radio system gave good coverage with a small number of simultaneous conversations depending on the number of channels N c . The (N c + 1) caller was blocked. Those systems were also characterized by the lack of handoff. To increase the number of simultaneous conversations, a large area can be divided into a large number of small areas, N ␣ . Each small area is called a cell. To cover a cell, a single low-power transmitter is required. If every cell uses the same frequency that is available for a large area, and its available bandwidth is divided into the number of channels, N c , then instead of N c simultaneous conversations for a large area, there would be N c simultaneous conversations for each cell. Thus, now there can be N ␣ N c simultaneous conversations in the entire large area as compared with only N c [4–8]. The idea of using the same frequency in all the cells does not work because of the interference between mobile terminals operating on the same channel in adjacent cells. Therefore, the same frequency cannot be used in each cell, and it is necessary to skip a few cells before the same frequency is used. Cellular concept is illustrated in Figure 1.4. The cellular concept, therefore, is a wireless system designed by dividing a large area into several small cells, replacing a single, high-power transmitter in a large area with a single, low-power transmitter in each cell, and reusing the frequency of a cell to another cell after skipping several cells. Thus, the limited bandwidth is reused in distant cells, causing a virtually infinite multiplication of the available frequency.
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Figure 1.4 Cellular concept. (From: [20].)



Major design elements that are considered to efficiently utilize available frequency are frequency reuse, cochannel interference, carrier-to-interference ratio, handover/handoff mechanism, and cell splitting [20]. This section briefly introduces these basic elements, which will be important in the discussion about interference in later chapters. In addition, different types of cellular systems are reviewed along the same lines. 1.6.1 Frequency Reuse The cellular structure was introduced due to capacity problems of mobile communication systems. In a cellular radio system, the area covered by the mobile radio system is divided into cells. In theory, the cells are considered hexagonal, but in practice they are less regular in shape. Each cell contains a base station, which is connected to the mobile switching center (MSC). This MSC is connected to the fixed telecommunication system—the public switched telephone network (PSTN). MSC serves as the central coordinator and controller for the cellular radio system and as the interface between mobile and PSTN. The cellular radio user in a car or train or in the street picks up a handset, dials a number, and immediately can talk to the person he or she called [20].
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Each cell is assigned a part of the available frequency spectrum. Cellular radio systems offer the possibility of using the same part of the frequency spectrum more than once. This is called frequency reuse. Cells with identical channel frequencies (i.e., the same part of the frequency spectrum) are called cochannel cells. The cochannel cells have to be sufficiently separated to avoid interference. The distance between these cochannel cells is achieved by the creation of a cluster of cells. As explained earlier, cells with identical numbers make use of the same part of the frequency spectrum. The total number of channels N tc in a cellular radio system is N tc = N r N c C



(1.1)



where N r is the number of times a cluster is replicated within the system, N c is the number of channels in a cell, and C is the cluster size (number of cells in a cluster). It is not possible to choose an arbitrary value of the cluster size. The cluster size is determined by C = i 2 + ij + j 2



(1.2)



where i and j are nonnegative integers. So there can be only selected values of C. C = 3, 4, 7, 9, 12, 13, . . .



(1.3)



The cluster size can be chosen and it determines the amount of frequency reuse within a certain area. An important design parameter denoting the amount of frequency reuse in a certain area is called the normalized reuse distance. The normalized reuse distance, R u , is defined as the ratio of the reuse distance, D, between the centers of the nearest cochannel cells and the cell radius, R , as shown in Figure 1.5. Hence, Ru =



D R



(1.4)



Using Figure 1.5, C and D can be related C = D 2 = i 2 + j 2 − 2ij cos (120°) = i 2 + ij + j 2



(1.5a)
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Figure 1.5 Normalized reuse distance. (Source: [20]. Reprinted with permission.)



From Figure 1.6, which shows how cells with identical numbers make use of the same part of the frequency spectrum, we obtain R=



Figure 1.6 Cluster size length.



1 √3



(1.5b)
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Thus, the relationship between R u and C is obtained using (1.5a), (1.5b), and (1.4): Ru =



√3C



(1.6)



R u2 3



(1.7)



Therefore, C=



1.6.2 Handover/Handoff Mechanism Handover, also known as handoff, is a process to switch an ongoing call from one cell to the adjacent cell as a mobile user approaches the cell boundary. Figure 1.7 shows that as the user moves from cell 1 to cell 2, the channel frequencies will be automatically changed from the set f 1 to the set f 2 . Handover is an automatic process, if the signal strength falls below a threshold level. It is not noticed by the user because it happens very quickly— within 200 to 300 ms [20]. The need for a handover may be caused by radio, operation and management (O&M), or by traffic. Radio causes the majority of handover requests. The parameters involved are low signal level or high error rate. This can be caused by a mobile moving out of a cell or signal blocking by objects. O&M-generated handovers are rare. They evolve from the maintenance of equipment, equipment failure, and channel rearrangement. Handovers



Figure 1.7 Handover/handoff mechanism. (After: [20].)
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due to unevenly distributed traffic may cause some mobiles at the border of a cell to be handed over to an adjacent cell. The performance metrics used to evaluate handover algorithms are handover blocking probability, call blocking probability, handover probability, call dropping probability, rate of handover, probability of an unnecessary handover, duration of interruption, and delay (distance). A handover is performed in three stages. The mobile station (MS) continuously gathers information of the received signal level of the base station (BS) with which it is connected, and of all other BSs it can detect. This information is then averaged to filter out fast-fading effects. The averaged data is then passed on to the decision algorithm, which decides if it will request a handover to another station. When it decides to do so, handover is executed by both the old BS and the MS, resulting in a connection to the new BS. As stated earlier, the received signal level suffers from fading effects. To prevent handover resulting from temporary fluctuations in the received signal level, the measurements must be averaged. An averaging window whose length determines the number of samples to be averaged is used. Longer averaging lengths give more reliable handover decisions, but also result in longer handover delays. Detailed studies were done to determine the averaging window shape—that is, to determine whether recent measurements should be treated as more reliable than older ones. The averaging window is used to trade off between handover rate and handover delay. More details are given in Chapters 2 and 4 [4, 8, 20, 26]. 1.6.3 Cell Splitting In principle, a cellular system can provide services for an unlimited number of users. However once a system is installed, it can only provide to a certain fixed number of users. As soon as the number of users increases and approaches the maximum that can be served, some technique must be developed to accommodate the increasing number of users. There are various techniques to enhance the capacity of a cellular system. One technique is cell splitting, a mechanism by which cells are split into smaller cells, each having the same number of channels as the original large cells, as shown in Figure 1.8. 1.6.4 Types of Cellular Networks Based on the radius of the cells, there are three architectures of cellular networks:
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Figure 1.8 Cell splitting. (After: [20].)



1. Macrocells; 2. Microcells; 3. Picocells. 1.6.4.1 Macrocellular Radio Networks



Macrocells are mainly used to cover large areas with low traffic densities. These cells have radii between 1 and 10 km. A distinction between large macrocells and small macrocells should be made [4]. Large macrocells have radii between 5 and 10 km or even higher. They are used for rural areas. Small cells have radii between 1 and 5 km. These cells are used if the traffic density in large cells is so high that it will cause blocking of calls. They thus provide large cells with extra capacity (cell splitting). Planning small cells is more difficult because traffic predictions for relatively small areas cannot be easily done. The signals undergo multipath Rayleigh fading and lognormal shadowing. The standard deviation of lognormal shadowing signal lies between 4 and 12 dB. Typical root mean square (rms) delay spread is 8  s. For more details, the reader is referred to Chapter 2 and to [4] and [27]. 1.6.4.2 Microcellular Radio Networks



Microcellular radio networks are used in areas with high traffic density, like (sub)urban areas. The cells have radii between 200m and 1 km. For such
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small cells, it is hard to predict traffic densities and area coverage. Models for such parameters prove to be quite unreliable in practice. This is because the shape of the cell is time dynamic (i.e., the shape changes from time to time) due to propagation characteristics. We can distinguish one- and two-dimensional microcells. One-dimensional microcells are placed in a chainlike manner along main highways with high traffic densities, whereas ‘‘two dimensional’’ refers to the case where an antenna transmits the main ray and two additional rays are reflected off buildings on both sides of the street. One-dimensional microcells usually cover one or two house blocks. Antennas are placed at street lamp elevations. Surrounding buildings block signals propagating to adjacent cochannel cells. This improves the ability to reuse frequencies, as cochannel interference is reduced drastically by the shadowing effect caused by the infrastructure. Microcells follow a dual path-loss law. Violation of this law depends on the type of environment and the position of the transmitting antenna. The signal undergoes Rician fading and lognormal shadowing. Typical rms delay spread is 2  s. 1.6.4.3 Picocellular Radio Networks



Picocells or indoor cells have cell radii between 10 and 200m. For indoor applications, cells have three-dimensional structures. Fixed cluster sizes, fixed channel allocations, and prediction of traffic densities are difficult for indoor applications. Today, picocellular radio systems are used for wireless office communications. Various propagation characteristics of these types of networks are given in Table 1.5, and we shall further explain in Chapters 2 and 4. We will also see, later on, how these characteristics influence the interference aspects. Path loss exponent varies from 1.2 to 6.8. Signals in picocells are always Rician faded. The Rician parameter lies between 6.8 and 11 dB. Typical values of rms delay spread lie between 50 and 300  s. For more details the reader is referred to the three chapters that follow.



1.7 Satellite Systems Figure 1.9 sketches a simplified Earth-station-satellite connection. The transmission from the Earth station to the satellite is called uplink and from the satellite to the Earth station is called downlink. Transmitter power for Earth stations is generally provided by high-powered amplifiers, such as traveling wave tubes (TWTs) and klystrons. Because the amplifier and transmitting antenna are located on the ground, size and weight are not prime considera-
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Table 1.5 Different Cell Characteristics Antenna Height/ Location



Path Loss Exponent



Signal Characteristics



rms Delay Spread



> 30m, top of tall building



2–5



Rayleigh fading and lognormal shadowing



W where X ( f ) is the spectrum of x (t ). For more details see Appendix A. In Figure 3.1, the transmitter simply becomes an amplifier with power gain G T , so S T = G T x 2, and the receiver filter is a nearly ideal low pass filter (LPF) with bandwidth W, so B N ≈ W. We observe that at the output of the receiver, we can measure the signal to noise power ratio, which is used as a quality measure, as we shall see later. A similar ratio, which denotes the signal to interference power ratio, plays a major role in the analysis of the interference behavior of wireless systems. It can be shown [7] that (S /N )D can be expressed in terms of some very basic system parameters, namely, the signal power and noise density at the receiver input and the message bandwidth. We define:



Figure 3.1 Analog transmission system.
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(3.1)



where ␥ is equal to (S /N )D for analog baseband transmission. In (3.1) it is presupposed to have distortionless transmission conditions. With noise and a nearly ideal filter, it is more accurate to notice that:



冉冊 S N



≤␥



(3.2)



D



It is easy to see that ␥ presents an upper bound for analog baseband performance that may or may not be achieved in an actual system. Table 3.1 lists representative values of (S /N )D for selected analog signals along with the frequency range. This ratio, which many times is simply denoted by SNR, plays the role of a fundamental quality measure as far as the performance of wireless systems in an interference environment. This metric is used for digital transmission as well, and it is related to bit error rate (BER), as we shall see in the chapters that follow. Analog transmission is characterized by the following: 1. Signal processing. Processing is performed on the baseband signal before modulation and after demodulation in order to improve the quality of the link. 2. The number of communication channels supported by the carrier. In the case of a single communication channel, one refers to single channel per carrier (SCPC) transmission. Several communication channels combined by frequency division multiplexing (FDM) is referred to as FDM transmission. Table 3.1 Typical Transmission Requirements for Selected Analog Signals Signal Type



Frequency Range



S /N Ratio (dB)



Barely intelligible voice Telephone-quality voice AM broadcast-quality audio High-fidelity audio Television video



500 Hz–2 KHz 200 Hz–32 KHz 100 Hz–5 KHz 20 Hz–20 KHz 60 Hz–4.2 MHz



5–10 25–35 40–50 55–65 45–55
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3. The type of modulation used. The most widely used is FM. For this type of modulation, the carrier amplitude is not affected by the modulating signal; thus, it is robust with respect to the nonlinearities of the channel. In Chapter 5 and onward, this conclusion is very important when we will deal with intermodulation effects. On the other hand, for a given quality of link, it offers the useful possibility of a trade-off between the SNR and the bandwidth occupied by the carrier. The station-to-station link is generally identified by the multiplexing/modulation combination, as will be the subject of Chapter 6.



3.3 Analog Modulation Methods In communication systems, for an information-bearing signal to be easily accommodated and transmitted through a communication channel a modulation process must be utilized. The modulation is commonly the process where the message information is ‘‘added’’ to a radio carrier. The choice of modulation techniques is influenced by the characteristics of the message signal, the characteristics of the channel, the performance desired from the overall communication system, the use to be made of the transmitted data, and economic factors. The two basic types of analog modulation are: 1. Continues wave; 2. Pulse modulation. In continuous wave modulation, any combination of amplitude, phase, and frequency of a high-frequency carrier is varied proportionally to the message signal such that a one-to-one correspondence exists between the varying parameter(s) and the message signal. The carrier is usually assumed to be sinusoidal, but this is not a necessary restriction. Many times, however, results obtained using a sinusoidal carrier are used as a basis for extrapolation. For a sinusoidal carrier, a general modulated carrier can be represented mathematically as: x c (t ) = A (t ) cos [ c t +  (t )] where



(3.3)
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 c = 2 f c and f c = the carrier frequency; A (t ) = instantaneous amplitude;



 = instantaneous phase deviation. In analog pulse modulation, the message waveform is sampled at discrete time intervals and the amplitude, width, or position of a pulse is varied in one-to-one correspondence with the values of the samples. The present chapter deals with the transmission of an analog signal by impressing it on either the amplitude, the phase, or the frequency of a sinusoidal carrier or in pulse modulation. 3.3.1 Amplitude Modulation In amplitude modulation (AM), the message signal is impressed on the amplitude of the carrier signal. The unique feature of AM is that the envelope of the modulated carrier has the same shape as the message waveform. This is achieved by adding the translated message appropriately proportioned to the unmodulated carrier. Hence, the modulated signal can be written as: x c (t ) = A c cos  c t + mx (t ) A c cos  c t



(3.4)



= A c [1 + mx (t )] cos  c t where A c cos  c t is the unmodulated carrier; fc =



c , carrier frequency; 2



m is a constant called modulation index. This is a very important parameter for interference analysis, as we shall see later. Because A c is the unmodulated carrier amplitude, it can be considered as a linear function of the message. It will be: A c (t ) = A c [1 + mx (t )]



(3.5)



Equation (3.5) underscores the meaning of amplitude modulation. Figure 3.2 shows the spectrum of the AM modulated signal. More details about the special characteristics of AM transmission are given in [7–10].
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Figure 3.2 An AM spectrum.



3.3.2 Angle Modulation



TE



To generate angle modulation, the amplitude of the modulated carrier is held constant, and either the phase or the time derivative of the phase of the carrier frequency is varied linearly with message signal, m (t ). Thus, the general angle modulated signal is given by: x c (t ) = A c cos ( c t +  (t ))



(3.6)



The instantaneous phase of x c (t ) is defined as:



 i (t ) =  c t +  i (t )



(3.7)



and the instantaneous frequency is defined as:



 i (t ) =



d i d i = c + dt dt



(3.8)



The functions  (t ) and d /dt are the phase deviation and frequency deviation, respectively, as from (3.7)  (t ) =  i (t ) −  c (t ) and from (3.8) d =  i (t ) −  c dt



(3.9)



The two basic types of angle modulation are phase modulation (PM) and FM. PM implies that the phase deviation of the carrier is proportional to the message signal. Thus, for PM, it is:



 (t ) = k p m (t )
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where k p is the deviation constant in radians per unit of m (t ). FM implies that the frequency deviation of the carrier is proportional to the modulating signal. This yields: d = k f m (t ) dt



(3.11)



The phase deviation of an FM carrier is given by integrating (3.11), which yields: t



 (t ) = k f



冕



m (a ) da +  0



(3.12)



t0



where



 0 is the phase deviation at t = t 0 ; k f is the frequency deviation constant in radians per second per unit of m (t ). A deep understanding of the concepts presented thus far is essential for the comprehension of the more advanced material in the later chapters, especially in Chapter 5 and onward. Because it is often convenient to measure frequency deviation in hertz, we define: k f = 2 f d



(3.13)



where f d = frequency deviation constant of the modulator in hertz per unit of m (t ). With these definitions, the phase modulator output is: x c (t ) = A c cos ( c t + k p m (t )) and the FM output is:



(3.14)
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x c (t ) = A c cos  c t + 2 f d



t



冕



m (a ) da



冊



(3.15)



The lower limit of the integral is typically not specified because to do so would require the inclusion of an initial condition. Figure 3.3 illustrates the behavior of FM signals. For the case of this f A . Other figure, m (t ) = A sin  m t , ␤ is the modulation index ␤ = d fm modulation techniques [7–9] that belong to the same category are pulse modulation, pulse amplitude modulation, pulse width modulation, and pulse position modulation. Details about the basic characteristics of FM modulated signal are given in [7–11].
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3.4 Noise and Interference in Analog Transmission Although a clean, virtually noise-free wave may be transmitted, the signal received at the demodulator is always accompanied by noise, including that



Figure 3.3 Amplitude spectrum of an FM signal as ␤ increases by decreasing f m . (After: [8].)
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generated in preceding stages of the receiver itself. Furthermore, there may be interfering signals in the desired band that are not rejected by a bandpass filter H R ( f ). Both noise and interference give rise to undesired components at the detector output. When interference or noise is included, we will write the contaminated signal u (t ) in envelope-and-phase or in quadrature-carrier form, given by: u (t ) = A (t ) cos [ c t +  (t )] = u i (t ) cos  c t − u q (t ) sin  c t (3.16) Equation (3.16) facilitates analysis of the demodulated signal y (t ). Specifically, the following idealized mathematical models represent the demodulation operation—idealized in the sense of perfect synchronization and perfect amplitude limiting:



y (t ) =



冦



u i (t )



Synchronous detector



(3.17a)



A (t ) − A



Envelope detector



(3.17b)



 (t ) 1 d (t ) 2 dt



Phase detector



(3.17c)



Frequency detector



(3.17d)



The term A = 〈A (t ) 〉 = E [A ] reflects the DC block (mean value) normally found in an envelope detector. However, y (t ) does not necessarily equate with the final output signal y D (t ). Therefore, assuming the lowpass filter merely removes any out-ofband frequency components, the output signal y D (t ) is given by: W



y D (t ) =



冕



Y ( f ) e j t df



(3.18)



−W



3.4.1 Interference The subject of interference will be analyzed thoroughly in Chapter 5 and onward. It was thought that introducing the concept here along with modulations and demodulations processes will make it easier to comprehend the interference-mitigating techniques that will be discussed later. We begin by considering a very simple case, an unmodulated carrier with an interfering cosine wave (Figure 3.4).
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Figure 3.4 Line spectrum for interfering sinusoids.



Let the interference signal have amplitude A I and frequency f c + f I . The total signal entering the demodulator is the sum of two sinusoids, given by: u (t ) = A c cos  c t + A I cos ( c +  I ) t



(3.19)



Following the phasor construction (Figure 3.5), there is: A (t ) =



√(A c + A I cos  I t )



2



 (t ) = arctan



+ (A I sin  I t )2



A I sin  I t A c + A I cos  I t



(3.20a) (3.20b)



For arbitrary values of A c and A I , these expressions cannot be further simplified. However, if the interference is small compared to the carrier, the phasor diagram shows that the resultant envelope is essentially the sum of the inphase components, while the quadrature component determines the phase angle. That is, if A I A c , the analysis is performed by taking the interference as the reference and decomposing the carrier phasor, which gives: u (t ) = A I (1 + m I−1 cos  I t ) cos [( c +  I ) t − m I−1 sin  1 t ]



(3.23)



From (3.21a) and (3.21b), we can see that the interfering wave performs an AM modulation and phase modulation of a carrier just like a modulating tone of frequency f I with modulation index m I . On the other hand, with strong interference, we can consider the carrier to be modulating the interfering wave. In either case, the apparent modulation frequency is the difference frequency f I . 3.4.1.1 Interference in AM



Suppose there is small amplitude interference in an AM system with envelope detection. Using (3.21), this section, plus (3.17) and (3.18), the output signal becomes: y D (t ) =



再



A I cos  I t 0



| fI | < W | fI | > W



(3.24)



because A = A c . Similarly, for synchronous detection we have: y D (t ) = A c + A I cos  I t



| fI | < W



(3.25)
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Because u (t ) = A c + A I cos  I t , (Figure 3.4), the DC component in (3.25) may or may not be blocked. In either case, any interference in the band f c ± W produces a detected signal whose amplitude depends only on A I , the interference amplitude, providing A I > 1. Not surprisingly, the leading term of (3.38) is the message modulation, but the second term contains both message and noise and is another source of difficulty. Meanwhile, applying (3.17c) and (3.17d) to  u (t ) yields the demodulated signal. The analysis so far, even though elementary, will be of great value for the reader later on in Chapters 4 to 6. In order for the material in these chapters to be fully understood, the concepts of Sections 3.1 to 3.5 must be thoroughly comprehended.



3.5 Comparison of Modulation Systems Based on Noise It is important that these modulation techniques are compared so that the logical choices can be made between the many available systems. This is not



Figure 3.9 Phasor diagram for FM or PM.
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possible to be accomplished with any rigor, as the systems have been studied in a highly idealized environment. In a practical environment, the transmitted signal is subjected to many undesirable distortions by being correlated by noise and interference prior to demodulation. One of the most important distortions is noise, which is inadvertently added to the signal at several points in the system. The noise performance of modulation systems is often specified by comparing the SNR at the input and output of the demodulator. This is shown in Figure 3.10. The noise performance of modulation systems is often specified by defining a very powerful quality metric, the SNR at the output of the detector, and using it for comparison. This is accomplished by using as a reference the same ratio as the input after the predetection filters (RF, IF). In Figure 3.10, we have assumed that the signal at the output of the detector is given by y 0 (t ) y 0 (t ) = m (t ) + n (t ) where m (t ) = the message at the output of the demodulator corrupted by the noise n (t ). For completeness, the reader is referred to [9], which gives more details as far as the comparison of continuous wave analog systems are concerned. Comparison of modulated signals based on interference and the ways we mitigate the effects are studied in Chapters 5 and 6. In the next few sections in this chapter, we shall study other modulation techniques that utilize digital signals, as the modern world in wireless communication is becoming entirely digital.



Figure 3.10 Receiver block diagram.
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3.6 Digital Transmission Digital transmission relates to the link for which the user’s terminal produces digital signals. In other words, the information signal is in digital form. It is also possible to transmit signals of analog origin (e.g., telephone or sound broadcasting) in digital form by sampling. Figure 3.11 shows the elements of a digital system. It is often advantageous to transmit messages as digital data. This approach allows greater flexibility in protecting the data from noise and other nonideal effects of the channel through the use of error-control (or channel) coding. This often allows greater efficiency in terms of usage of channel bandwidth through the use of data compression (or source coding). Some types of message sources, such as computer data or text, are inherently digital in nature. However, continuous information sources, such as speech and images, can be converted into digital data for transmission. This process involves analog-to-digital (A/D) conversion—that is, time sampling to convert the continuous-time message signal to a discrete-time message and amplitude quantization to map the continuous amplitudes of the message signal into a finite set of values. To preserve the fidelity of the source, it is necessary that the sampling rate be sufficiently high to prevent loss of information and that the quantization be sufficiently fine to prevent undue distortion. A minimum sampling rate to capture the message in discrete time is twice the bandwidth of the message. A rate known as the Nyquist rate is shown in Appendix A. Once the message is in digital form it can be converted to a sequence of binary words for transmission by encoding its discrete amplitude values. Modulation schemes that transmit analog messages in this way are known as pulse code modulation (PCM) schemes. A number of forms of modulation can be used to transmit data through a communication channel. The most basic of these transmit a single binary digit (1 or 0) in each of a sequence of symbol intervals of duration T, where T is the reciprocal of the data rate (expressed in bits per second). To use such a scheme, the data sequence of binary words can be converted to a sequence of bits via parallel-to-serial conversion. Most binary transmission schemes can be described in terms of two waveforms, x (0)(t ) and x (1)(t ), where the transmitted waveform x (t ) equals x (0)(t ) in a given symbol interval if the corresponding data bit is a 0, and x (t ) equals x (1)(t ) if the corresponding data bit is a 1. As with analog modulation, the basic manner in which most binary modulation procedures couple the data sequence to the channel is to impress it onto a sinusoidal carrier. Thus, we can have digital modulation schemes
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Figure 3.11 The elements of a digital transmission system.



103



104



Interference Analysis and Reduction for Wireless Systems



based on amplitude, phase or frequency modulation, and the waveforms x (0)(t ) and x (1)(t ) are chosen accordingly to modify a basic carrier waveform A c sin (2 f c t +  c ), where A c , f c , and  c are, respectively, the amplitude, frequency, and phase of the carrier. Several fundamental techniques of this type are described in the following paragraphs. This is the reason why we presented analog modulation techniques in Sections 3.2 to 3.5. Given the received S /N 0 , we can write the received bit-energy to noisepower spectral density E b /N 0 , for any desired data rate R , as follows:



冉冊



S 1 E b ST b = = N0 N0 N0 R



(3.39)



Equation (3.39) follows from the basic definitions that received bit energy is equal to received average signal power times the bit duration and that bit rate is the reciprocal of bit duration. Received E b /N 0 is a key parameter in determining the performance of a digital communication system. Its value indicates the portion of the received waveform energy among the bits that the waveform represents. At first glance, one might think that a system specification should entail the symbol-energy to noise-power spectral density E b /N 0 associated with the arriving waveforms. We will show, however, that for a given S /N 0 , the value of E b /N 0 is a function of the modulation and coding. The reason for defining systems in terms of E b /N 0 stems from the fact that E b /N 0 depends only on S /N 0 and R and is unaffected by any system design choices, such as modulation and coding. More details about digital modulation or modulation of digital signals are given in [11–13]. In the sections that follow, we shall present the spectra characteristics of the most typical digital modulation techniques that we encounter in wireless communications, because they play a major and direct role in the analysis of the behavior of such systems in an interference environment. If the reader is not familiar with the basic material, he is encouraged to review details in reference [11–13].



3.7 Digital Modulation Techniques Typical characteristics of an average digital modulation system are the carrier attribute (e.g., amplitude, phase, frequency) that is being modulated, the number of levels assigned to the modulated attribute, and the degree to which the receiver extracts information about the unknown carrier phase in performing the data deflection function (coherent, partially coherent,
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differentially coherent, noncoherent). In many important applications in wireless transmission, only a single carrier attribute is modulated even though more than one attribute can be modulated for additional degrees of freedom in satisfying the power and bandwidth requirements of the system, as shown in Figure 3.12. The principles of a modulator shown in Figure 3.12 consist of an encoder and a radio frequency signal (carrier) generator [3–6, 14, 15]. The symbol generator generates symbols with M states, where M = 2m, from m consecutive bits of the binary input stream. The encoder establishes a correspondence between the M states of these symbols and M possible states of the transmitted carrier. Two types of coding are used, as explained in the previous chapter. 1. Direct encoding, where one state of the symbol defines one state of the carrier; 2. Encoding of transitions (differential encoding), where one state of the symbol defines a transition between two consecutive states of the carrier. For a bit rate R b (bps) at the modulator input, the signaling rate R S at the modulator output that indicates the number of changes of state of the carrier per second, is given by: RS =



Rb Rb = m log 2 M



(3.40)



In digital communication systems, discrete modulation techniques are usually used to modulate the source information signal. Discrete modulation includes: • PCM; • Differential modulation (DM);



Figure 3.12 The principle of a modulator for digital transmission.
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• Differential pulse-code modulation (DPCM); • FSK; • PSK; • DPSK; • M-ary phase-shift keying (MPSK); • Quadrature amplitude modulation (QAM).



Several factors influence the choice of a particular digital modulation scheme. A desirable modulation scheme provides low BER at low received signal-to-noise ratios, performs well in multipath conditions, occupies a minimum bandwidth, and is easy and cost effective to implement. None of the existing modulation schemes can simultaneously satisfy all these requirements. Some modulation schemes are better in terms of the BER performance, while others are better in terms of bandwidth efficiency. Depending on the demands of the particular application, trade-offs are made when selecting a digital modulation. The performance of a modulation scheme is often measured in terms of its power efficiency and bandwidth efficiency. • Power efficiency describes the ability of a modulation technique to



preserve the fidelity of the digital message at low power levels. In a digital communication system, in order to increase the noise immunity, it is necessary to increase the signal power. However, the amount by which the signal power should be increased to obtain a certain level of fidelity depends on the particular type of modulation employed. The power efficiency, sometimes called energy efficiency of a digital modulation scheme, is a measure of how favorably the trade-off between fidelity and signal power is made. It is often expressed as the ratio of the signal energy per bit to noise power spectral density (E b /N 0 ) required at the receiver input for a certain probability of error. The power efficiency typical for some cases is (10−5 ). • Bandwidth efficiency describes the ability of a modulation scheme to accommodate data within a limited bandwidth. In general, increasing the data rate implies decreasing the pulse width of a digital symbol, which increases the RF bandwidth of the signal. Thus, there is an unavoidable trade-off between data rate and RF bandwidth occupancy. Some modulation schemes perform better than the others in making this trade-off. Bandwidth efficiency is expressed as:
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(3.41)



The system capacity of a digital mobile communication system is directly related to the bandwidth efficiency of the modulation scheme used. This is because a modulation with a greater value of  B will transmit more data in a given spectral allocation. The more bandwidth efficient the modulation scheme used, the greater will be the capacity of the system [3]. The same criteria were used to compare various detection mechanisms in the previous chapter. 3.7.1 Linear Modulation Techniques With linear modulation techniques, the amplitude of the transmitted signal x (t ), varies linearly with the modulating digital signal m (t ). Linear modulation techniques are bandwidth efficient and hence are very attractive for use in wireless communication systems, where there is an increasing demand to accommodate more and more users within a limited spectrum. The bandpass complex transmitted modulated signal can take the form: s (t ) = S (t ) e j (2 f c t +  i )



(3.42)



where S (t ) is the baseband equivalent signal and takes the following form: S (t ) = A c ␣ (t ) S (t ) = A c e j (t )



(3.43)



S (t ) = A c e jf (t )t For amplitude, phase, and frequency modulation, when more than one attribute of the carrier is modulated (e.g., amplitude and phase), the transmitted signal would have the form: s (t ) = A c a (t ) e j (2 f c t +  c +  (t )) When perfect knowledge of phase and frequency of the phase and frequency of the carrier is possible, the receiver generates a signal used for demodulation given by:
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c t (t ) = e j (2 f c t +  c )



(3.44)



A generic form of such a detector is shown in Figure 3.13. The total received signal as shown here is given by: r (t ) = ␣ ch s (t ) + n (t )



(3.45)



where



␣ ch is a random variable dependent on the particular channel used (fading characteristics); n (t ) is the bandpass form of the Gaussian noise process. The output of the demodulation process x (t ) is given by x (t ) = r (t ) c r* (t ) = S (t ) + n (t ) c r* (t )



(3.46)



where * is the complex conjugate operation and c r (t ) = e j (2 f c t +  c )



(3.47)



The optimum receiver then performs matched filtering operation on x (t ) during each successive transmitted interval and proceeds to make a decision based on the largest of the resulting M outputs. Depending on the particular form of modulation corresponding to the three simple cases presented here, we obtain:



Figure 3.13 Ideal coherent detector over additive white Gaussian noise. (After: [16].  2000 John Wiley & Sons, Inc.)
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x (t ) = A c a (t ) + n (t ) c r* x (t ) = A c e j (t ) + n (t ) c r*



(3.48)



x (t ) = A c e j (2 f (t )t ) + n (t ) c r* 3.7.1.1 On-Off Keying



The on-off keying (OOK) is the simplest type of binary modulation. It transmits the signal (1)



x OOK (t ) = A c sin (2 f c t +  c )



(3.49)



in a given symbol interval if the corresponding data bit is a 1, and it transmits nothing—that is, (0)



x OOK (t ) = 0



(3.50)



if the corresponding data bit is a 0. An OOK waveform is illustrated in Figure 3.14. OOK is a form of amplitude-shift keying (ASK) because it ‘‘keys’’ (i.e., modulates) the carrier by shifting its amplitude by an amount depending on the polarity of the data bit. ASK waveforms other than the on-off version described here can also be used. OOK can be demodulated either coherently (i.e., with knowledge of the carrier phase), as shown in Figure 3.15(a), or noncoherently (i.e., without knowledge of the carrier phase), as shown in Figure 3.15(b). In either case, the output of the detector (coherent or noncoherent) is sampled at the end of each symbol interval and compared with a threshold. If this output exceeds the threshold for a given sampling time, then the corresponding data symbol is detected as a 1; otherwise, this symbol is detected as a 0. (In a coherent detector, the integrator is quenched —that is, reset to 0, as it is sampled.)



Figure 3.14 Digital OOK modulation waveform for transmitting the bit sequence 101101 (T = 200).
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Figure 3.15 Demodulation of OOK: (a) coherent demodulator (BPSK) and (b) noncoherent demodulator.
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Errors occur in these systems because the noise in the channel can move the output of the detector to the incorrect side of the threshold. The proper mechanism for choosing the threshold to minimize this effect, and the corresponding rate of bit errors, are shown graphically next [6, 14, 15, 17–20]. The power spectral density (PSD) of this complex envelope is proportional to that for the unipolar signal. We find that this PSD is given by: P OOK ( f ) =



A 2c 2



冋



␦ ( f ) + Tb



冉



sin  f T b  f Tb



冊册 2



(3.51)



where ␦ ( f ) is the Fourier transform of a delta function. For positive frequencies, it is seen that the null-to-null bandwidth is 2R . That is, the transmission bandwidth of the OOK signal is B T = 2B where B is the baseband bandwidth because OOK is AM-type signaling. 3.7.1.2 Multiple Amplitude Shift Keying



In the multiple amplitude shift keying (M-ASK) case, the amplitude of the modulated signal takes the form [16]: s (t ) = A c ␣ n e j (2 f c t +  c )



(3.52a)



where ␣ n is the information (data) amplitude in the n th symbol interval nTs ≤ t ≤ (n + 1)Ts ranging over the set of M possible values ␣ i = 2i − 1 − M where i = 1, 2, . . . , M .
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Because we usually use each symbol to modulate a rectangular pulse shape during the n th symbol interval, the transmitted signal is given by s (t ) = A c ␣ n e j (2 f c t +  c )



(3.52b)



and the baseband signal is given by: S (t ) = A c ␣ n



(3.53)



At the receiver the signal is given by: s (t ) = A c ␣ n e j (2 f c t +  c ) + n (t )



(3.54)



Multiplying (3.54) by c r * (t ) = e −j (2 f c t +  c ) we obtain x (t ) = A c ␣ n + N (t ) where N (t ) = n (t ) c r*(t ) Passing x (t ) through M matched filters (integrate and dump) results in the M outputs: y nk = ␣ k ␣ n A c Ts + ␣ k N n



(3.55)



where: k = 1, 2, . . . , M and (n + 1)Ts



Nn =



冕



N (t ) dt



nTs



Decision about which of the data ␣ n were received is made by examining and finding the maximum of Re { y nk }, as shown in Figure 3.16(a, b) [16]. A similar procedure leads to coherent detectors for QAM, where the transmitted waveform during the n th symbol interval is given by: s (t ) = A c (␣ In + j␣ Qn ) e j (2 f c t +  c )
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Figure 3.16 (a) Maximum likelihood of coherent detector of multiple amplitude modulation. (b) Threshold coherent detector of multiple amplitude modulation. (Source: [16].  2000 John Wiley & Sons, Inc.)



and the decision about the data ␣ n can be made either by a maximum likelihood operation or a threshold decision operation [16] as shown in Figure 3.17(a, b), respectively. 3.7.1.3 PSK



As its name suggests, PSK uses the phase of the carrier to encode the binary data to be transmitted. The basic forms of PSK are described in the following sections [3, 17–19, 21, 22].



Transmission Systems in an Interference Environment



113



Figure 3.17 (a) Maximum likelihood coherent detector of QAM. (b) Threshold detector of QAM (Source: [16].  2000 John Wiley & Sons, Inc.)



Binary PSK



In binary phase shift keying (BPSK), the phase of a constant amplitude carrier signal is switched between two values according to the two possible signals, corresponding to binary 1 and 0, respectively. Usually, the two phases are separated by 180°, and if the sinusoidal carrier has an amplitude A c and
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1 2 A T , then the transmitted BPSK signal can be one 2 c b of the following waveforms: energy per bit E b =



(1)



x BPSK (t ) = A c sin (2 f c t +  c )



0 ≤ t ≤ Tb



(3.56)



(0)



x BPSK (t ) = A c sin (2 f c t +  c +  ) = −A c sin (2 f c t +  c )



(3.57)



for 0 ≤ t ≤ T b A BSPK waveform is illustrated in Figure 3.18. This type of modulation uses antipodal signalling (i.e., x (0)(t ) (1) = −x (t )). Note that BPSK is also a form of ASK, in which the two amplitudes are ±1. Because the information in BPSK is contained in the carrier phase, it is necessary to use coherent detection in order to have an accurately demodulated BPSK. The block diagram of a BPSK receiver along with the carrier recovery circuits is shown in Figure 3.19. The PSD of the complex envelope of the signal can be shown to be: P ( f ) = 2E b



冉



sin  f T b  f Tb



冊



2



(3.58)



Hence the PSD of a BPSK signal is given by: P BPSK =



Eb 2



冋冉



sin  ( f − f c )T b  ( f − f c )T b



冊 冉 2



+



sin  (− f − f c )T b  (− f − f c )T b



冊册 2



(3.59) For more details the reader is referred to [23].



Figure 3.18 Digital BPSK modulation waveform for transmitting the bit sequence 101101 (T = 200).
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Figure 3.19 Block diagram of a BPSK receiver with carrier recovery circuits. (After: [23].)



DPSK



The necessity of knowing the carrier for demodulation of BPSK is a disadvantage that can be overcome by the use of DPSK. In a given bit interval (say the k th one), DPSK uses the following waveforms: (1)



x DPSK (t ) = A c sin (2 f c t +  k − 1 ) (0)



x DPSK (t ) = A c sin (2 f c t +  k − 1 +  )



(3.60) (3.61)



where  k − 1 denotes the phase transmitted in the preceding bit interval (i.e., the (k − 1)th bit interval). Thus, the information is encoded in the difference between the phases in succeeding bit intervals rather than in the absolute phase, as illustrated in Figure 3.20 (DPSK requires an initial reference bit, which is taken to be 1 in the illustration). This step allows for noncoherent demodulation of DPSK, as shown in Figure 3.21. Note that the demodulator in Figure 3.21(a) does not require knowledge of the carrier phase or frequency, whereas that in Figure 3.21(b) requires knowledge of the carrier frequency but not its phase. The block marked ‘‘decision logic’’ in Figure 3.21(b) makes each bit decision based on two successive pairs of outputs of the two channels that provide its inputs. In particular, the k th bit is demodulated as a 1 if p k p k − 1 + q k q k − 1 > 0 and as a 0 otherwise, where p k and p k − 1 are the outputs of the upper channel (known as in-phase channel) at the end of the k th and (k − 1)th bit intervals,
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Figure 3.20 Digital DPSK modulation waveform for transmitting the bit sequence 101101 (T = 200).



Figure 3.21 Demodulation of DPSK: (a) suboptimum demodulator for DPSK, and (b) coherent optimum demodulator for DPSK. (After: [23].)



respectively, and where q k and q k − 1 are the corresponding outputs of the lower channel (the quadrature channel). The second of these demodulators is actually the optimum for demodulating DPSK and, as such, exhibits performance advantages over the first. This performance comes in exchange for the obvious disadvantage of requiring carrier-frequency reference signals at the receiver. Quadrature PSK



The bandwidth efficiency of BPSK can be improved by taking advantage of the fact that there is another pair of antipodal signals, namely [14, 22–24] x (0) (t ) = A c cos (2 f c t +  c )



(3.62)
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x (1) (t ) = A c cos (2 f c t +  c +  )



117



(3.63)



Those have the same frequency as the two signals used in BPSK (i.e.,



(1) (0) x BPSK (t ) and x BPSK (t ) of (3.56) and (3.57)), while being completely orthogo-



nal to those signals. By using all four of these signals, two bits can be sent in each symbol interval, thereby doubling the transmitted bit rate. Such a signaling scheme is known as quadrature PSK (QPSK) because it involves the simultaneous transmission of two BPSKs in quadrature (i.e., 90 degrees out of phase). Although the performance in terms of bit error of rate of QPSK is the same as that for BPSK, QPSK has the advantage of requiring half the bandwidth needed by BPSK to transmit at the same bit rate. This situation is directly analogous to that involving DSB and SSB analog modulation, the latter of which uses two quadrature signals to transmit the same information as the former does, while using only half the bandwidth [24]. The block diagram of a typical QPSK transmitter is shown in Figure 3.22: The input unipolar binary stream at a bit rate of R b is first converted into a bipolar nonreturn-to-zero (NRZ) sequence using a unipolar-to-bipolar converter. The bit stream m (t ) is then split into two bit streams m I (t ) and m Q (t ) (in-phase and quadrature streams), each having a bit rate of R S = R b /2, the symbol rate, and consisting of odd and even bits, respectively, by means of a serial-to-parallel converter. The two binary sequences are separately modulated by two carriers  1 (t ) and  2 (t ), which are in quadrature. The filter at the output of the modulator confines the power spectrum of the QPSK signal within the allocated band. This prevents spillover of signal energy into adjacent channels and also removes out-of-band spurious signals generated during the modulation process.



Figure 3.22 Block diagram of a QPSK transmitter. (After: [23].)
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The block diagram of a coherent QPSK receiver is shown in Figure 3.23 [23]: The front-end bandpass filter removes the out-of-band noise and adjacent channel interference. The filtered output is split into two parts, and each part is coherently demodulated using the in-phase and quadrature carriers. The coherent carriers used for demodulation are recovered from the received signal using carrier recovery circuits of the type described in Figure 3.19. The outputs of the demodulators are passed through decision circuits, which generate the in-phase and quadrature binary streams. The two components are then multiplexed to reproduce the original binary sequence with a minimum of error. The PSD of a QPSK signal can be obtained in a manner similar to that used for BPSK, with the bit periods Tb replaced by symbol periods TS . Hence, the power spectral density of a QPSK signal using rectangular pulses can be expressed as [24]: P QPSK = E b



冋冉



sin 2 ( f − f c TS ) 2 ( f − f c TS )



冊 冉 2



sin 2 (− f − f c TS ) + 2 (− f − f c TS )



冊册 2



(3.64) More details are given in [23] regarding the power spectral density of a QPSK signal from (3.64). Offset QPSK



The amplitude of a QPSK signal is ideally constant. However, when QPSK signals are pulse shaped, they lose the constant envelope property. The occasional phase shift of  radians can cause the signal envelope to go to zero for just an instant. Any kind of nonlinear amplification can cause sidelobe



Figure 3.23 Block diagram of a QPSK receiver.
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regeneration. A modified form of QPSK, called offset QPSK (OQPSK) or staggered, is less susceptible to these effects [24]. This is achieved by staggering the relative alignments of even and odd bit streams by one bit period. This way at any given time only one of the two bit streams can change values. This implies that the maximum phase shift of the transmitted signal at any given time is limited to ± 90°. Thus by switching phases more frequently, OQPSK eliminates the 180° phase transitions.  /4 QPSK



A compromise between QPSK and OQPSK is the  /4 QPSK with maximum phase change limited to 135°. A bit advantage of this modulation is that it can be demodulated noncoherently and performs better in multipath spread and fading. 3.7.2 Nonlinear Modulation Techniques Many mobile communication systems use nonlinear modulation methods as opposed to the linear modulation techniques. In this case, amplitude of the carrier is constant, regardless of the variation in the modulating signal. The constant envelope families of modulations have the advantage of satisfying a number of conditions: 1. Power amplifications can be used without introducing degradation in the spectrum performance of the transmitted signal. 2. Low out-of-band radiation on the order of −60 to −70 dB can be achieved. 3. Limiter-discriminator detection can be adopted, which simplifies receiver design and provides high immunity against random FM noise and level fluctuations due to Rayleigh fading [24]. 3.7.2.1 FSK



FSK transmits binary data by sending one of two distinct frequencies f c + f ⌬ and f c − f ⌬ in each bit interval, depending on the polarity of the bit to be transmitted. This scheme can be described in terms of the two signaling waveforms: (1)



x FSK = A c sin (2 ( f c + f ⌬ ) t +  c ) (0)



x FSK = A c sin (2 ( f c − f ⌬ ) t +  c )



(3.65) (3.66)



where f ⌬ is a constant. An FSK waveform is illustrated in Figure 3.24.
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Figure 3.24 Digital FSK modulation waveform for transmitting the bit sequence 101101 (T = 200).



FSK can be demodulated either coherently or noncoherently, as shown in Figure 3.25. In these demodulators, the block marked ‘‘comparison’’ chooses the bit decision as a 1 if the upper-channel output is larger than the lower-channel output, and as a 0 otherwise. Note that when noncoherent demodulation is to be used (as is very commonly the case), it is not necessary for the carrier phase to be maintained from bit interval to bit interval. This
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simplifies the design of the modulator and makes noncoherent FSK one of the simplest types of digital modulation. It should be noted, however, that FSK generally requires greater bandwidth than do the other forms of digital modulation. The exact PSD for continuous-phase FSK signals is difficult to evaluate for the case of random data modulation. However, it can be done with the use of some elegant statistical techniques. The resulting power spectral density for the complex envelope of the FSK signal is given by the following expression: A 2c T b × P( f ) = 2



(3.67)



再 A 21 ( f ) [1 + B 11 ( f )] + A 22 ( f ) [1 + B 22 ( f )] + 2B 12 ( f ) A 1 ( f ) A 2 ( f )冎



where An ( f ) =



sin [ T b ( f − ⌬F (2n − 3))]  T b ( f − ⌬F (2n − 3))



(3.68)



cos [2 f T b − 2 ⌬FT b (n + m − 3)] B nm ( f ) =



− cos (2 ⌬FT b ) cos [2 ⌬FT b (n + m − 3)] 1 + cos2 (2 ⌬FT b ) − 2 cos (2 ⌬FT b ) cos (2 f T b )



(3.69)



where ⌬F is the peak frequency deviation, R = 1/Tb is the BER, the modulation index is h = 2⌬F /R , and n = 1, 2 and m = 1, 2. 3.7.2.2 MSK



MSK is a special type of continuous phase frequency shift keying (CPFSK) wherein the peak frequency deviation is equal to half the bit rate. In other words, MSK is continuous phase FSK with a modulation index of 0.5. The modulation index of an FSK signal is similar to the FM modulation index and is defined as: k PSK = where



2⌬F Rb



(3.70)
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2⌬F = the peak-to-peak frequency shift; R b = bit rate. A modulation index of 0.5 corresponds to the minimum frequency spacing that allows two FSK signals to be coherently orthogonal. The name minimum shift keying implies the minimum frequency separation that allows orthogonal detection. The block diagram of an MSK modulator is shown in Figure 3.26. Multiplying a carrier signal with cos ( t /2T ) produces two phase coherent signals at f c + 1/4T and f c − 1/4T. These two signals are separated using two narrow bandpass filters and appropriately combined to form the in-phase and quadrature carrier components x (t ) and y(t ), respectively. These carriers are multiplied with the odd and even bit streams m I (t ) and m Q (t ) to produce the MSK modulated signal. The received signal s MSK (t ) in the absence of noise and interference is multiplied by the respective in-phase and quadrature carriers x (t ) and y (t ). The output of the multipliers are integrated over two bit periods and dumped to a decision circuit at the end of each two bit periods. Based on the level of the signal at the output of the intergrator, the threshold detector decides whether the signal is a 0 or a 1. The output data streams to m I (t ) and m Q (t ), which can be offset combined to obtain the demodulated signal. The block diagram of an MSK receiver is shown in Figure 3.27. The normalized PSD for MSK is given by [23]:



Figure 3.26 Equivalent real forms of precoded MSK transmitters. (After: [23].)
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Figure 3.27 Block diagram of an MSK receiver. (After: [23].)
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(3.71) The PSD of an MSK signal is shown.



3.7.3 Spread Spectrum Systems Spread spectrum systems transmit the information signal after spectrum spreading to a bandwidth N times larger, where N is called processing gain. It is given by



N=



Bs B



where B s is the bandwidth of the spread spectrum signal and B is the bandwidth of the original information signal. As we shall see in Section 3.9.3, in conjunction with CDMA, this unique technique of spreading the information spectrum is the key to improving its detection in an interference environment. It also allows narrowband signals exhibiting a significantly higher spectral density to share the same frequency band. There are basically two main types of spread spectrum systems:
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1. Direct sequence (DS); 2. Frequency hopping (FH). 3.7.3.1 FH Spread Spectrum



In FH spread spectrum, the narrowband signal is transmitted using different carrier frequencies at different times. A conceptual FH spread spectrum transmitter and receiver as well as the signal spectrum are depicted in Figures 3.28 and 3.29. Frequency hopping is accomplished by using a digital frequency synthesizer that is driven by a pseudonoise (PN) sequence generator. Each information symbol is transmitted on one or more hops. The most commonly used modulation with frequency hopping is M-ary frequency shift keying (MFSK). With MFSK, the complex envelope is given by:



Figure 3.28 Signal spectrum using frequency hopping.



Figure 3.29 Simplified FH system operating on an AWGN channel. (After: [24].)
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(3.72)



n



where x n ∈ {±1, ±3, . . . , ± M − 1} Usually, the frequency separation f ⌬ = 1/2T is chosen so that the waveforms: u i (t ) = Ae x n 2 f ⌬ t,



0≤t≤T



(3.73)



are orthogonal. Using a PN sequence to select a set of carrier frequency shifts generates a FH/MFSK signal. There are two basic types of FH spread spectrum: 1. Fast frequency hop (FFH); 2. Slow frequency hop (SFH). With SFH one or more (in general L) source symbols are transmitted per hop. The complex envelope in this case can be written as: u (t ) = A



∑ ∑e x n



n,i 2 f ⌬ t + 2 f n t



u T (t − nT )
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where f n = the n th hop frequency; x n , i = the i th source symbol that is transmitted on the n th hop. FFH systems, on the other hand, transmit the same source symbol on multiple hops. In this case, the complex envelope is: u (t ) = A
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where f n , i is the i th hop frequency for the n th source symbol. Detection of FH/MFSK is usually performed noncoherently using a square-law detector. With SFH, the error probability on an AWGN channel is given by:
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Pb =



1 −␥ /2 e 2



(3.76)



3.7.3.2 DS Spread Spectrum



A simplified quadrature DS/QPSK spread spectrum system is shown in Figure 3.30(a). The PN sequence generator produces the spreading waveform, given by:



␣ (t ) =



∑ ␣ k h a (t − kT c )



(3.77)



k



where



␣ = {␣ k : ␣ k ∈ (±1, ± j )} is the complex spreading sequence; T c = the PN symbol or chip duration; h ␣ = a real chip amplitude shaping function.



Figure 3.30 (a) Simplified quadrature DS system operating on an AWGN channel. (After: [24].) (b) RAKE receiver. (After: [25].)
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The energy per chip is: Tc



Ec =



1 2



冕



h ␣2 (t ) dt



(3.78)



0



The data sequence can be represented by the waveform: x (t ) = A



∑ x n u T (t − nT )



(3.79)



n



where x = {x n : x n ∈ (±1, ± j )} is the complex spreading sequence; A = the amplitude; T = symbol duration. It is necessary that T be an integer multiple of Tc , and the ratio G = T /Tc is called the processing gain and is defined as the ratio of spreadto-unspread bandwidth. The complex envelope is obtained by multiplying ␣ (t ) and x (t ). Then we have that: G



u (t ) = A



∑ ∑ x n ␣ nG + k h ␣ [t − (nG + k ) Tc ]
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This waveform is applied to a quadrature modulator to produce the bandpass waveform: G



s (t ) =



R + k h ␣ [t − (nG + kTc ) cos (2 f c t )] ∑ ∑ 再x nR ␣ nG n k =1



(3.81)



− x In ␣ InG + k h ␣ [t − (nG + kTc ) sin (2 f c t )]冎



where R



I



␣ k = a k + j␣ k



(3.82)



x n = x nR + jx In
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The complex envelope u (t ) appears like that for ordinary QPSK, except that the signaling rate is G times faster. If the sequences ␣ and x above are completely random, then the power spectral density of u (t ) can be obtained directly as: PSD u ( f ) =



A2 | H␣ ( f ) | 2 Tc



(3.84)



In general, the DS spread spectrum receiver must perform three functions: synchronize with the incoming spreading sequence, dispread the signal, and detect the data. Multiplying the received complex envelope m (t ) = u (t ) + z (t ) by ␣ (t ), integrating over the n th data symbol interval, and sampling, yields the decision variable: T
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(3.85)



= 2Ex n + z n where E = GE c z (t ) = zero-mean Gaussian random variable with variance 1 E 冋 | z n | 2 册 = 2N 0 E . 2 Because x n ∈ {±1, ± j }, it follows that the probability of decision error is exactly the same as QPSK on an AWGN channel, which is given by: P b = Q 冠 √2␥ 冡



(3.86)



where ␥ = E b /N 0 is the received bit energy-to-noise ratio. The use of spread spectrum signaling does not improve the bit error performance on an AWGN channel. However, spread spectrum signaling will be shown to offer significant performance gains against interference, multipath fading, and other types of channel impairments. Actually a DS spread spectrum is an ideal interference- and multipath-mitigating device, asexplained in Section 3.9.3.1.



Transmission Systems in an Interference Environment



129



In a multipath environment, the receiver receives several copies of the original signal with different delays, and thus each signal can be considered as an interferer to all others. This effect can be eliminated by the processing gain of the system itself in a multiuser/multiple access system, in which we achieve the equivalent of a multipath diversity. This is achieved by a receiver that looks like a RAKE (it has a finger for each multipath component). It is called a RAKE receiver. It is shown in Figure 3.30(b) for the case of three multipath components. We observe that maximum ratio combining is used for detection by multiplying each signal with the conjugated path gain. It is necessary, however, for delays and attenuations to be reevaluated because the multipath environment changes. The RAKE finger must then be readjusted. 3.7.3.3 Performance of DS and FH Spread Spectrum



Both DS and FH spread spectrum have been proposed for cellular radio application, and one has a number of advantages and disadvantages with respect to the other. For frequency selective fading channels, DS spread spectrum can obtain diversity by exploiting the correlation properties of the spreading sequences to resolve and combine the signal replicas that are received over multiple independently faded paths. Sometimes this is called multipath diversity or spread spectrum diversity. In practice, multipath diversity is obtained by using a RAKE receiver. Also, during the dispreading operation, unwanted narrowband interference is spread throughout the spread spectrum bandwidth, which will reduce its effect on the desired signal. For frequency-selective fading channels, FFH can obtain frequency diversity provided that the channel coherence bandwidth is much greater than the instantaneous bandwidth of the FH signal. Under this condition, FFH transmits the same data bit on multiple, independently faded hops. FFH can also reduce the effect of multiple access interference because multiple hops have to be hit to destroy a data bit. The actions of hopping from one carrier frequency to the next places a limit on the amount of interference that a narrowband signal can inflict on the spread spectrum signal. That is, frequency hopping rejects narrowband interference by avoidance. The advantages of the DS spread spectrum can be disadvantages for the FH spread spectrum and vice versa. Regarding radio-location, detection, processing gain, and electromagnetic compatibility, the DS spread spectrum systems have an advantage on performance and respectively in power control, in multiple access interference, and in coding gain and flexibility the FH spread spectrum systems surpass DS in performance.
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3.8 BERs and Bandwidth Efficiency
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The various binary modulation/demodulation types described here can be compared by analyzing their BERs or bit error probabilities—the probabilities with which errors occur in detecting the bits. As in the analysis of analog modulation/demodulation, this comparison is commonly done by assuming that the channel is corrupted by AWGN. In this case and under the further assumption that the symbols 0 and 1 are equally likely to occur in the message, expressions for the bit error probabilities of the various schemes described here are shown in Table 3.2. These results are given as functions of the SNR parameter, E b /N 0 , where E b is the signal energy received per bit and N 0 is the spectral density of the AWGN. In some cases, the expressions involve the function Q , which denotes the tail probability of a standard normal probability distribution:
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In Chapters 5 and 6, we will point out how these expressions are derived. The expressions for OOK assume that the decision threshold in the demodulators have been optimized. This optimization requires knowledge Table 3.2 Bit Error and Bandwidth Efficiencies for Digital Modulation/Demodulation Techniques



Modulator/Demodulator BPSK



Bit Error Probabilities Q 冠√2E b /N 0 冡



Bandwidth Efficiency (bps/hertz) 1/2



QPSK



Q 冠√2E b /N 0 冡



1



Optimum DPSK



1 −E b /N 0 e 2



1/2



Coherent OOK



Q 冠√E b /N 0 冡



1/2



Coherent FSK



Q 冠√E b /N 0 冡
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Noncoherent OOK



1 −E b /2N 0 e 2



1/2



Noncoherent BPSK



1 −E b /2N 0 e 2
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of the received SNR, which makes OOK the only one of these techniques that requires this information for demodulation. The expression for noncoherent OOK is an approximation that is valid for large SNRs. The result for DPSK corresponds to the optimum demodulator depicted in Figure 3.21(b). The suboptimum DPSK demodulator of Figure 3.21(a) requires approximately 2 dB higher values of E b /N 0 in order to achieve the same performance as the optimum demodulator. The quantities of Table 3.2 are plotted in Figure 3.31. From this figure, we see that BPSK is the best performing of these schemes, followed, in order, by DPSK, coherent OOK and FSK, and noncoherent OOK and FSK. The superiority of BPSK is due to its use of antipodal signals, which can be shown to be an optimum choice in this respect for signaling through an AWGN channel. DPSK exhibits a small loss relative to BPSK, which is compensated for by its simpler demodulation. OOK and FSK are both examples of orthogonal signaling schemes (i.e., schemes in which 兰 x (0) (t ) ⭈ x (1) (t ) dt = 0, where the integration is performed over a single bit interval). This explains why they exhibit the same performance. Orthogonal signaling is less efficient than antipodal signaling, which is evident from Figure 3.31. Finally, note that there is a small loss in performance



Figure 3.31 Bit error probabilities for digital communication systems. (After: [13].)
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for these two orthogonal signaling schemes when they are demodulated noncoherently. Generally speaking, DPSK and noncoherent FSK are seen from this comparison to be quite effective means of acceptable performance. At the same time, they have simple demodulation. They also compare closely to the best antipodal and orthogonal signaling, respectively. In addition to BER, digital communication systems can also be compared in terms of bandwidth efficiency, which is often quantified in terms of the number of bits per second that can be transmitted per hertz of bandwidth. Bandwidth efficiencies for the various signaling schemes are also shown in Table 3.2.



3.9 Access Techniques The radio channel is fundamentally a broadcast communication medium. Therefore, signals transmitted by one user can potentially be received by all other users within range of the transmitter. Although this high connectivity is very useful in some applications, like broadcast radio or television, it requires stringent access control in wireless communication systems to avoid, or at least to limit, interference between transmissions. Throughout this book, the term wireless communication systems is taken to mean communication systems that facilitate two-way communication between a fixed or portable radio communication terminal and the fixed network infrastructure. Such systems range from satellite, mobile cellular systems through personal communication systems (PCS), to cordless telephones, as we saw in Chapter 1. Design criteria for such systems include capacity, cost of implementation, and quality of service [26–28]. All of these measures are influenced by the method used for providing multiple-access capabilities. However, the opposite is also true: the access method should be chosen carefully in light of the relative importance of design criteria as well as the system characteristics. Multiple access in wireless radio systems is based on insulating signals used in different connections from each other. The support of parallel transmissions on the uplink and downlink, respectively, is called multiple access, whereas the exchange of information in both directions of a connection is referred to as duplexing. Hence, multiple access and duplexing are methods that facilitate the sharing of the broadcast communication medium. The necessary insulation is achieved by assigning to each transmission different components of the domains (space, frequency, time, code) that contain the signals.
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1. Spatial domain. Using directional antennas mainly in mobile systems, we are allowed to reuse signals and maintain the required isolation between them. 2. Frequency domain. Signals, which occupy nonoverlapping frequency bands, can be easily separated using appropriate bandpass filters. Hence, signals can be transmitted simultaneously without interfering with each other. This method of providing multiple access capabilities is called FDMA. 3. Time domain. Signals can be transmitted in nonoverlapping time slots in a round-robin fashion. Thus, signals occupy the same frequency band but are easily separated based on their time of arrival. This multiple access method is called TDMA. 4. Code domain. In CDMA, different users employ signals that are coded by codes of little correlation. The same technique is used to extract individual signals from a mixture of signals, even though they are transmitted simultaneously and in the same frequency band. The term code division multiple access is used to denote this form of channel sharing. Two forms of CDMA introduced earlier, FH and DS, are most widely employed and will be further described in detail subsequently. System designers have to decide in favor of one, or a combination, of the latter three domains to facilitate multiple access. The three access methods are illustrated in Figure 3.32. The principal idea in all three of these access methods is to employ signals that are orthogonal or nearly orthogonal to provide the necessary separation—having always the interference effects in mind.



Figure 3.32 Multiple-access methods for wireless communication systems.
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3.9.1 FDMA As mentioned, in FDMA (Figure 3.32), nonoverlapping frequency bands are allocated to different users on a continuous-time basis. Hence, signals assigned to different users are clearly orthogonal, at least ideally. In practice, out-of-band spectral components cannot be completely suppressed, leaving signals not quite orthogonal. Another parameter that is important to the system designer is the type of modulation to be used. This is the reason we placed some emphasis on the spectrum characteristics of the various modulations techniques in Sections 3.6 to 3.8. This concept will come up again in Chapters 5 and 6. This necessitates the introduction of guard bands between frequency bands to reduce adjacent channel interference. It is advantageous to combine FDMA with TDD to avoid simultaneous reception and transmission that would require insulation between receives and transmits antennas. In this scenario, the base station and portable take turns using the same frequency band for transmission. Nevertheless, combining FDMA and FDD is possible in principle, as is evident from the analog FM-based systems deployed throughout the world since the early 1980s. We must point out that the methods of interference suppression that have been developed have their origin in this type of classical technique. 3.9.2 TDMA In TDMA systems, the receiver filters are simply time windows instead of the bandpass filters required in FDMA (see Figure 3.32(b)). As a consequence, the guard time between transmissions can be made as small as the synchronization of the network permits. Guard times of 30–50  s between time slots are commonly used in TDMA-based systems. As a consequence, all users must be synchronized with the base station to within a fraction of the guard time. This is achievable by distributing a master clock signal on one of the base station’s broadcast channels. TDMA can be combined with TDD or FDD. The former duplexing scheme is used, for example, in the DECT standard and is well suited for systems in which base-to-base and mobile-to-base propagation paths are similar (i.e., systems without extremely high base station antennas). In the cellular application, the high base station antennas make FDD the more appropriate choice. In these systems, separate frequency bands are provided for uplink and downlink communication. Note that it is still possible and advisable to stagger the uplink and downlink transmission intervals such that they do not overlap, to avoid the situation in which the portable must transmit and receive at the same time. With FDD, the uplink and downlink
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channel are not identical; hence, signal-processing functions cannot be implemented in the base-station as it is done in the FDMA/TDD case for downlink-uplink separation. Other techniques such as antenna diversity and equalization have to be realized in the portable, as we shall see in the chapters to follow. 3.9.3 CDMA A third technique for dividing the radio spectrum into channels is code division. Used as a multiple access technique almost always related to spread spectrum systems, the physical channels are created by encoding different users with different user signature sequences or simply different codes. CDMA systems employ wideband signals with good cross-correlation properties. A large body of work exists on spreading sequences that lead to signal sets with small cross correlations [21, 26–28]. Because of their noiselike appearance, such sequences are often referred to as PN sequences, and because of their wideband nature, CDMA systems are often called spreadspectrum systems. Spectrum spreading can be achieved in two main ways: through frequency hopping, which is accomplished by using a digital frequency synthesizer that is driven by a PN sequence generator, or through direct sequence spreading. In direct-sequence spread spectrum, a high-rate, antipodal pseudorandom spreading sequence modulates the transmitted signal such that the bandwidth of the resulting signal is roughly equal to the rate of the spreading sequence. The cross correlation of the signals is then largely determined by the cross-correlation properties of the spreading signals. Clearly, CDMA signals overlap in both time and frequency domains, but they are separable based on their spreading waveforms. Capacity considerations do not say much about the spreading codes, except that they should have low cross correlations. Essentially they should look like Gaussian noise to all but the intended receiver. They should also have low, ideally zero, autocorrelation between nonadjacent bits of the sequence. Other system considerations, however, dictate many additional properties of the codes. For the case of mobile communications, they have many advantages, such as: 1. Timing in the subscriber stations (mobiles) is to be established, at least in part, by synchronizing with the code transmitted by the base stations. The goal is to eliminate any need for accurate timekeeping in the mobiles when they are idle.
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2. The mobiles identify base stations, at least in part, by correlating with a priori known base station spreading codes. 3. The process of synchronization in the mobiles should be rapid enough that the placement of a call from a ‘‘cold start’’ takes no more than a few seconds. 4. Access to base stations by mobiles should not require any prearrangement. That is, it should not be necessary for the base station to have a database of authorized users in order to establish radio communications. The base station, once physical layer access has been achieved, may choose to deny service for administrative reasons, such as nonpayment of the bill, but communication through the air interface should always be possible to cover emergency access. 5. In the CDMA forward link, the fact that each base station is transmitting multiple channels Walsh coding can be used beneficially to decrease mutual interference. We shall see more of this in later chapters. 6. The acquisition search rate for reverse CDMA channel signals in the base stations can be speeded up if the mobiles can precorrect their timing so that their signal arrives at the base station as close to system time as possible. An immediate consequence of this observation is that CDMA systems do not require tight synchronization between users, as do TDMA systems. By the same token, frequency planning and management are not required, as frequencies are reused throughout the coverage area. While it appears that we have many parameters available and free to change, we must not forget that in this book our main objective is the behavior of the system to be designed in the context of the channel characteristics studied in Chapter 2 —that any wireless system can be suitably optimized to yield a competitive spectral efficiency regardless of the multiple access technique being used. CDMA offers a number of advantages along with some disadvantages. The advantages of CDMA for cellular applications include: • Universal one-cell frequency reuse; • Narrowband interference rejection; • Inherent multipath diversity in DS CDMA; • Ability to exploit silent periods in speech voice activity; • Soft handover capability;
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• Soft capacity limit; • Inherent message privacy.



The disadvantages of CDMA include: • Stringent power control requirements with DS CDMA; • Handoffs in dual-mode systems; • Difficulties in determining the base station power levels for deploy-



ments that have cells of differing sizes; • Pilot timing. 3.9.3.1 Principles of CDMA



The goal of spread spectrum is a substantial increase in bandwidth of an information-bearing signal, far beyond that needed for basic communication. The bandwidth increase, while not necessary for communication, can mitigate the harmful effects of interference, either deliberate, like a military jammer, or inadvertent, like cochannel users. The interference mitigation is a wellknown property of all spread spectrum systems. However, the cooperative use of these techniques to optimize spectral efficiency in a commercial, nonmilitary environment was a major conceptual advance. Figures 3.33 and 3.34 present the interference-mitigating properties of CDMA systems graphically. The noise and interference, being uncorrelated with the PN sequence, become noise-like and increase in bandwidth when they reach the detector. Narrowband filtering that rejects most of the interference power can enhance the SNR. We define by processing gain W /R , the value by which the SNR



Figure 3.33 Spread spectrum of modulator.
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Figure 3.34 Spread spectrum of demodulator. (After: [23].)



is enhanced through this process, where W is the spread bandwidth and R is the data rate. A careful analysis is needed, however, to accurately determine the performance. In IS-95A CDMA, W /R = 10 log (1.2288 MHz/9,600 Hz) = 21 dB for the 9,600 bps rate. 3.9.3.2 Forward CDMA Spread Channel



If all base stations transmit a common, universal code, then the mobiles need no prior knowledge of where they are in order to know what to search for—they always search for the same code. Second, search time is roughly proportional to the number of timing hypotheses that must be tested [28]. Does a common, universal code work? The answer is yes. Don’t the stations interfere with each other so that they cannot be distinguished from one another? The answer is no, and for the same reason that communication works in this environment. The advantages of linear feedback shift registers (LFSRs) are: 1. LFSR sequences are easily generated by very simple binary logic circuits. 2. Very-high-speed generators are possible because of the simple logic. 3. Maximal-length sequence generators are easily designed using finite (Galois) field mathematics. 4. The full period autocorrelation functions of maximal-length LFSR sequences are binary valued, facilitating synchronization searching.
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It is easily shown that any linear feedback binary state machine that generates a maximum-length output sequence must be equivalent to some maximal length LFSR [21, 23]. If the tap weights are identical and configured as shown in the figures, then the two implementations will produce exactly the same sequence (this can be verified by simple arguments). Initial conditions required to produce the same phase of the sequence are obviously not identical, however. There are actually two sequences produced by each of these generators. One is the trivial one, of length one, that occurs in both cases when the initial state of the generator is all zeros. The other, the useful one, has length 2m − 1. Together these two sequences account for all 2m states of the m -bit state register. In the case where each base station radiates a family of 64 orthogonal cover code channels, thus each base station must serve in the neighborhood of 40 mobiles, there must be some way of creating independent communication channels. Moreover, because these channels all come from the same site, they can share precise timing and must somehow share the common short code spreading. This is easily accomplished because the number of spreading chips per code symbol is fairly large. Suppose, for example, that the FEC code rate is r. Code rates from perhaps r = 1/3 to r = 3/4 are good design choices in most terrestrial communication systems. Toll-quality vocoders now exist that can operate at data rates from R = 8 to R = 16 Kbps. Then the symbol rate from the FEC encoder, R /r , assuming a binary alphabet, ranges from about 10 Kbps to 50 Kbps. With the 1.2288-MHz chip rate, there are about 25 to 125 chips per code symbol. This suggests an orthogonal cover technique that can be applied to each symbol. The orthogonal cover technique is based on the so-called Hadamard-Walsh sequences. These are binary sequences, powers-of-two long, that have the property that the dot product of any two of them is zero. The Walsh sequences of order 8, for example, are:
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If we represent each + as a positive amplitude, and each − by a negative amplitude, then take the dot product of any two rows as the sum of the products of the amplitudes in corresponding columns. That dot product is zero for any two distinct rows. Walsh functions of order 64 are used in the forward CDMA channel to create 64 orthogonal channels. There is exactly one period of the Walsh sequence per code symbol: 64 * 19.2 Kbps = 1.2288 Mbps. These channels are readily generated by the binary logic shown in Figure 3.35. The ‘‘impulse modulators’’ generate a discrete ± 1 outputs in response to binary (0, 1) inputs. Summing the code symbols, the Walsh cover, and the two short code sequences as shown here, and changing to the bipolar ± 1 representation, result in a quadrature (I, Q) sequence of elements from the set (± 1, ± j ). These elements drive a modulator that generates the appropriately bandlimited analog output. One of the Walsh codes, numbered zero by tradition, has all 64 symbols the same. It is the universal pilot sequence that all mobile use as their search target. Those searches are done for several purposes: 1. Initiation of handoff; 2. Initial acquisition of an appropriate serving station; 3. RAKE finger assignment. The common, universal pilot code facilitates the implementation of all these processes.



Figure 3.35 Forward spreading logic. (After: [28].)
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3.9.3.3 Reverse CDMA Spread Channel



Two different criteria apply to the reverse link spreading, as shown in Figure 3.36. When a mobile is engaged in user traffic (i.e., in a conversation), it is desirable that that mobile use a unique code that is distinct from all others. A mobile-unique code, rather than a base station–associated code, facilitates handoff. With a mobile-unique code, nothing needs to change about the mobile’s modulation or coding when handoff occurs [21, 28]. The second situation occurs when a mobile is attempting to gain the attention of a base station. Initially the base station has no knowledge that any particular mobile is in its service area. It is wildly impractical for each base station to search simultaneously for millions of potential subscriber codes. For these initial accesses, or any other nontraffic uses of the air interface, it is desirable to have some reverse spreading codes that are base station associated. If there are only a few associated codes for each base station, then it is practical for the base station to search for them continuously and simultaneously, awaiting the arrival of any user who wants service. The mobile applies its unique logical connection manager (LCM) to the long-code generator, and modulo-2 adds the output (i.e., the uniquephase long code) to the universal short code. As in the forward CDMA channel, the spreading modulation is quadrature, so as to homogenize the phase of the interference. Again, both short code sequences are used. 3.9.3.4 Comparison of FDMA, TDMA, CDMA, FDD, and TDD



We have seen that access techniques play a major role in both capacity and performance of wireless systems. A comparison of these methods will be briefly discussed on the basis of their behavior in an interference environment [26]. From the viewpoint of system configuration, FDMA is the simplest access scheme of the three. However, it is not suitable for achieving high-



Figure 3.36 Reverse CDMA channel spreading logic. (After: [28].)
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capacity voice transmission systems using low-bit-rate codec and spectralefficient modulation schemes because it requires very high stability of the oscillator. Moreover, variable transmission rate control is very difficult in the case of FDMA because it requires K-set of modems to achieve variable transmission rate control from R b bps to K R b bps. As a result, no secondgeneration cellular system applies the FDMA scheme at present. Furthermore, it is very difficult for FDMA systems to monitor the received signal level of the adjacent cells for channel reassignment or handover processes. When we apply TDMA, although we can mitigate the requirement for carrier frequency stability and achieve variable transmission rate control using a modem, we need a highly accurate slot, frame, or superframe synchronization. Moreover, we have to develop antifrequency-selective fading techniques if the number of slots in each frame (N ch ) is large. Furthermore, the transmitter amplifier should be operated at K times higher peak power than the average power. Fortunately, we can solve these problems at present thanks to extensive developments in timing-control techniques, adaptive equalizing techniques, and high-power-efficient power amplifier techniques. Another important advantage of TDMA systems is that we can measure the received signal level of adjacent cells during idle time slots. Such received signal level measurement is very effective for the handover process as well as for developing dynamic channel assignments using the carrier to interference (C/I) ratio. FDMA Versus TDMA



In comparison to an FDMA system supporting the same user data rate, the transmitted data rate in a TDMA system is larger by a factor equal to the number of users sharing the frequency band. This factor is eight in the panEuropean global system for mobile communicatons (GSM) and three in the advanced mobile phone service (D-AMPS) system. Thus, the symbol duration is reduced by the same factor and severe intersymbol interference results, at least in the cellular environment. To illustrate, consider the earlier example, where each user transmits 25K symbols per second. Assume eight users per frequency band leads to a symbol duration of 5  s. Even in the cordless application with delay spreads of up to 1  s, an equalizer may be useful to combat the resulting interference between adjacent symbols. In cellular systems, however, the delay spread of up to 20  s introduces severe intersymbol interference spanning up to five symbol periods. As the delay spread often exceeds the symbol duration, the channel can be classified as frequency selective, emphasizing the observation that the channel affects different spectral components differently.
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The intersymbol interference in cellular TDMA systems can be so severe that linear equalizers are insufficient to overcome its negative effects. Instead, more powerful, nonlinear decision feedback or maximum-likelihood sequence estimation equalizers must be employed. Furthermore, all of these equalizers require some information about the channel impulse response that must be estimated from the received signal by means of an embedded training sequence. Clearly, the training sequence carries no user data and, thus, wastes valuable bandwidth. In general, receivers for cellular TDMA systems will be fairly complex. On the positive side of the argument, however, the frequency selective nature of the channel provides some built-in diversity that makes transmission more robust to channel fading. The diversity stems from the fact that because the multipath components of the received signal can be resolved at a resolution roughly equal to the symbol duration and the different multipath, the equalizer can combine components during the demodulation of the signal. To further improve robustness to channel fading, coding, and interleaving, slow frequency hopping and antenna diversity can be employed, as discussed in connection with FDMA. As far as channel assignment in both FDMA and TDMA systems, channels should not be assigned to a mobile on a permanent basis. A fixed assignment strategy would either be extremely wasteful of precious bandwidth or highly susceptible to cochannel interference. Instead, channels must be assigned on demand. Clearly, this implies the existence of a separate uplink channel on which mobiles can notify the base station of their need for a traffic channel. This uplink channel is referred to as the random-access channel because of the type of strategy used to regulate access to it. The successful procedure for establishing a call that originates from the mobile station is outlined in Figure 3.37. The mobile initiates the procedure by transmitting a request on the random-access channel. Because this channel is shared by all users in range of the base station, a random access protocol, like the ALOHA protocol, has to be employed to resolve possible collisions. Once the base station has received the mobile’s request, it responds with an immediate assignment message that directs the mobile to tune to a dedicated control channel for the ensuing call setup. Upon completion of the call setup negotiation, a traffic channel (i.e., a frequency in FDMA systems or a time slot in TDMA systems) is assigned by the base station, and all future communication takes place on that channel. In the case of a mobile-terminating call request, the sequence of events is preceded by a paging message alerting the base station of the call request. In cellular systems, such as GSM or the North-American D-AMPS, TDMA is combined with FDMA. Different frequencies are used in neigh-
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Figure 3.37 Mobile-originating call establishment. (After: [28].)



boring cells to provide orthogonal signaling without the need for tight synchronization of base stations. Furthermore, channel assignment can then be performed in each cell individually. Within a cell, users in the time domain share one or more frequencies. From an implementation standpoint, TDMA systems have the advantage that common radio and users communicating on the same frequency can share signal-processing equipment at the base station. A somewhat more subtle advantage of TDMA systems arises from the possibility of monitoring surrounding base stations and frequencies for signal quality to support mobileassisted handovers. CDMA Versus FDMA and TDMA



In case of CDMA, the most serious problem is the near-far problem, as we have discussed before. The near-far problem is now solved by fast power control techniques. In addition to mitigating the near-far problem, the fast power control technique is also effective for improving receiver sensitivity because it makes the received signal level constant. Moreover, the following CDMA-specific techniques can further improve receiver sensitivity. • Low-coding-rate FEC is applicable. • Peak power is the same as the average power. • Soft and softer handover is applicable.



Therefore, CDMA has the potential to achieve lower power consumption than TDMA or FDMA, provided that very accurate power control is applicable.
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Another advantage for CDMA is that we can easily compensate for frequency-selective fading by using the path-diversity technique. Furthermore, we can easily monitor the received signal of adjacent cells just by changing a reference code at the correlator for the channel delay profile monitor. This is because all the base stations use the same carrier frequency and chip rate. This feature is actively applied to the soft handover process. On the other hand, in the case of CDMA, smaller zone radius is preferable for power control because larger zones require a wider dynamic range of the power control. Even in the case of TDMA, a larger zone radius requires longer guard time or accurate time alignment if smaller guard time is necessary. On the other hand, zone radius is limited only by the requirement of the transmitter power, in the case of FDMA. Table 3.3 summarizes the results of the comparison of FDMA, TDMA, and CDMA systems. 3.9.4 FDD FDD is the most popular duplex scheme for two-way radio communication systems because it can easily discriminate between uplink and downlink signals by filters. Actually, most of the land mobile communicaton systems other than the DECT and PHS employ FDD. Figure 3.38 shows an example of spectrum allocation and the modem configuration of FDD systems. In the FDD systems, a different frequency band with its bandwidth of Wsys is employed for uplink and downlink. Moreover, transmission and reception are carried out through the same antenna. Therefore, a duplexer that discriminates the spectrum for uplink and downlink is inserted in both the base station and the terminal. In this case, the carrier frequency spacing should be sufficiently large from the hardware implementation point of view because shorter carrier spacing requires higher Q -value for the duplex filter. In PDC systems, 130 MHz is used for an 800- to 900-MHz band and 48 MHz is used for a 1.5-GHz band. 3.9.5 TDD TDD is another duplex scheme for two-way radio systems. In this scheme, both the base station and terminal transmit a signal over the same radio frequency channel but at different segments in time. Figure 3.39 shows an example of spectrum allocation and the modem configuration of TDD systems. In TDD systems, the uplink and downlink alternatively use the same spectrum. Because each signal has to transmit data during half a period
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Table 3.3 Comparison of the Features of FDMA, TDMA, and CDMA Systems FDMA



TDMA



CDMA



Timing control Carrier frequency stability



Not required High stability is required



Required Low stability is acceptable if large number of channels are multiplexed



Required Low stability is acceptable if chip rate is sufficiently high



Near-far problem



Not affected



Not affected



Fast power control is required



Peak/average power ratio



1



K



1



Variable transmission rate



Difficult



Easy



Easy



Antimultipath fading technique



Diversity, high coding rate FEC



Diversity, high coding rate FEC— adaptive equalizer (if N ch is large)



RAKE diversity, low coding rate FEC, fast power control



Received signal level monitoring



Difficult



Easy



Easy



Suitable zone radius



Any size is OK



Any size is OK (time alignment required)



Large size is not suitable



(From: [26].)



for FDD systems, the occupied bandwidth for each link is twice as wide as that for FDD systems, although the total bandwidth for FDD and TDD are the same bandwidth. One of the most important features of the TDD systems is that it does not require a duplexer that occupies a relatively large mass in the FDD modem because uplink and downlink signals are discriminated in the time domain. However, the TDD system requires guard space or time alignment, as in the case of TDMA. 3.9.6 Comparison of FDD and TDD Table 3.4 shows a comparison of the features for FDD and TDD systems [25]. The most important feature of the FDD system is that it does not
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Figure 3.38 An example of spectrum allocation and the modem configuration of FDD systems. (After: [26].)



Figure 3.39 An example of spectrum allocation and the modem configuration of TDD systems. (After: [26].)
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Table 3.4 Comparison Between FDD and TDD Systems Items



FDD System



TDD System



Required total bandwidth



Same as TDD



Same as FDD



Symbol rate



Rs



2R s



Duplexer



Necessary



Not necessary



Flexibility of radio resource management



A pair of spectrums required



Flexible



Immunity to multipath fading



More robust



Less robust



Requirement to synchronization



No synchronization required



Uplink and downlink timing synchronization required



Requirement to zone radius



Applicable to either small cell or large cell systems



Preferable to smaller cell systems



Reciprocity between uplink and downlink channels



Not satisfied



Satisfied for the desired signal



Transmission diversity



Impossible



Possible



Direct communication between terminals



Possible



Possible (easy)



(From: [26].)



require any timing synchronization. This advantage is more important if the coverage area for each base station becomes large because a larger zone radius requires a larger dynamic range of the time alignment or a longer guard space. Moreover, FDD is more robust than delay spread because TDD requires twice as much symbol rate as FDD. On the other hand, TDD does not require an RF duplexer, which occupies a large amount of volume of the modem. Moreover, spectrum management will be more flexible if we employ TDD because we do not have to prepare a pair of spectra, as in the case of FDD. Especially, it is a very important advantage for systems using discontinuous radio spectrum. In Table 3.4, we summarize the comparative features of FDD and TDD systems. 3.9.7 Orthogonal Frequency Division Multiplex Orthogonal frequency division multiplex (OFDM) is a special case of multicarrier transmission, where a single data stream is transmitted over a number
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of lower rate subcarriers. It is worth mentioning here that OFDM can be seen as either a modulation technique or a multiplexing technique. One of the main reasons to use OFDM is to increase the robustness against frequency selective fading or narrowband interference. In a single carrier system, a single fade or interferer can cause the entire link to fail, but in a multicarrier system, only a small percentage of the subcarriers will be affected. Error correction coding can then be used to correct for the few erroneous subcarriers. The concept of using parallel data transmission and frequency division multiplexing is published in [26–28]. 3.9.7.1 Generation of OFDM Signals



An OFDM signal consists of a sum of subcarriers that are modulated by usually using PSK or QAM, as shown in Figure 3.40. If d i is the complex QAM symbol, N s is the number of subcarriers, Ts is the symbol duration and f c the carrier frequency, then one OFDM symbol starting at t = t 0 can be written as



冉



(N s /2) − 1



s (t ) =



∑



i = (N s /2)



d i + N s /2 exp j 2



s (t ) = 0, t ≤ t 0



and



冊



i (t − t 0 ) , Ts



t 0 ≤ t ≤ t 0 + Ts (3.88)



t > t 0 + Ts



As an example, Figure 3.41 shows four subcarriers from one OFDM signal. In this example, all subcarriers have the same phase and amplitude, but in practice the amplitudes and phases may be modulated differently for each subcarrier. Note that each subcarrier has exactly an integer number of cycles in the interval T, and the number of cycles between adjacent subcarriers



Figure 3.40 OFDM modulator. (After: [25].)
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Figure 3.41 Example of four subcarriers within one OFDM symbol. (After: [25].)



TE



differs by exactly one. This property accounts for the orthogonality between the subcarriers. For instance, if the j th subcarrier from (3.88) is demodulated by downconverting the signal with a frequency of j /T and then integrating the signal over T seconds, the result is as written in (3.89). For the demodulated subcarrier j , this integration over T seconds gives the desired output d j + N s /2 (multiplied by a constant factor T ), which is the QAM value for that particular subcarrier. For all other subcarriers, the integration is zero because the frequency difference (i − j )/T produces an integer number of cycles within the integration interval T, such that the integration result is always zero, having thus proved the orthogonality of sucbarriers of OFDM as the name indicates t0 +T



冕 冉



冊



j exp −j 2 (t − t 0 ) T



t0



∑



i = − (N s /2)



∑



i = − (N s /2)



d i + N s /2



冉



d i + N s /2 exp j 2



t0 +T



(N s /2) − 1



=



(N s /2) − 1



冕 冉



exp j 2



冊



i (t − t 0 ) dt T



冊



i−j (t − t 0 ) dt = d j + N s /2 T T



t0



(3.89) The complex baseband OFDM signal as defined by (3.88) is in fact nothing more that the inverse Fourier transform of N s QAM input symbols. The time-discrete equivalent is the inverse discrete Fourier transform (IDFT),
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which is given by (3.90), where the time t is replaced by a sample number n . In practice, this transform can be implemented very efficiently by the inverse fast Fourier transform (IFFT). Thus from (3.88) Ns − 1



s (n ) =



∑



i =0



冉



d i exp j 2



in N



冊



(3.90)



One might think that by dividing the input datastream in N s subcarriers. the symbol is made N s times smaller, and this reduces the relative multipath delay spread, relative to the symbol time. This is true. A guard time for each OFDM symbol chosen larger than the expected delay spread might eliminate intersymbol interference. This guard time, however, could consist of no signal and the problem of intercarrier interference could arise. Also, when the multipath delay becomes larger than the guard time, the orthogonality is lost, and the summation of the time waves of the first path with the phasemodulated waves of the delayed path no longer gives a set of orthogonal pure time waves. Also, certain level of interference is caused. In general, OFDM has the ability to deal with large delay spread with a reasonable implementation complexity. A fading channel might cause, however, deep fades to the weakest subcarriers, which contributes and dominates BER. In such cases, proper coding might elevate the problem. In most cases, data bits are modulated on the subcarriers by some form of phase shift keying or QAM. To estimate the bits at the receiver, knowledge is required about the reference phase and amplitude of constellation on each subcarrier. To cope with these unknown phase and amplitude variations, two different approaches exist. The first one is coherent detection, which uses estimates of the reference amplitudes and phases to determine the best possible decision boundaries for the constellation of each subcarrier. The main issue with coherent detection is how to find the reference values without introducing too much training overhead. The second approach is differential detection, which does not use absolute reference values, but only looks at the phase and/or amplitude differences between two QAM values, as we saw in Chapter 2 with interleaving and in Sections 3.5 to 3.8 of this chapter. Differential detection can be done in the time domain or in the frequency domain. In the first case, each subcarrier is compared with the subcarrier of the previous OFDM symbol. In the case of differential detection in the frequency domain, each subcarrier is compared with the adjacent subcarrier within the same OFDM symbol. A generic system for coherent detection is shown in Figure 3.42.
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Figure 3.42 OFDM receiver. (After: [25].)



3.9.7.2 Peak-to-Average Power



A large peak-to-average power (PAP) ratio brings disadvantages, such as an increased complexity of the analog-to-digital and digital-to-analog converters and a reduced efficiency of the RF power amplifier. To reduce the PAP ratio, several techniques have been proposed, which can be divided into three categories. First, there are digital distortion techniques, which reduce the peak amplitudes simply by nonlinearly distorting the OFDM signal at or around the peaks. Examples of distortion techniques are clipping, weak widowing, and peak cancellation. The second category is coding techniques that use a special forward-error correcting code set, which includes OFDM symbols with a large PAP ratio. The third technique is based on scrambling each OFDM symbol with different scrambling sequences and selecting the sequence that gives the smallest PAP ratio. 3.9.7.3 Combination of CDMA and OFDM



In an OFDM scheme alone, the transmission performance becomes more sensitive to time-selective fading as the number of subcarriers N s increases, because a longer symbol duration means an increase in the amplitude and phase variation during a symbol. This causes an increased level of intercarrier interference (ICI). As N s decreases, the modulation becomes more robust to fading in time, but it becomes more vulnerable to delay spread as the ratio of delay spread and symbol time increases. The latter is not necessarily true if the guard time is kept at a fixed value, but as the symbol duration decreases, a fixed guard interval (⌬) means an increased loss of power. The OFDM scheme is robust to frequency-selective fading. But it has some disadvantages, such as difficulty in subcarrier synchronization and sensitivity to frequency offset and nonlinear amplification. This is because it is composed of many subcarriers, with their overlapping power spectra, and it exhibits a nonconstant nature in its envelope. In contrast to this, DSCDMA is quite robust to frequency offsets and nonlinear distortion. The combination of OFDM signaling and CDMA scheme has one major
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advantage, however, in that it can lower the symbol rate in each subcarrier so that a longer symbol duration makes it easier to synchronize the transmission. Thus, combining OFDM transmission with CDMA allows us to exploit the wideband channel’s inherent frequency diversity by spreading each symbol across multiple subcarriers. In [26], various methods of combining with two techniques are compared, identifying three different structures: multicarrier CDMA (MC-CDMA), multicarrier direct sequence CDMA (MC-DSCDMA), and multitone CDMA (MT-CDMA). Like nonspread OFDM transmission, OFDM/CDMA methods suffer from high peak-to-mean power ratios, which are dependent on frequency domain spreading scheme [25, 29–31].
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4 Optimal Detection in Fading Channels 4.1 Introduction In Chapter 3, we examined the most typical transmission modulation/demodulation techniques encountered in wireless communications. We have emphasized that there are three different ways to modulate digital data on a carrier to be transmitted. This can be amplitude, phase, or frequency modulation. A generic form of a transmitter and receiver for ideal coherent detection of an AWGN channel was shown in Figure 3.14. We also analyzed, discussed, and compared in Chapter 3 the access techniques that play a major role in the BER performance. Depending on the modulation technique used, the particular service implemented, and the specific channel over which the data are transmitted [1–4], we design the appropriate decision scheme. Almost all of the time, it is a variation of a form of a matched filter, in conjunction with a maximum likelihood operation or a threshold decision operation, as was shown in Figure 3.15. For optimal reception, we compute the set of a positeriori probabilities P (s k (t )/r l (t )) and choose the message whose signal s k (t ) corresponds to the largest of these probabilities. Because these messages are equiprobable, this maximization is equivalent to the maximum likelihood decision rule. In other words, we choose as optimal this signal s k (t ), which corresponds to the largest of the conditional probabilities p (r l (t )/s k (t )). In this chapter, we shall analyze and consider fading as an interfering agent and present the most popular techniques for mitigating its effects and greatly improving the 155
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performance of wireless systems. In other words, we will present the modern tools that are used to suppress the effects of multipath interferers.



4.2 Received Signal Conditional Probability Density Function If the symbol period is Ts seconds, then the transmitter sends a real bandpass signal of the form [1]: s k (t ) = Re {s˜k (t )} = Re {S˜ k (t ) e j 2 f c t }



(4.1)



where ˜s k (t ) is the k th complex bandpass signal and S˜ k (t ) are the complex baseband signals chosen from a set of M equiprobable messages where k = 1, 2, . . . , M and M = 2m. The message transmitted in a generalized fading channel will be affected in amplitude in a multiplicative manner, in phase. Plus, it will be time delayed and corrupted by AWGN. Thus, the received signal will be given by r l (t ) = Re {a l ˜s k (t −  l ) e j l + n˜ l (t )}



(4.2)



˜ l (t ) e j f c t } = Re {a l S˜ k (t −  l ) e j (2 f c t +  l ) + N



(4.3)



= Re {R˜ l (t ) e j 2 f c t } For the case when the amplitudes, phases, and delays are known, then p (r l (t )/s k (t )), because of the independence assumptions on the additive noise components, it can be written as [1]:



写 Lp



冤



1 K l exp − p (r l (t )/s k (t )) = 2N l l =1
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(4.4)
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(4.5)
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where K l are integration (normalization) constants. The square of the absolute value of a complex number in the equation above can be written as



| R˜ l − a l S˜ k (t −  l ) e j l | 2 = (R˜ l − a l S˜ k (t −  l ) e j l ) (R˜ l* − a l S˜ k* (t −  l ) e −j l ) (4.6) Hence, the conditional probability density function p (r l (t )/s k (t )) becomes
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(4.7)
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0



and K is a constant that can absorb all K l ⭈ exp
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that are independent of k . Thus, it does not contribute to the maximization
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of conditional probability density function p (r l (t )/s k (t )). If we take the natural logarithm of p (r l (t )/s k (t )) given by (4.7), we obtain ⌳ = ln p (r l (t )/s k (t )) Lp



=
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We observe that in (4.9), we ignored lnK because it is independent of k . Maximization of ⌳k , as the natural logarithm is a monotonic function, is equivalent to maximizing p (r l (t )/s k (t )). Maximization of ⌳k implies, for this reason, optimization of Lp



⌳k =



∑



l =1



冋 再



冎



2



a Ek a Re l e −j l  kl ( l ) − l Nl Nl



册



(4.10)



Putting the process followed so far in a schematic form, we obtain the structure of a receiver which was shown in the Figure 3.30(b). It was referred to as a RAKE receiver because of its structural similarity with the teeth of a garden RAKE. This receiver is also, by implementation, considered to act as a maximum-ratio combiner, as it is known in the diversity systems. It will be explained later. For the cases when the amplitudes or the phases or amplitudes and phases or phases and delays are unknown, with random variables, we must average the conditional probability over the probability density of these unknown random variable(s) jointly. For example, for the case when both the amplitudes and the phases are unknown, we proceed as follows. Because the amplitudes and phases are assumed to be independent, we can average over each one separately and start with the phase. Following this procedure, we obtain L p 2
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(4.11) For uniformly distributed phases where p  l ( l ) =
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the previous expression becomes p (r l (t )/s k (t ))
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where 兰 I 0 (⭈) is the Bessel function of the first kind and zeroth order, and <  kl ( l ) is the phase of  kl ( l ). Now we take the average of the probability density of the amplitudes. Using the previous expression for p (r l (t )/s k (t )) given by (4.13), we obtain
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To proceed from this point on, we must take into consideration the mathematical form of p a l (a l ) from the previous equation. To do that, we must consider the characteristics of the particular case at hand. In other words, if we take the case when the observations interval of the received signal is one symbol in duration, we refer to noncoherent receivers, whereas when the observations interval is over two symbols, we refer to the case of
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differentially coherent receivers and over N s symbols, we refer to multiple symbol differentially coherent detection. For the first case and for a Rayleigh fading, (4.14) becomes
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where A l = E {a l }. It can be shown [1] that the ⌳k for this case is given by Lp
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A l Ek is the average SNR of the k th signal over the l th path. Nl The realization of this receiver and the schematic of its structure is similar to that given by Figure 3.30(b). Similar procedures can be applied to the other aforementioned cases [1]. In other words, following exactly the same procedure, we can study all possible cases and combinations among the various possibilities that could arise as the amplitude, phase, and delays enter the picture [1].
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where ␥ kl =



4.3 Average BER Under Fading It was shown and discussed in Chapter 3 that in every AWGN channel, a direct relationship exists between the ultimate metric of quality of the transmission system, which is the average bit error probability (BEP) or the symbol error probability (SEP), and the SNR. This ratio, as we saw in Chapter 3 but also just before, is a stochastic process presented by the parameter ␥ . If we take the typical case of multiple amplitude modulation (M-AM) system, the SEP is given by [1]. P s (E ) = 2
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where E s is the average symbol energy related to carrier amplitude A c by
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and for the binary AM where M = 2, the BEP is given by P b (E ) = Q
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and E b = A 2c Ts It is most common to consider the case of large SNR, for which the only significant symbol errors are those that occur in adjacent signal levels. For such cases, the average BEP is directly related to SEP by the same equation. P b (E ) ≅



P s (E ) log2
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It is shown in [1] that this integral yields
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and thus M−1 P b (E ) = M
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We observe that when m = 1 and M = 2, the previous equation reduces to (4.23) and thus P b (E ) =



1 2



冉 √ 冊 1−
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as expected. The analysis so far assumes that the detector used is an ideal coherent detector. In other words, the attributes of the local carrier and especially the phase used to demodulate the received signal were perfectly matched to those of the transmitted carrier. In practical systems this is rarely the case, and in such situations we try to evaluate the average BEP by alsoaveraging over the various sets of values of the difference between the carrier phase and the phase of the locally produced carrier. For the very simple case of BPSK systems, P b (E ) is given by ( /2)
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where as shown in [1] is given by
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P b (E / c ) = Q
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(4.32)



where as p ( c ) is the PDF of carrier phase difference  c given by exp (␥ eq cos  c ) 2 I 0 (␥ eq )



p ( c ) =
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where ␥ eq is the equivalent loop signal to noise ratio SNR which is related to the parameters of the phase tracking loop under consideration. For more details the reader is referred to [1–6]. Using (4.33), we can calculate the P b (E ). For the noncoherent case, there is no way to partially track the transmitted carrier phase, and in those situations we use a particular modulation for which noncoherent detection is possible. The most appropriate modulation of this case is M -frequency shift keying. For matched filter outputs and the assumption of orthogonal signals corresponding to a minimum frequency spacing ⌬ f min = 1/Ts , then it is shown in [1] that M −1
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For noncoherent detection of binary FSK this equation reduces to P b (E ) =
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For the case that we have Rayleigh fading, (4.34) for P s (E /␥ ) yields M −1
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This equation for binary FSK simplifies to give
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A summary of results for P b (E ) for various cases of modulations and fading is given in Table 4.1 [1]. This table somehow shows how we can proceed to evaluate BEPs, which is a metric of quality for any wireless channel, including fading channels. The method is summarized as follows. We must first determine the signal of BER based on the knowledge of a specific SNR as random variables and then calculate the mean BEP by integrating over the probability density function of SNR in a particular fading channel. In the simplest cases, the result can be given in a closed form. In some practical cases, however, (as explained in [1]), such as M-ary FSK, only bounds can be obtained. In the next sections, we shall show how we can improve the performance of wireless systems over fading channels by implementing some kind of compensation. The same concept will be discussed again in Chapter 6 in the context of interference and signal distortion reduction.



4.4 Flat Fading Compensation Techniques So far in this book, we have examined the characteristics of wireless systems/ channels and the way they perform in a fading environment. In the sections to follow, we shall study how this performance can further be improved by employing antifading techniques. If this book were written before the mid1980s, this chapter and Chapter 2 would not have been necessary because most of the transmission systems used were FM, which can operate without the need for fading compensation, as we saw in Chapter 3. The information signals were mainly analog and the FM discriminators used for demodulation were sufficient. With the advent of coherent detection and the digitization of the information signals, we are able to optimize signal detection under the condition of fading by employing fading compensation for the coherent demodulators. Coherent detection, which utilizes fading compensation, can roughly be divided into two categories: those that don’t employ pilot signal-aided techniques and those that do employ pilot signals. The mathematical structures of coherent demodulators were presented in Chapter 2. Here we will show how this structure can be improved, as far as detection is concerned, in a fading channel. Figure 4.1 shows a typical configuration for a coherent demodulator.
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Table 4.1 Coherent Detection in Fading Channels Calculation of BEP 1. Modulation QAM P b (E /␥ ) ≈ 4
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Figure 4.1 M-ary PSK coherent demodulator. (After: [2].)



4.4.1 Nonpilot Signal–Aided Techniques 4.4.1.1 Phase Lock Loop–Based Carrier Generation



The received signal is first filtered by a BPF to pick up the spectrum around the desired signal. For the M-ary PSK case, because the information resides only in the phase component of the transmitted signal, we usually remove amplitude variation using an automatic gain controller (AGC) or a hard limiter. Furthermore, the frequency of the received signal is controlled at a proper frequency by the automatic frequency controller (AFC). In Figure 4.2, a carrier regeneration circuit is shown using a phase lock loop (PLL) with an M × M multiplier for M-ary PSK signals. Other carrier regeneration circuits of the same category are using a Costas loop [2, 5, 6]. PLLs sometimes lose synchronization when phase errors in the PLL are very large. The modified PLL has an instantaneous phase error monitoring function to detect a large phase error that could cause out of lock conditions. When it detects a very large instantaneous phase error, the voltage control oscillator (VCO) output phase is compulsorily shifted to reduce the phase error and thus operates as an adaptive carrier tracking (ACT) circuit, which



Figure 4.2 Carrier regeneration circuit for M-ary PSK using PLL. (After: [2].)
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performs better under a flat Rayleigh fading condition at high E s /N 0 . At lower E s /N 0 , the PLL with ACT performs worse than a conventional Costas loop. To overcome this problem, a dual mode carrier recovery (DCR) controller that selects the appropriate PLL mode is used. 4.4.1.2 Least Mean Square–Based Carrier Regeneration



Figure 4.3 shows a receiver configuration based on a least mean square (LMS) estimation fading compensator. The received signal is picked up by the BPF, its envelope variation is suppressed by the AGC, its frequency drift is compensated for by using an AFC, and then the received signal is downconverted to the baseband using a local oscillator. Using these techniques (i.e., modified PLL and LMS estimation), it is shown in [2] that substantial improvement is achieved over nonfading compensated channels. 4.4.2 Pilot Signal–Aided Techniques When we want to apply phase-encoding schemes, we have to estimate carrier frequency as well as its phase variation due to fading with no ambiguity. Moreover, we also have to estimate amplitude variation if we want to employ amplitude modulation as a modulation scheme. To accurately estimate fading variation, pilot signal–aided calibration techniques are widely used in wireless communication systems. There are three types of the pilot signal–aided techniques: 1. Pilot tone–aided techniques in which one or more tone [continuous wave (CW)] signal(s) and the information signal are multiplexed



Figure 4.3 LMS-based fading compensator. (After: [2].)
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in the frequency domain (frequency division multiplexing type, or FDM); 2. Pilot symbol–aided techniques in which a known pilot symbol sequence and the information symbol sequence are multiplexed in the time domain (time division multiplexing type, or TDM); 3. Pilot code–aided techniques in which a spread-spectrum signal using a spreading code orthogonal to that for the information (traffic) channel(s) and the traffic channel are multiplexed (code division multiplexing type, or CDM). Figures 4.4(a–c) show classification of the pilot signal–aided calibration techniques. We will discuss each technique in detail in the following sections. We saw that fading compensation techniques exist but require differential decoding due to phase ambiguity on the part of PLL. 4.4.2.1 FDM Pilot Signal



For this type of pilot-assisted fading compensation, we transmit a carrier component simultaneously with the modulated signal and thus regenerate a reference signal of the received signal with no phase ambiguity. It is, however, necessary to make them orthogonal with each other because we have to discriminate these two components at the receiver. An example is shown in Figure 4.5, which achieves the required orthogonality between a modulated signal and its pilot tone. Depending on the modulation scheme used for transmission, various specialized techniques have been developed [2], such as tone calibration technique more applicable to QPSK and the transparent tone in band (TTIB) scheme more applicable to QAM. 4.4.2.2 TDM Pilot Signal



As shown in Figure 4.4(b), we insert a pilot symbol every (N − 1) information symbols. If the symbol rate of the information sequence is R s and the pilot symbol sequence with symbol rate is R p , their relationship is given by R s = (N − 1) R p



(4.38)



The information rate is reduced after multiplexing and becomes N R , because for every N − 1 information symbols, one pilot symbol N−1 s was inserted. When in-phase and quadrature-phase fading components are changing, as shown is Figure 4.6(a) for the particular QAM case, we can
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Figure 4.4 (a) FDM-type pilot signal, (b) TDM-type pilot signal, and (c) CDM-type pilot signal. (After: [2].)



sample these components and obtain a sample data sequence of Figure 4.6(b). Because the fading variation is subject to the band-limited Gaussian random process and thus very smooth, it can be estimated by interpolation techniques. It is shown in [2] that two interpolation techniques, such as the Nyquist and Gaussian, give satisfactory results for a variety of E b /N 0 , as well as information signal and pilot symbol rates and fading spectra for QAMmodulation schemes. 4.4.2.3 CDM Pilot Signal



Pilot code–aided techniques applicable to DS-CDMA use the orthogonal codes, like Walsh codes, to multiplex the channels that carry information
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Figure 4.5 FDM pilot signal–aided transmitter and receiver. (After: [2].)



with the pilot channel. The transmission from the base station to the receiver is shown in the Figure 4.7 [2]. The baseband signal is given by s (t ) =
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ak ␦ (t −  Tk ) ∑ −∞



(4.39)



where a k = a Ik + ja Qk ; a Ik , a Qk are the in phase and quadrature components of symbol k ; Ts is the symbol duration;



␦ (t ) is the Delta function. In this case, we use Walsh spreading codes for spreading in the form given here (i.e., for the information channel and the pilot channel, respectively). w (t ) =
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Figure 4.6 Fading estimation/compensation using pilot symbol–aided techniques: (a) fading variation, (b) sampling, and (c) interpolation. (After: [2].)



where N is the number of symbols in the Walsh code; Tc is a symbol duration of the Walsh code, which is assumed to be the same as the chip duration of the Walsh code multiplied baseband signals. The spreading PN sequence used to spread the Walsh-coded information data is given in the form n (t ) =



∞



∑



l = −∞
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Figure 4.7 Pilot channel multiplexed CDMA. (Source: [2]. Reprinted with permission.)



where n (l mod N p ) = n I (l mod N p ) + jn Q (l mod N p )



(4.42)



The modulated signals of the information channel and pilot channel, as shown in Figure 4.7, are given by s (t ) =



∞
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(4.43) and the pilot channel s p(t ) =
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where N p is the number of PN symbols in one period, its chip duration is the same as that of the Walsh code Tc , and c (t ) is the impulse response of the lowpass filter (LPF) of the transmitter. The received signal of the information channel s (t ) and that of the pilot channel s p (t ) transmitted via a multipath fading channel, with its impulse response of c ch (t ), are given by [2]: s (t ) =
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k = −∞ l = 0



(4.45) s p(t ) =



∞



N −1



∑ ∑ n (kN + l mod N ) c 1 (t − kTs − lTc ) ⭈ exp ( j 2 f c t )



k = −∞ l = 0



p



(4.46) where c 1 (t ) = c (t ) ⊗ c ch (t ) and ⊗ is the convolution. The pilot channel can be assigned very high power. In some cases, the power of the pilot channel could be as much as 14 dB higher than that of the information channel. However, in the direction from the mobile station to the base station, because the received signal as the base station experiences different propagation path distortion, each information channel must be associated with its own pilot channel. In such a case, it is often considered that a DPSK system for the uplink will be applicable. Power suppression to a certain level of the pilot carrier is often used to solve this problem and avoid the usage of fading compensating techniques other than the pilot-aided method. The receiver for such a case is shown in Figure 4.8. We observe that first the signal is fed to a matched filter to obtain a delay profile of the received signal. Because the SNR of the delay profile at this point is low, we can improve it by coherently accumulating delay profiles at the complex delay profile estimator, as shown in Figure 4.9. In [2], it is shown via experimental results that pilot signal–aided techniques provide an acceptable means for compensating flat fading and improving BER. The significance of these results cannot be appreciated if the reader of this book did not have a chance to review the parameters involved with the system, channel, and transmission levels in Chapters 1, 2, and 3. In the following sections of this chapter, we will study other compensating schemes for both flat and frequency selective fading. In Chapter 6, however, we will review, study, and evaluate the problem of interference and signal distortion reduction in a general context.
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Figure 4.8 Receiver configuration of the suppressed pilot channel. (Source: [2]. Reprinted with permission.)



4.4.3 Diversity Techniques In Chapter 2, we showed how the narrowband effects of the multipath channel cause very significant impairment of the quality of communication available from a mobile radio channel. Diversity is an important technique for overcoming these impairments and will be examined in this section. We shall also describe, in the section to follow, means of overcoming other impairments related to wideband fading and frequency selective fading. In some cases, these techniques work so successfully that communication quality is improved beyond the level, which would be achieved in the absence of the channel distortions [7–12]. The basic concept of diversity is that the receiver should have more than one version of the transmitted signal available, where each version is received through a distinct channel, as illustrated in Figure 4.10. In each
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Figure 4.9 Concept of the complex delay profile estimation using coherent accumulation of the delay profiles. (Source: [2]. Reprinted with permission.)



Figure 4.10 Channel diversity demodulator. (After: [12].  1999 John Wiley & Sons, Inc.)
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channel, the fading is intended to be mostly independent, so the chance of a deep fade (and hence, loss of communication) occurring in all of the channels simultaneously is very much reduced. Each of the channels in Figure 4.10 (plus the corresponding receiver circuit) is called a branch, and the outputs of the channels are processed and routed to the demodulator by the diversity combiner. Suppose the probability of experiencing a loss in communications due to a deep fade on one channel is p and this probability is independent on all of N channels. The probability of losing communications on all channels simultaneously is then p N. Thus, a 10% chance of losing contact for one channel is reduced to 0.13 = 0.001 = 0.1% with three independently fading channels. This in illustrated in Figure 4.11, which shows two independent Rayleigh signals. The thick line shows the trajectory of the stronger of the two signals, which clearly experiences significantly fewer deep fades than either of the individual signals. Two criteria are necessary to obtain a high degree of improvement from a diversity system. First, the fading in individual branches should have low cross-correlation. Second, the mean power available from each branch should be almost equal. If the correlation is too high, then deep fades in the branches will occur simultaneously. If, by contrast, the branches have low correlation but have very different mean power, then the signal in a weaker branch may not be useful even though it is less faded (below its mean) than the other branches. Assuming that two branches numbered 1 and 2 can be represented by multiplicative narrowband channels a 1 and a 2 , then the correlation between the two branches is expressed by the correlation coefficient  12 defined by



Figure 4.11 Diversity concept. (After: [12].  1999 John Wiley & Sons, Inc.)
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 12 =



E [(␣ 1 −  1 )(␣ 2 −  2 )* ]  1 2



(4.47)



* indicates complex conjugate If both channels have zero mean (true for Rayleigh, but not for Rice fading), this reduces to
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E [␣ 1 ␣ 2* ]  1 2



(4.48)



The mean power in channel i is defined by Pi =



E 冋|␣i |册 2



(4.49)



To design a good diversity system, therefore, we need to find methods of obtaining channels with low correlation coefficients and high mean power. Among many diversity schemes, space diversity, polarization diversity, frequency diversity, time diversity, path diversity, directional diversity, and diversity-combining schemes are the most popular. 4.4.3.1 Space Diversity



The most fundamental way of obtaining diversity is to use two antennas, separated in space sufficiently that the relative phases of the multipath contributions are significantly different at the two antennas. The required spacing differs considerably at the mobile and the base station in a macrocell environment as follows [6–12]. Figure 4.12 shows two antennas separated by a distance, d ; both receive waves from two scatterers, A and B. The phase differences between the total



Figure 4.12 Space diversity antennas. (After: [12].  1999 John Wiley & Sons, Inc.)
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signals received at each of the antennas is proportional to the differences in the path lengths from the scatterers to each antenna, namely (r 1 − r 3 ) and (r 2 − r 4 ). If the distance between the scatterers, r s , or the distance between the antennas, d , increases, then these path length differences also increase. When large phase differences are averaged over a number of mobile positions, they give rise to a low correlation between the signals at the antennas. Hence, we expect the correlation to decrease with increases in either d or r s . Examining this effect more formally, Figure 4.13 shows the path to a single scatterer at an angle  to the broadside direction (the normal to the line joining the antennas). It is assumed that the distance to the scatterer is much greater than d , so both antennas view the scatterer from the same direction. The phase difference between the fields incident on the antennas is then



 = −kd sin 



(4.50)



We can then represent the fields at the two antennas resulting from this scatterer as



␣ 1 = r and ␣ 2 = re j



(4.51)



If a large number of scatterers is present, the signals become a summation of the contributions from each of the scatterers:
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where r i are the amplitudes associated with each of the scatterers. The correlation between ␣ 1 and ␣ 2 is then given by [12]:



Figure 4.13 Geometry for prediction of space-diversity correlation. (After: [12].  1999 John Wiley & Sons, Inc.)
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The scatterers are assumed uncorrelated and the expected value may be found by treating  as a continuous random variable with PDF, p ( ) yielding 2
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Equation (4.54) can be used in a wide range of situations, provided reasonable distributions for p ( ) can be found to be used in (4.54) to find the expected value. Note that (4.54) is essentially a Fourier transform relationship between p ( ) and  (d ). There is therefore an inverse relationship between the widths of the two functions. As a result, a narrow angular distribution will produce a slow decrease in the correlation with antenna spacing, which will limit the usefulness of space diversity, whereas environments with significant scatterers widely spread around the antenna will produce good space diversity for modest antenna spacings. It also implies that if the mobile is situated close to a line through antennas 1 and 2 (the endfire direction), the effective value of d becomes close to zero and the correlation will be higher. 4.4.3.2 Polarization Diversity



When a signal is transmitted by two polarized antennas and received by two polarized antennas, we can obtain two correlated fading variations. This is because the vertical and horizontal polarized components experience different fading variation due to different reflection coefficients of the building walls. There are two distinct features of this scheme: we can install two polarization antennas at the same place, and it does not require any extra spectrum. In other words, we do not have to be careful about the antenna separation, as in the case of space diversity. However, this scheme can achieve only two branch diversity schemes. One more drawback is that we have to transmit 3 dB more power because we have to feed signals to both polarization antennas at the transmitter. In other words, due to the multiple reflections and scattering that the transmitted signal experiences during its propagation, and to the random mobile antenna orientation, a significant amount of the transmitted energy
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over the radio channel is usually transposed to a polarization state orthogonal to that of the transmitting antenna. The use of polarization diversity techniques thus allows the receiver to take advantage of both the copolarized and the cross-polarized states [13]. Additionally, it is also worth mentioning that polarization diversity is a simple means to improve performance of wireless communication systems without requiring the large antenna spacing that is necessary in spatial diversity techniques to obtain significant performance improvements. This implies that the use of polarization diversity has the potential to simplify the base station deployment. Moreover, if a microstrip antenna with two polarizations is used, only one antenna is sufficient to achieve diversity [13]. Polarization diversity may thus be a convenient and cheap way to exploit diversity benefits also in mobile transceivers that, due to space limitations, cannot support easily multiple antennas. Finally, other advantages of polarization diversity include that this technique requires neither additional bandwidth with respect to a nondiversity system nor additional power to transmit the same information over two disjoint frequency bands. The beneficial impact of this technique on DSCDMA systems has been investigated in [14]. It is shown that polarization diversity reception for nonorthogonal multipulse signals in a multiuser system operating over a single-path Rayleigh fading channel can be treated in a generalized way and achieve satisfactory results over existing techniques with or without polarization diversion. The treatment consists of the use of receivers that, as a first stage, implement a decorrelation filter to get rid of multiuser interference. The decoding process utilizes a generalized likelihood ratio first and uses the maximum likelihood estimates of each user-received waveform, as shown in [15]. 4.4.3.3 Frequency Diversity



When a narrowband signal is transmitted over a frequency-selective fading channel, we can obtain independent fading variations if their frequency separation is larger than the coherence bandwidth. Although this scheme can easily obtain any number of diversity branches (L ), it degrades system capacity because a channel occupies L times more bandwidth to achieve L -branch frequency diversity. Moreover, it requires L times more power. Therefore, this scheme is not applied much to land-mobile communications in which spectrum and power savings are the most important issues. However, fading variation independence between sufficiently separated frequency components is a very important effect for land mobile-communication technologies. This is called the frequency-diversity effect. For example, multicarrier transmission and frequency hopping techniques utilize this effect [16–18].
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4.4.3.4 Time Diversity



As discussed in Chapter 2, the fading correlation coefficient  ( ) is low when f d  > 0.5, where f d maximum Doppler frequency, ␣ time delay. Therefore, when an identical message is transmitted over different time slots with a time slot interval of more than 0.5/f d , we can obtain diversity branch signals. Although this scheme requires L times more spectrum, it has the advantage that its hardware is very simple because the entire process is carried out at the baseband. Therefore, time diversity is effective for the CDMA systems in which bandwidth expansion of the source signal is not a problem. However, it is less effective when the terminal speed is very slow because a very long time slot interval is necessary to obtain sufficient diversity gain. Moreover, when the terminal is standing still, we cannot obtain diversity gain at all [19–20]. 4.4.3.5 Directional Diversity



Because received signals at the terminal consist of reflection, diffraction, or scattered signals around the terminal, they come from incident angles. When we can resolve the received signal by using directive antennas, we can obtain independently faded signals because all of the paths coming from different angles are mutually independent. This scheme, however, is applicable only to the terminal because the received signal from a terminal comes from only limited directions at the base station. When we employ a directive antenna, we can reduce Doppler spread for each branch, as discussed in Chapter 2. 4.4.3.6 Path Diversity



Path diversity is a diversity-combining scheme that resolves direct and delayed components and coherently combines them. Therefore, this scheme is called implicit diversity because diversity branches are created after the signal reception. The adaptive equalizer and RAKE receiver are classified as path-diversity schemes. The most distinct feature of this method is that no extra antenna, power, or spectrum are necessary. To design such a diversity scheme, however, we must pay attention to the propagation path conditions because path diversity is less effective when the channel is under flat Rayleigh fading conditions. The advantages and disadvantages of each diversity scheme discussed so far will be summarized in Table 4.2. 4.4.3.7 Diversity Combining



Diversity techniques actively use the nature of propagation path characteristics to improve receiver sensitivity. The concept of diversity combining was shown in Figure 4.10.
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Table 4.2 Features of Each Diversity Scheme Diversity Scheme



Advantages



Disadvantages



Space diversity



Easy to design. Any number of diversity branches are (L ) selectable. No extra power nor bandwidth is necessary. Applicable to macroscopic diversity.



Hardware size could be large (depends on device technologies). Large antenna spacing is necessary for microscopic diversity at the base station.



Polarization diversity



No space is necessary. No extra bandwidth is necessary.



Only two branch diversity schemes are possible. Three decibels more power is necessary.



Frequency diversity



Any number of diversity branches (L ) are selectable.



L times more power and spectrum are necessary.



Time diversity



No space is necessary. Any number of diversity branches (L ) are selectable. Hardware is very simple.



L times more spectrum are necessary. Large buffer memory is necessary when f d is small.



Directional (angle) diversity



Doppler spread is reducible.



Diversity gain depends on the obstacles around the terminal. Applicable only to the terminal.



Path diversity



No space is necessary. No extra power or bandwidth is necessary.



Diversity gain depends on the delay profile.



(From: [2].)



We observe that if we select one of the antennas having the higher received signal level, we can reduce the probability of deep fading. This type of diversity is called microscopic because it intends to mitigate rapid fading variation by the microscopic configuration of the construction around the moving terminal. For the mitigation of shadowing (slow fading), we employ macrodiversity, which uses two or more base stations and sometimes it is called site diversity. Among the various diversity-combining schemes, we distinguish two: the pure-combining and hybrid-combining techniques. Further, the pure-combining techniques are distinguished into four principal types, depending on the complexity restrictions put on the commu-
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nication system and the amount of channel state information (CSI) available at the receiver. These are: selective combining (SC), maximal ratio combining (MRC), equal gain combining (EGC), and switch and stay combining (SSC). The hybrid-combining schemes are distinguished into generalized and multidimensional. 1. Selective combining.



SC is a category of pure combining for which the diversity branch with the strongest received signal is selected. If we assume that the instantaneous received signal level is subject to Rayleigh fading, we saw in Chapter 2 that the PDF received SNR level for the k th branch is given by P (␥ k ) =



1 − (␥ / ␥ ) e k ␥



(4.55)



and the cumulative distribution function is given by P (␥ k ≤ x ) = 1 − e − (x / ␥ )



(4.56)



If we consider the contribution of the other L branches and use L branch selective combining, the probability that the signal levels of all the branches go below a certain level x is given next. Therefore,



写 L



P sel (␥ ≤ x ) = P (␥ 1 ≤ x ) ⭈ P (␥ 2 ≤ x ) . . . P (␥ L ≤ x ) =



[1 − e − (x / ␥ ) ]



k =1



(4.57) and the corresponding PDF is given by P sel (␥ ) =



L − (␥ / ␥ ) e [1 − e − (␥ / ␥ ) ]L − 1 ␥



(4.58)



The BER for various standards form of modulations as we saw in Chapter 2 are expressed in the form of a 冠erfc 冠√b␥ 冡冡 or ae −b␥. In the case when, without fading, the BER is given by a 冠erfc 冠√b␥ 冡冡, the average BER for L branch selection diversity under Rayleigh fading conditions is given by
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p(␥) =



冕冠



a erfc 冠√b␥ 冡冡



0 L −1



∑



= aL



(−1)m



m =0
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L ⭈ e − (␥ / ␥ ) [1 − e − (␥ / ␥ ) ]L − 1 d␥ ␥



冉 冊 L−1 m



1 m+1



冤 √ 1−



(4.59)



1



1+



m+1 b␥



冥



(4.60)



where ␥ is the average E b /N 0 . When the BER is given by ae −b␥, the BER for L -branch selection diversity under Rayleigh fading conditions is given by ∞



P(␥) =



冕



ae −b␥



L ⭈ e − (␥ / ␥ ) [1 − e − (␥ / ␥ ) ]L − 1 d␥ ␥



0 L −1



= aL



∑ (−1)m



m =0



冉 冊 L−1 m



冋



1 1 m + 1 1 + b ␥ /(m + 1)



(4.61)



册



2. Maximal ratio combining.



In the selections-combining scheme, only one of the diversity branch signals are discarded at the diversity combiner. Thus, if all the branch signals are coherently combined with an appropriate weighting coefficient for each branch signal, performance improvement could be expected. In the previous chapter, we saw that the RAKE receiver could be considered as an optimal ratio combining scheme in the absence of interference if all channel-fading parameters are known and regardless of fading statistics. For the case of Rayleigh fading, where each of the L independent identically distributed fading paths has a SNR per bit per pair, ␥ l , of the form P ␥ l (␥ l ) =



1 ⭈ e − (␥ l / ␥ ) ␥



(4.62)



and the SNR per bit of the combined SNR, ␥ t , has a probability density function P ␥ t (␥ t ) =



1 (L − 1)! ⭈ ␥ L



⭈ ␥ tL − 1 e − (␥ t / ␥ )



(4.63)
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where ␥ t = is given by



∑ ␥ k and the average probability of error under Rayleigh fading



k =1 ∞



P (␥ t ) =



冕



ae −b␥



1 (L − 1)! ⭈ ␥



L



⭈ ␥ tL − 1 e − (␥ t / ␥ ) d␥ t = a



冋



(L − 1)! (1 + b ␥ )L



册



0



(4.64) For this case, the BER under AWGN noise conditions is given by ae −b␥. In the case with the BER is given by a 冠erfc 冠√b␥ 冡冡 ∞



P (␥ t ) =



冕



aerfc √b␥



1 (L − 1)! ⭈ ␥



L



⭈ ␥ tL − 1 e − (␥ t / ␥ ) d␥ t



(4.65)



0



This methodology leads to the derivation of these equations, which, when properly adjusted, will determine the average probability of error for a variety of modulation schemes [2]. (a) MRC with pilot-aided techniques. One reason that maximal ratio combining has hardly been used in land mobile communications systems, although it gives the maximum SNR of the combined signal, is that it requires at least an accurate estimate of channel parameters. This observation justifies the methodology we adapted in the Preface by which we had to include the material of Chapter 2. Before the emergence of sophisticated digital signal processing techniques, the estimation algorithms required resulted in the implementation of complicated hardware. As a result, MRC has become feasible using pilot signal–aided techniques with much simpler hardware. The pilot signal is used to estimate the fading variation and the maximum ratio-combining scheme in conjunction with the received baseband signal is implemented to detect the transmitted data. 3. Equal gain combining.



We saw that MRC provides the maximum performance improvement relative to all other diversity-combining techniques by maximizing the SNR at the combiner output. However, MRC has the highest complexity because it
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requires the knowledge of the fading amplitude in each signal branch. Equal gain combining (EGC), however, is much simpler and is considered a good alternative to MRC. It combines all of the branches with the same weighting factor. For equally likely transmitted symbols, it can be shown that the total conditional SNR per symbol ␥ EGC at the output of the EGC combiner is given by



冢∑ 冣 L



␥ EGC =



l =1



(a l )2 E s (4.66)



L



∑ Nl



l =1



where E s is the energy per symbol. N l is the AWGN PSD on the l th path. For Rayleigh fading, we have



冉



 4



␥ EGC = ␥ 1 + (L − 1)



冊



(4.67)



For BPSK or binary FSK modulation over a multilink channel with L paths, the BER conditioned on the fading amplitudes a l , is given by



冢√ 冣 2



冢∑ 冣 L



Eb



P b (E /a l , l = 1, L ) = Q



2g



l =4



al



L



= Q 冠√2g␥ EGC 冡



∑ Nl



l =1



(4.68)



where g depends on the modulation. g = 1 for BPSK and g = 0.715 for BFSK. The average BER, P b (E ), is thus given by



P b (E ) = L



where a t =



∑ al



l =1



冕 0



冢√ 冣 2gE b a t2



∞



Q



L



∑ Nl



l =1



Pa t (a t ) da t



(4.69)
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Equation (4.69) is evaluated in [1]. EGC can also be used in conjunction with differentially coherent and noncoherent cases. For differentially coherent detection, the receiver takes, at every branch l , the difference of two adjacent transmitted phases to arrive at the decision. For noncoherent detection, the decision is taken using a square law detector without estimating the phase. Using EGC, the L decision outputs are summed to form the final decision, and the receiver selects the symbol corresponding to the maximum decision variable. Again, the total conditional SNR per bit ␥ t at the output of an EGC combiner is given by L



␥t =



∑ ␥l



(4.70)



l =1



The average BER for these cases is analyzed in [1]. 4. Switched and stay diversity.



Switched diversity refers to the case where the receiver switches to and stays with the other branch regardless of whether the SNR of that branch is above or below a predetermined threshold. Hence, this scheme is called SSC. The threshold is an additional design parameter for optimization. Figure 4.14 shows the operation of a dual branch SSC. The philosophy of SSC can be translated statistically with the following cumulative distribution functions for the output



Figure 4.14 Dual-branch SSC diversity. (After: [1].  2000 John Wiley & Sons, Inc.)
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␥2 ≤ ␥ ␥1 ≤ ␥T



冎



␥ < ␥T (4.71) ␥ ≥ ␥T



and ␥ 2 ≤ ␥ or P␥ SSC (␥ ) =



␥ < ␥T (4.72) ␥ ≥ ␥T



P r (␥ ) − P␥ (␥ T ) + P␥ (␥ ) P␥ (␥ T ),



For the case of Rayleigh and Nakagami-m fading, the PDF and cumulative distribution functions (CDFs) for ␥ are given respectively by (4.73) and (4.74) for the PDFs and (4.75) and (4.76) for the CDFs. Rayleigh fading p ␥ (␥ ) =



1 − (␥ / ␥ ) e , P␥ (␥ ) = 1 − e − (␥ / ␥ ) ␥



(4.73)



Nakagami-m



p ␥ (␥ ) =



冉冊 m ␥



m



␥ m −1



⌫(m )



e − (m␥ / ␥ ), P␥ (␥ ) = 1 −



冉



⌫ m,



m␥ ␥



⌫(m )



冊



(4.74)



Taking the derivative of the CDF, we obtain the PDFs, which become p␥ SSC (␥ ) =



再



P␥ (␥ T ) p␥ (␥ ), [1 + P␥ (␥ T )] p␥ (␥ ),



␥ < ␥T ␥ ≥ ␥T



(4.75)



which can be written for Rayleigh fading as



P␥ SSC (␥ ) =



冦



1 冠1 − e − (␥ T / ␥ ) 冡 e − (␥ / ␥ ), ␥ 1 冠2 − e − (␥ T / ␥ ) 冡 e − (␥ / ␥ ), ␥



and for Nakagami-m fading as



␥ < ␥T ␥ ≥ ␥T



(4.76)
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p␥ SSC (␥ ) =



冉



m ⌫ m, ␥ ␥ T



(4.77)



Similar expressions can be found for other types of fading by using Table 2.1 [1]. By averaging ␥ over p␥ SSC (␥ ) given by (4.76), we obtain the average of ␥ SSC as ∞
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For Rayleigh fading ∞
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whereas the average BER for BPSK is given by [1]:



冉
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␥T 2
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Figure 4.15 illustrates some of the important results obtained so far. We observe a consistent improvement using MRC. We observe that the average BER of BPSK with MRC, SC, and SSC as a function of SNR per bit per branch ␥ for Nakagami-m fading channel changes drastically with m . For m ≥ 1, the MRC case shows drastic improvement on BER over the other two cases. So far, we have analyzed the performance of various multichannel receivers using various combining techniques under the assumptions that the diversity branches contribute independent and identically distributed signals. If this is not true, which is also what we practically expect in mobile communications, a more involved analysis is required. This problem has been studied by various researchers [1]. One can say that unbalanced branches ␥ 1 ≠ ␥ 2 affects the performance of the receiver as far as BER significantly whereas correlated branches with as much as 0.6 correlation coefficients do not seriously degrade BER performance. In all cases, however, we assumed that the channel parameters were accurately estimated. The effects of channel estimations error or channel decorrelation on the performance of diversity systems has been studied in [21–29]. 4.4.3.8 Hybrid Diversity Schemes



The diversity techniques associated with combining studied so far suffered either due to complexity or channel estimation errors such as MRC and



Figure 4.15 Average BER for MRC, SC, and SSC. (Source: [1].  2000 John Wiley & Sons, Inc.)
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EGC. Moreover, the SC and SSC use only one path out of all the available multipaths and thus do not exploit the amount of diversity offered by the channel. In order to close the gap, generalized selection combining (GSC) techniques have been proposed [1], which combine adaptively under the scheme of MRC and EGC the L c strongest paths among the L available. These types of receivers are also less complex because for the case of spreadspectrum systems, fewer fingers are used and are more robust towards channel estimations errors because the weakest SNR paths, which are more vulnerable to errors, are excluded. 1. Generalized selection combining. The procedure used to determine the pdf and average SNR as well as average BER for these diversity techniques have been presented in [1]. It is shown that for the case of BSPK signals with Nakagami-m and Rayleigh, fading is shown in Figure 4.16(a) and (b), respectively. It is observed that as the number of strongest paths increases, the performance is improved, but in a diminishing manner. Meanwhile, as the number of available diversity paths is increased, the performance is greatly improved. 2. Generalized switched diversity. Generalized switched selection combining (GSSC) involves the reception of even number 2 L of diversity branches grouped in pairs. Every pair of signals is fed to a switching unit that operates according to the rules of SSC, and outputs from the L switching units are connected to MRC or EGC. GSSC is a decentralized scheme and can be viewed as a more practical implementation of GSC. More details are given in [1, 30, 31].



4.5 Frequency Selective Fading This section will deal with the ways we can cope when we design high bitrate wireless systems in a frequency selective fading environment. Figure 4.17 shows a general model of frequency selective fading. From Figure 4.17, we can write s T (t ) = Re (c T (t ) ⊗ u (t )) e j 2 f c t where ⊗ = convolution operator



(4.81)
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Figure 4.16 Average BER of BPSK signals with Rayleigh and Nakagami-m. (Source: [1].  2000 John Wiley & Sons, Inc.)



If we define z T (t ) = c T (t ) ⊗ u (t ),



(4.82)



s T (t ) = Re (z T (t ) e j 2 f c t )



(4.83)



we can write



Assuming a discrete time operation (i.e., the output y (t ), is obtained by optimal sampling timing where t n = nTs ), we obtain
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Figure 4.17 Frequency selective fading. (After: [2].)



y (nTs ) =



∞



∑ u i c ((n − i ) Ts )



i = −∞



= c (0) u n +



= c0un +



∞



∑ u n − i c (iTs )



(4.84)



i = −∞ i ≠0 ∞



∑ u n −i c i



i ≠ −∞ i ≠0



or where c (t ) = c T (t ) ⊗ c R (t ) ⊗ c g (t ) c R (t ) = Impulse response of received LPF



(4.85)



c g (t ) = c b (t ) e −j 2  f off t − j (t ) c b (t ) is the baseband equivalent of the impulse response of the frequency selective fading channel c c (t ), such that
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(4.86)



f off = offset frequency between carrier and local oscillator u n = u (nT s ), c i = c (iT s )



(4.87)



We observe that the first term of the output y (nTs ) at the instant t = nTs is the desired component of the input, and the rest is called intersymbol interference (ISI). If c (iT s ) = 0 for i ≠ 0, then the propagation path characteristics can be treated as a flat Rayleigh fading. If, on the other hand c (iT s ) ≠ 0 for i = 0 and 1 and for all other i, c (iT s ) are negligible, we call the model a two-ray Rayleigh model. In general, from the structure of (4.85), it seems that an equalizer of the form of a tranverse filter can provide the means of reducing the effects of ISI. In other words, a tranverse filter can compensate (reduce or eliminate) the ISI. The problem of ISI is studied in Section 5.24 of Chapter 5 and Section 6.2.4.1 of Chapter 6. In this section, we shall outline some of the features of nonlinear schemes, which provide an alternative approach to ISI combating with fewer limitations. 4.5.1 Equalizers We shall briefly describe the decision feedback equalizer (DFE) as shown in Figure 4.18. We shall also describe the maximum likelihood sequence estimator (MLSE) as an equalizer. In Chapters 6 and 7, we shall show how these nonlinear equalizers are used to combat interference and/or signal distortion due to fading.



Figure 4.18 DFE.
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4.5.1.1 DFE



It is almost obvious that in order to combat ISI, we must try to eliminate or somehow reduce the effect of the ISI term in (4.84). The output of the equalizer in Figure 4.18 can be written as (4.88), which follows. 0



yˆ (kT s ) =



∑



c i u k −1 +



i = −M 1



M2



∑ c i y k −1



(4.88)



i =1



where the feedforward filter contains (M i + 1) taps and the feedback filter contains M 2 taps. As long as the decision process is correct, the symbols fed back contain no noise and the resultant SNR at the equalizer output is higher than for a linear equalizer with the same total number of taps. This process relies on the decision being correct; when a detection error is made, the subtraction process may give catastrophically wrong results, which may lead to further detection errors, and so on. This error propagation phenomenon is a significant disadvantage of the DFE. It is seen from (4.88) that if we define the following vectors u nT ≡ [u n + M 1 , u n + M i − 1 . . . u n − 1 , y n − 1 , y n − 2 , . . . y n − M 2 ] (4.89) and the vector h T = [c −M 1 , c −M 1 + 1 , . . . c −1 , c 1 , c 2 , . . . c M 2 ]



(4.90)



yˆ (kT s ) ≡ yˆ k



(4.91)



yˆ k = h T u n



(4.92)



and



then we can write (4.88) as



If we knew exactly the parameters vector h , we could choose the appropriate filter to reproduce them and thus eliminate ISI. This, however, is the problem. We must solve and thus choose various recursive algorithms to determine the optimal h ; we must, therefore, resort to recursive algorithms
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because these types of algorithms by their nature are adaptive, which means that they can be used on-line to estimate the channel. The observation makes it essential to review the material of Chapter 2. It also exhibits the relevance of Chapter 2 to the main theme of this book. The on-line operation is mandatory because of the time dependence of channel parameters, and thus any equalizer must implement a continually updating estimation procedure. In such a context (4.88), becomes yˆ k = h nT− 1 u n



(4.93)



where h nT− 1 is the unknown vector to be determined in an adaptive manner. The best way to develop adaptive algorithms for a time-discrete process is to try to develop a process that leads to the minimization of the error between the desired and estimated output. It is shown in [2] that such a process, called recursive least squares (RLS), yields the following adaptive algorithms. hn = hn − 1 + en k n



(4.94)



k n = P n − 1 (u n*T P n u n +  v e )−1 ⭈ u n



(4.95)



P n = (P n − 1 − k n u n*T P n − 1 )  −1



(4.96)



where



e n = y n − yˆ n ; v e = variance of e n (scalar); P0 = I ;



 = a weighting factor called forgetting factor. k n is the so-called Kalman gain. P n is the covariance of h n starting usually with P 0 = I or multiplied by a constant smaller than one for convergence purposes. Many modifications of RLS have been developed over the years [2], and one of them is the Kalman algorithm, which will be examined in detail in Chapter 6 and explained in Appendix B. Minimum mean square estimation–based algorithms require a known training sequence to be transmitted to the receiver for the purpose of initially
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adjusting the equalizer coefficients. However, there are some applications, such as multipoint communication networks, where it is desirable for the receiver to synchronize to the received signal and to adjust the equalizer without requiring a known training sequence. Equalization techniques based on initial adjustment of the coefficients without the benefit of training sequence are said to be self-recovering or blind. A number of such blind equalizers exist, the most important of which [3] are: 1. LMS-based blind equalization; 2. Stochastic gradient–based blind equalization; 3. Blind equalization based on second and higher order statistics. 4.5.1.2 Maximum Likelihood Sequence Estimation



The maximum likelihood sequence estimation (MLSE) algorithm operates on the estimated data sequence directly, and for this reason it is associated with an appropriate decoder, which in many cases is a Viterbi decoder. The criterion usually adopted to define the optimum receiver is the maximum likelihood criterion, and it can work equally well for slow and fast variation of the channel and can be treated equally well as a time-continuous or discrete case. The typical MLSE algorithm with a Viterbi decoder is shown in Figure 4.19. The mathematical model can be given in the form J (h ) = E 冋 | u (t ) − uˆ (t , b ) |



2



册



(4.97)



= E 冋 | u (t ) | + | uˆ (t , b ) | − 2 Re (u (t ) uˆ * (t , b ))册 2



2



where E (⭈) is the expected value operator, b is the bit sequence. Because the first term of (4.97) is not dependent on b, minimization of J (b ) is equivalent to minimizing only the term of equation E [Re u (t ) uˆ * (t , b )]. Even the second term of (4.97) is independent of the data sequence, as it represents the energy of the sequence, which is standard. Assuming that we can replace the expected value operator by the integral, which is equivalent to assuming that the statistics of the disturbance are constant over time, we obtain
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Figure 4.19 MLSE with Viterbi decoder. (After: [12].  1999 John Wiley & Sons, Inc.) NTs



J n (b ) =
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Re (u (t ) uˆ * (t , b )) dt
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Minimization of the integral means finding the sequence of bits most likely used during transmission, as they estimate that signal u (t ) that was most likely to have been transmitted. In order to avoid too many computations, we break up the optimization process into two parts. (N − 1)T
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Re (u (t )u* (t , b )) dt +
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= J N − 1 (b ) + Z N (b )



冕



Re (u (t ) u* (t , b )) dt



(N − 1) T



(4.99)



where Z N (b ) is known as incremental metric or branch metric. It is shown in [31] that the implementation of a Viterbi algorithm, which follows a Trellis diagram depicting the various states that ISI gives rise to in each bit interval, is nearly optimal. The question many times is raised as to which of these two major algorithms (i.e., the DFE or the MLSE/Viterbi) should be used and when.
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As a general rule, because the Viterbi algorithm uses implicitly MRC whereas DFE uses SC, the performance of the Viterbi algorithm is better, as we saw before. This, of course, depends on the modulation used. On the other hand, DFE is less complex, especially when we need to employ a higher modulation level. The general rule is shown graphically in Figure 4.20. The popular GSM system is on the borderline. 4.5.1.3 Subband Diversity
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An important issue when implementing CDMA systems is to choose appropriate orthogonal code families for both bit-spreading and user-separating purposes. Unfortunately, the ultimate goal of all of those traditional orthogonal codes was to achieve time-domain orthogonality. No attention was given to enabling the inherent capability candidate codes against frequency-selective fading, which commonly exists in mobile channels and poses a great danger



Figure 4.20 Comparison of DFE and MLSE. (After: [2].)
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to successful signal reception. In fact, of all traditional spreading codes, timedomain orthogonality is based on uniform chip duration across the code period in order to achieve a specific spreading gain. Fixed-chip duration entails some advantages for signal processing at receivers, such as constant sampling rate, and can be applied to all chips of received signals. However, it gives no frequency diversity advantage for a receiver to mitigate frequencyselective fading. A new class of CDMA code (wavelet-packet orthogonal codes) is capable of retaining time-domain orthogonality as well as providing intracode subband diversity to mitigate frequency-selective fading [32]. The new codes are constructed by congregating several wavelet waveforms with various dilations and shifts. The combination of the wavelet waveforms in different nodes in a wavelet packet full binary tree enable frequency diversity capability. Due to the even code length, they can be readily used in mobile communication systems for multirate streaming and multibit spreading. Wavelet-packet codes, combined with a RAKE receiver, perform much better than traditional time-domain orthogonal codes in frequency-selective fading channels.
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, received signals , u2 =



a 21



a 22



, fading factors



, noise components



Equation (4.100), which gives the output in Figure 4.21, can be written y = wT ⭈ x



(4.101)



where y is the output of the combiner; w=



冋 册 w1



w2



are the weights.



The Wiener solution, which provides the optimal value for the weight, is given by [33]: −1 w op = R xx ud



(4.102)



where u d is the received signals from the desired mobile. The entire implementation process for the optimum combiner is shown in Figure 4.22. In practice, it is not easy to directly implement the optimum combiner for the following reasons: 1. Exact knowledge of the channels is required to form the correlation matrix. These channels can only be estimated in the presence of noise and interference. 2. The channel may be different between uplink and downlink because these may be separated in time, frequency, or space. 3. The channel may change rapidly in time, so only a limited amount of data is available for estimation.
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Figure 4.22 Vectorial form of optimum combiner. (After: [12].  1999 John Wiley & Sons, Inc.)



These issues may be partially dealt with as follows: 1. Weights must be recalculated with a frequency of around 10 times the maximum Doppler frequency of the channel. 2. Instead of implementing the optimum combiner on the reverse link, the fast fading may be averaged in time to produce estimates of the angles of arrival of the signal sources. Because these angles change more slowly, more reliable results may be obtained at the expense of suboptimal performance. Having thus dealt with these difficulties, the application of adaptive antennas to mobile systems presents significant advantages. However, it is necessary to have a good understanding of the propagation channel and to use this understanding to design systems that have performance benefits outweighing the extra costs involved. Currently, few operational mobile systems actually use adaptive antennas in a standard operation. It is expected, however, that in the next few years, such antennas will form a standard feature of virtually all systems. Optimum Combining in a Fading and Interference Environment



We have seen so far how fading can be incorporated to determine the average BER. When operating in the scenario that includes interference, the appropriate diversity scheme to employ is one that combines the branch
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outputs in such a way as to maximize the signal to interference plus noise ratio (SINR) at the combiner output [1]. In such a case, we can write x (t ) =



√A d a d s d (t ) + √A I a I s I (t ) + n (t )



(4.103)



where s d (t ), s I (t ) are the desired and interfering signals; A d and A I are the respective powers; a d and a I are channel propagation (fading) vector components. We saw in Section 4.4.3.7 that when an MRC is used in conjunction with a RAKE receiver, the objective is to select the weights of the receiver to maximize the SNR. For optimum combining (OC), the weights are chosen to maximize SINR. It is shown [1] that for this formulation



␥ t = A d a d R ni−1 a d H



(4.104)



where



␥ t = SINR; R ni = covariance matrix between interference and noise defined by R ni = E 冋冠 √A I a I s I (t ) + n (t )冡冠 √A I a I s I (t ) + n (t )冡



H



册 = A I a I a IH +  2I



where I is an L × L identity matrix. In order to directly relate SINR with the desired vector, we choose the unitary matrix u of the eigenvectors of the matrix R ni corresponding to the eigenvalues of  1 ,  2 , . . . ,  L such that (4.104) becomes



␥t =



H A d a d U ⌳−1U H a d



H



−1



= Ad s ⌳ s = Ad



L



∑



l =1



| sI | 2 ␥l



(4.105)



−1 = U ⌳−1U H since R ni where ⌳ is the diagonal matrix with elements the eigenvalues of R ni and
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s = Ua d which represents the transformed desired signal propagation vector with components s i , i = 1, 2, . . . L In (4.104) if there is no interference, then (4.104) becomes



␥t =



Ad



2



H



ad ad =



Ad



2



L



⭈



∑ ␣ dl =



l =1



2



L



∑ ␥l



l =1



as it should where ␣ dl is the l element of the vector a d . It can be shown [1] that for the simple case of BPSK in conjunction with an OC to find the average BEP, we must average the conditional (on fading) BEP over the fading distribution of the combiner output statistic. In other words, ∞



P b (E ) =



冕



Q 冠√2␥ t 冡 p ␥ t (␥ t ) d␥ t



0 ∞ ∞



=



冕冕







2



(4.106)



Q 冠√2␥ t 冡 p ␥ t (␥ t / 1 ) d␥t p  1 ( 1 ) d 1



0



From the covariance matrix R ni we can determine L



l = AI



∑ a In +  2, 2



l=1



(4.107)



n =1



 l =  2,



l≥2



In this integral, only  1 is taken as a random variable, because all other  l are constants equal to  2. The determination of p ␥ t ( ␥ t / 1 ) and p ( 1 ) in closed form is a very complex and difficult mathematical exercise [1], and many times the closed-form expression involves functions not readily found in simulation packages. The problem is compounded if the fading environment is more involved than Rayleigh fading.
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4.5.2 A Comparison of Frequency Selective Fading Compensation Algorithms DFEs, MLSE, and hard output Viterbi algorithms as forward-backward algorithms are compared on the basis of a multiple accessing scheme, namely, code time division multiple access (CTDMA). The comparison is made in terms of a spectral efficiency criterion (bits/hertz/seconds/user) [34]. CTDMA resembles that of a CDMA system, and this aspect constitutes its advantage, except that the users are assigned unique time shifts (or time slots) and that they all use the same spreading sequence. The benefits of this structure are obtained at the receiver, as we shall see later. One may use the same dispreading filter for all users, and then ‘‘equalize’’ the channel and separate the users by using TDMA equalization techniques. At the same time, the advantages over CDMA are due to the fact that only one linear filter common to all users in one cell is needed to transform the CDMA signal into a TDMA one, thus eliminating the need for a costly CDMA joint detection. A block diagram of the multiple accessing system CTDMA in a multipath environment is shown in Figure 4.23. In this figure, K users send the coded bit streams b k [⭈] through the multipath channels h k [⭈], k = 1 . . . K . First, however, their bit streams are spread by the spreading sequence s [⭈] and delayed by k ⭈ ⌬ chips. At the receiver, the noise Z [⭈]



Figure 4.23 CTDMA system. (After: [34].)
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and the sum of all the users’ symbol streams are accumulated for detection. For reasons of simplicity, we split the demodulation operation into two parts, a linear despreading operation and a user separation/equalization operation. Finally, the demodulator outputs soft decisions b k [⭈] of the coded bit streams. With this set up, any user in a CTDMA system does not affect the other users (i.e., there is no interuser interference). However, for long multipath channels, this is not possible without large degradations in capacity. We must therefore allow interuser interference and consider schemes to separate interfering CTDMA users. In [33] it is shown, however, that the spectral efficiency of a conventional asynchronous CDMA system is drastically reduced in an environment where typical urban/suburban multipath and fading phenomena occur and no power control ameliorates them. CTDMA loses virtually nothing, even in propagation environments with long channel responses, by shifting the users appropriately and by using user separation algorithms of modest complexity. This issue enters in the comparison process between competing systems, and we arrive at an acceptable measure of quality. Receiver Complexity Versus Performance



Though capacity and call quality may be of primary concern, other key requirements of a receiver are cost, power consumption, and size. All of the latter features are dominated by the computational complexity of the implemented algorithms (i.e., the number of operations per unit time). Thus, we define the relevant criterion of comparison as



␥=



Performance Complexity



where the performance will be measured in terms of cut-off rate and the complexity in terms of floating point operations. This parameter, referred to as cut-off rate given in bits/user, indicates the number, which gives the region of rates where it is possible to operate with an acceptable probability of error. In [34], it is stated that whichever multiple access technique is employed, the ultimate performance limitation is the system’s susceptibility to interference. The different multiple access system designs differ in the possibility to resolve both interuser and intersymbol interference. But that is where CTDMA excels over other multiple access techniques by employing demodulation techniques with modest complexity. Moreover, by considering the inner receiver, (i.e., the user separator) as part of the channel, the coding
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for the multiple access system simplifies to coding for an AWGN channel. Doubtlessly, this is a much simpler task than coding for the multiple access channel, as shown in Figure 4.24.



Figure 4.24 Special efficiency for various CTDMA systems. (After: [34].)
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5 Interference Analysis 5.1 Introduction Throughout time, people have and will continue to use communications at an ever-increasing pace in an interference environment [1]. In addition to the widespread use of satellite systems during the decades of the 1970s and the 1980s, we are now living through the mobile revolution. A large percentage of the communications needs can be carried out satisfactorily, even in a bad interference situation, and people are willing to show moderation. For example, hearing a distant cochannel repeater when your local repeater is not active, while annoying, is not ‘‘unacceptable interference.’’ Hearing adjacent channel splatter while carrying on a conversation on simplex or your local repeater, while affecting the quality of the conversation, is not truly unacceptable interference. If it makes communication completely impossible, then it should be considered interference, although it still may not necessarily be harmful or willful. Take note at this point that many of the noise sources to be defined here do not affect FM/PM type radio operation except to cause desensing of the radio, possibly masking the desired signal. This is the reason we strive to define and derive the qualitative measures by which we can design modern wireless system in an ever-increasing interference background. Up to this point, we have examined and analyzed distortion mainly in the form of fading that is caused to information signals by the wireless channel for the types of wireless systems currently being used. In this and the following chapters, we shall analyze and study interference and include 213
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additive effects. We shall define signal to interference ratio (S /I, or SIR) as a quality measure and relate probability of error to carrier-to-interference ratio (C /I, or CIR) or S /I. In general terms, however, interference is considered in this book as any distortion agent to the desired signal. With the expected increase in congestion of frequency spectrum by the use of satellites, mobile systems, and wireless local loops (WLLs) in conjunction with various frequency reuse mitigation techniques in order to allow usage of higher bands, the role played by interference is likely to increase in the future. In the first three chapters, we introduced the design parameters of wireless systems in general, discussed the basic characteristics of the channel, analyzed coding, and defined the quality measure for various modulation techniques as the wireless system operates in an interference environment. We also defined the interference environment and recognized that we could categorize in characteristics into two groups. One is referred to the additive types of interference, which include cochannel, adjacent channel, intersystem intermodulation, and intersymbol. The other is referred to the multiplicative type, which is mainly the effect of multipath reflections, diffraction, and dispersion of transmitted signals as they enter the receiver of wireless systems, especially mobile. The effects of this type of interference are analyzed in Chapter 4. In this chapter, we shall analyze and discuss the additive type of interference. We shall also point out the parameters that will be incorporated in Chapter 6 to develop realistic interference-reduction techniques.



5.2 Types of Interference The interference signals in wireless communication systems can be placed in two categories for the purposes of this chapter: those caused by natural phenomena, which are not within our capability to eliminate, and those manmade signals that, by and large, can be attenuated or controlled. Our objective here is to define interference as a signal that affects communications, define its sources, and then point out those methods that can be used in the design of modern wireless systems, in order to have acceptable communications in this type of setting. 5.2.1 Cochannel Interference Cochannel interference is defined as the interfering signal that has the same carrier frequency as the useful information signal. For analysis purposes, we utilize the conditional cochannel interference probability (CCIP) measure [2].
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Blocking probability or CCCIP is defined as the probability that the undesired signal local mean power (LMP) exceeds the desired LMP by a protection ratio denoted as ␤ . Amplitude fading in a multipath pico- or microcellular environment may follow different distributions depending on the area covered, presence or absence of a dominating strong component, and some other conditions. For example, the motion of people within a building causes Rician fading in LOS paths, while Rayleigh fading still dominates in non-LOS paths. The Rician distribution contains the Rayleigh distribution as a special case and simultaneously is well approximated by a Gaussian distribution. The calculation of the CCIP in a Nakagami mobile environment is particularly important, as Nakagami fading is one of the most appropriate models in many mobile communication practical applications. Nakagami distribution (also called m-distribution) contains a set of other distributions for special cases and provides the optimum in analyzing data from outdoor and indoor environments. The CCIP Pc can be expressed as [2]:



Pc = Prob



冢



s k



冣



0)



(5.2)



Considering log-normal PDFs for the I i and s, the following expressions are given
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冉
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− (ln y i − m i )2 1 pi ( y i ) = exp , 2 i2 √2 ⭈  ⭈  i ⭈ y i



y i ≥ 0 (5.3)



where y i = the LMP of the i th interferer;



 i = the standard deviation of the LMP of the i th interferer. pS ( y ) =
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1 − (ln y − m S )2 exp , 2 S2 √2 ⭈  ⭈  S ⭈ y



y≥0



(5.4)



where y = the LMP of the desired signal;



 S = the standard deviation of the LMP of the desired signal. It can be proven that the PDF of the ␤ I i is given [2]: p ␤ Ii ( y ) =



冉冊



y 1 p ␤ Ii ␤



(5.5)



Let ⌽W (r ), ⌽S (r ), ⌽␤ I i (r ) be the characteristic functions of the variables w , s, ␤ I i , respectively. By taking into account that s, I i are statistically independent, the following can be written [2]:
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(5.6)



Using the definition of the characteristic function, (5.6) assumes the form
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where f ␤ I i (x ) could be the log-normal or other well-known PDFs as m-Nakagami m k = an arbitrary fading parameter; ⍀k = the average power. ∞



⌫ (⭈) ≡



冕



 (⭈) − 1 e − d



0



where ⌫ (x ) = the Gamma function Setting ln x i − ln ␤ = m i +  i ⭈ r i in (5.5), from (5.6) and (5.7) and making certain simplifications, we obtain: k ⌽w (r ) = ⭈ 2 ⭈ ⌽S (r ) ⭈ 2
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(5.9)



The random variable r i , which represents the amplitude of the i th cochannel interferer, follows log-normal of Nakagami distribution. All of the r i are statistically independent with r i ≥ 0. But, using (5.2) and by definition, we have 0
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Now, using (5.5) in (5.10) and taking into account that by definition
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Then, the expression for P C when f (x ) is the log-normal PDF of the desired signal, then the P C can be written as
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where F (x ) is the CDF given by F (x ) = G NORMAL



冉



ln x − m S 2 S



冊



(5.13)



with G NORMAL being the CDF of the normal distribution. Hence, the final form for the P C is
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␤ = the protection ratio in natural units; ␥ = the path loss propagation factor;  i = the standard deviation of the LMP of the interferers in natural units;  s = the standard deviation of the LMP of the desired signal in natural units. The second part of (5.14) can be calculated using the following GaussHermite formula ∞
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where



␣ i , x i = constants given by special tables;  = a constant that denotes the accuracy at the  th decade digit. With the Gauss-Hermite formula, we can control the error in desired levels, but in a real cellular mobile radio environment, the shadow-fading parameter  has different values in different regions of the system area. In this case, our formula for the CCIP is modified to Pc =
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with  1 ,  2 , . . . ,  k as the standard deviations of the logarithm of the LMPs of the k interferers. Because (3 ⭈ n g )1/2 =
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(5.17)
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with R = the radius of the cell and; D = the distance from the first tier; n g = the cluster size. P C can be written as
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Equation (5.18) gives a general form for the CCIP in terms of the critical (for the cellular system) cochannel interference reduction factor D /R . This is very important for the system designer because there is a direct connection between CCIP and this factor. Hence, giving a desired value for Pc in (5.18) and using an approximate mathematical method to solve this equation, the factor D /R can be calculated for several shadow and path loss environments of the system. Equation (5.18) is true as long as the cell size is fixed and the cochannel interference is thus independent from the transmitted power of each cell. But, in the case where cell size is not fixed, the distances from the first tier are not the same for all the k interferers and (5.18) must be modified to Pc =
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with m s = the area mean power of the desired signal; R = the radius of the cell contained the desired transmission; R i = the radius of the cell contained the i th interferer and; D i = the distance of the i th interferer from this cell. Blocking probability should be kept below 2%. As for the transmission aspect, the aim is to provide good quality service for 90% of the time. The analysis so far resulted in a simple criterion of relating design parameters such as D/R with quality of service in an interference environment. 5.2.2 Adjacent Channel Interference The adjacent channel interference can be classified as either inband or outof-band interference. The term inband is applied when the center of the interfering signal bandwidth falls within the bandwidth of the desired signal. The term out of band is applied when the center of the interfering signal bandwidth falls outside the bandwidth of the desired signal. In the mobile radio environment, the desired signal and the adjacent channel signal may be partially correlated with their fades. Then the probability exists that r 2 ≥ ␣ r 1 , where r 1 and r 2 are the two envelopes of the desired and the interfering signals, respectively. In that case, the probability can be obtained from the joint density function, assuming that 2 2 E 冋r 1 册 = E 冋r 2 册 = 2 2 and that ␣ is a constant ∞
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 r = is the correlation coefficient between r 1 and r 2 . The probability density function p r ( y ) of r = r 2 /r 1 can be obtained as follows pr ( y ) | y = ␣ = −



冉



r d P 2≥␣ d␣ r1



冊



(5.21)



We determine the term R = √Gr , where G is the power gain at the intermediate frequency filter output for the desired signal relative to the adjacent channel interferer. Then, we have



pR 2 (x ) = p r ( y )



1 2yG



|
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(5.22) where  r is given by the formula



 r (⌬ ,  ) =



J 02 ( ␤ V ) 1 + (⌬ )2⌬2



and with  = 0, it is simplified in the following form



r =



1 1 + (⌬ )2⌬2



(5.23)



where the term ⌬ /2 is the difference in frequency between the desired signal and the interferer. The term ⌬ is the time delay spread. The  r decrease, which will vary in value depending on the different types of mobile environments proportionately as either ⌬ or ⌬ increases. As  r decreases, the adjacent channel interference also decreases. The same procedure used to find the cochannel baseband SNR can also be used to find the baseband SNR, due to an adjacent channel interferer in a fading environment, by substituting the PDF of (5.19) in place of the PDF in a Rayleigh fading environment.
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As a final consideration, when adjacent channel interference is compared with cochannel interference at the same level of interfering power, the effects of the adjacent channel interference are always less. 5.2.3 Intermodulation Interference Nonlinear system components, especially in analog signal transmission, cause spurious signals, which may play the role of interference in adjacent channels. When a nonlinear device (amplifier) is used simultaneously by a number of carriers, intermodulation products are generated, which cause distortion in the signals. The nonlinearities in such cases are of two types: amplitude nonlinearities and amplitude to phase conversions (AM/PM), by which the change in the envelope of multicarrier input causes a change in the output phase of each signal component. In many instances, especially when the nonlinear element operates below saturation level, the AM/PM effects dominate the instantaneous amplitude nonlinearity. In this section, we shall follow a procedure similar to the one described in previous sections and try to relate quality of communication with design system parameters in an environment, which operates in relation to phase intermodulation interference. Both nonlinearities will be treated jointly and the AM/PM conversion is modeled as follows. Assuming an input signal of the following form [3]: s 1 (t ) = R e (Ae j 0 t )



(5.24)



is used as an input to a nonlinear device, then the output of the particular nonlinear device with AM/PM characteristics is given by s 0 (t ) = R e g (A ) ⭈ e j ( 0 t + f ( A ))



(5.25)



where g (A ) and f (A ) are the amplitude and phase functions, respectively. For the rest of the analysis, (5.25) will represent the reference model for the nonlinearities we are going to consider. In order to facilitate calculations, it is customary to use the approximation suggested in [4], which is given here: g()e



jf (  )



L



≈



∑ b ᐉ J 1 (aᐉ )



(5.26)
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Intermodulation effects caused by this type of nonlinearity are important in multicarrier signals, which will be considered next.
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Assume that the input signal to a nonlinear device of the type described earlier is given by:
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where N s (t ) N o (t )



 m (t ) =  m t + tan−1 A i = constant A m (t ) =



(5.29)



√N c (t ) + N s 2
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(t )



 i (t ) = phase input carrier If this input multicarrier signal goes through a nonlinear device of the type described earlier, the output is given by [1–5].
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In the absence of a noise signal at the input of the device, the output, s o (t ), consists of the angle-modulated carriers and intermodulation products, which also have properties of angle-modulated carriers. With the introduction of noise at the input, the output may be divided into two categories: 1. The original output components with modified complex amplitudes; 2. Additional intermodulation components caused by the introduction of noise. s o (t ) = s s (t ) + s N (t )



(5.32)



These two classes can be represented by s s and s N , respectively. For the particular case of Gaussian noise whose rms power is R (0), this yields
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(5.33) where
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This output signal can further be categorized into three types: 1. The main carrier to be demodulated; 2. The intermodulation products and noise falling within the band of the receiver filter of this main carrier; 3. The other carriers, intermodulation products, and noise falling away from the main carrier, which can be filtered out.
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Categories 1 and 2 are important in the process of demodulating the main carrier. Before it passes the demodulator, and if we further assume for simplicity that k 1 = 1 and all other k i = 0, the output signal can be represented as follows s o (t ) = R e e j ( 0 t +  1 (t )) M o (1 + R (t ) + jI (t ))



(5.35)
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p ( ) = probability density function of the noise amplitude  usually Rayleigh distributed; R (t ) = Real part of the expression in (5.38); I (t ) = Imaginary part of the expression in (5.38). Hence, −1
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where M (1, 0, . . . ; 0, t ) and M (k 1 , k 2 , . . . k M ; t ) are given by expressions similar to that given in 5.31 and 5.34 [4], the output signal s o (t ) is then passed through an ideal angle demodulator.



Interference Analysis



227



The output of an ideal demodulator therefore based on (5.35) is given S 0 =  1 (t ) + tan−1 1



I (t ) 1 + R (t )



(5.39)



Because in normal situations, I (t ) and R (t ) are small, the (5.39) can be approximated by 1



S 0 ≈  1 (t ) + I (t )



(5.40)



In order to determine the effect of I (t ) on the desired angle modulated signal, we need to calculate and determine the power spectrum of I (t ). The power spectrum of I (t ) in (5.40) as a function of the frequency is given in [3]. Having determined the power spectral density of I, we can then form the ratio of signal power to noise power in the specified frequency band, as we shall see in Section 5.3.1. For example, if the case under consideration is frequency modulation with multichannel telephony signals, the ratio is given by [5] NPR( f ) =



2 P ( f ) ⭈ f r ⭈ f rms S = N (1 − ⑀ ) r 2 f 2 S I ( f )



Sf = f 2 SI ( f ) where NPR = noise power ratio as a function of frequency; S I ( f ) = assumed constant over a telephone channel; f rms = rms frequency deviation;



⑀ = ratio of minimum to maximum baseband frequencies; f r = top-based frequency of wanted signal; P ( f ) = the pre-emphasis weighting factor; r 2 = [C /I ]−1 carrier to interference ratio as a function of frequency.



(5.41)



(5.42)
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If we deal with the digital carriers, the impairment is measured in terms of the bit error probability, Pe , as we shall see later. For special cases, 4-phase (phase shift keying modulation) this parameter is given by 1 erfc 冠√␥ 冡 2



Pe =



(5.43)



where it is assumed that the interference is a close approximation to Gaussian noise and that ␥ is the S /N at the filter output at the sampling instant. We see that we have been able to relate S /N and error probability with crucial design parameters of the wireless systems under consideration. 5.2.4 Intersymbol Interference For several types of digital modulation, the equivalent lowpass transmitted signal has the following form [4–8]: ∞



∑ I n u (t − nT )



s m (t ) =



(5.44)



n =0



where I n represents the discrete information bearing sequence of symbols and u (t ) represents a pulse that, for simplicity, is assumed to have a bandlimited frequency characteristic U ( f ) (i.e., U ( f ) = 0 for | f | > W ). We assume that the channel frequency response C ( f ) is also bandlimited such as C ( f ) = 0 for | f | > W. The received signal has the form s o (t ) =



∞



∑ I n h (t − nT ) + n (t )
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n =0
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冕
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(5.46)
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n (t ) = represents additive Gaussian noise The received signal is usually first passed through a filter and then sampled at the rate of 1/T samples per second.
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We denote the output of the receiving filter as y (t ) =



∞



∑ I n x (t − nT ) + V (t )



(5.47)



n =0



where V (t ) is the response of the receiving filter to the noise n (t ). Sampling y (t ) at sampling instants T seconds apart, we should be able to obtain the transmitted information symbol. The sampling gives y ( T +  0 ) ≡ y k =



∞



∑ I n x (kT − nT +  0 ) + V ( T +  0 )



(5.48)
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where x k − n = x (kT − nT +  0 ) V k = V (kT +  0 ) y k = x 0 I +
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Because x 0 is a scaling factor, we can set it arbitrarily to unity and thus the previous equation becomes y  = I +



∞



∑ In x k − n + V



(5.51)



n =0 n ≠k



In (5.51), the first term is the transmitted information symbol at the k th sampling instant and the second term ∞



∑ In x  − n



(5.52)



n =0 n ≠



is the unwanted signal (intersymbol interference ), which is the interference contribution of other symbols to the symbol under consideration. v  is the
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contribution of the additive Gaussian noise. This unwanted interference, depending on the type of modulation used, could be viewed on an oscilloscope as an eye pattern, or as a two-dimensional scatter diagram, as shown in Figures 5.1 and 5.2 [6]. It will be shown next that in order to eliminate this interference, the received signal must pass through a filter, which is matched to the received pulse . That is, the frequency response of the receiving filter should be H * ( f ).



Figure 5.1 Eye pattern for binary pulse amplitude modulation (PAM).



Figure 5.2 Two-dimensional digital eye patterns: (a) transmitted eight-phase signal and (b) received signal samples at the output of demodulator.
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H * ( f ) is the complex conjugate of the frequency characteristic H ( f ) of the input pulse h (t ). If for simplicity we assume C ( f ) = 1 for all | f | ≤ W, then x (t ) shown in (5.47) can be given by W



x (t ) =



冕



X ( f ) e j 2 ft df



(5.53)



−W



where X ( f ) = U ( f ) U *( f ) = | U ( f ) |



2



(5.54)



For no intersymbol interference to exist, it is necessary that x (t =  T ) = 1



for



=0



x (t =  T ) = 0



for



≠0



(5.55)



Because x (t ) is a bandlimited signal, use of the sampling theorem gives [6]:
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If, moreover, we assume: T=



1 2W



and the symbol rate is the Nyquist rate, (5.56) becomes:



(5.58)
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x (t ) =



∑



(t − nT ) T (t − nT )  T



sin n



∞



x (nT )



n = −∞



(5.59)



For zero intersymbol interference, it is required that all x (nT ) terms be zero except x (0). The previous equation then becomes sin x (t ) =



冉 冊 t T t T



(5.60)



Three major problems are raised with this type of pulse in addition to the conditions set in order to eliminate ISI by (5.55). 1. This type of pulse is not physically realizable. 2. The tails of x (t ) decay as 1/t , and a mistiming error in sampling results in an infinite series of ISI components. 3. There is absolutely no flexibility in the symbol rate, but it must be precisely defined and restricted T = 1/2W. In practical situations, it is not possible to satisfy all three conditions simultaneously. If we impose the condition that the symbol rate be 2W symbols per second and remove the constraint that there is zero ISI, we obtain a class of physically realizable pulses called partial response signals. The compensation for the interference is then obtained through equalization and/or various optimization techniques. By these optimization techniques, we seek to obtain optimal receiver filter parameters with which, in turn, we obtain the best estimate of the received symbols. This, in effect, results in minimizing interference. The concept contained in this paragraph will be the cornerstone of some of the various methodologies, which will be developed to combat interference. As far as equalization is concerned, the main thrust of the procedure lies in the fact that we seek to design discrete-time linear receiver filters to eliminate or reduce ISI—see (5.52)—which have impulse responses of the form qn =



∞



∑ c j f n −j



j = −∞



(5.61)
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where q n is simply the convolution of c n and f n . Moreover, c n is the impulse response of the equalizer, and f n is the impulse response of the filter. In such a case, the estimate of the k th symbol is given by ˆI k = q 0 I k +



∑ In q k − n + Vk



(5.62)



n ≠k



The first term represents the scaled version of the desired symbol, which can be normalized to unity. The second term is the ISI, and the third term represents the noise. A standard procedure that leads to acceptable filter designs is to find the tap weight coefficients c j of the equalizer, as shown in Figure 5.3, which minimize the mean square error (MSE) value of the error e k = I k − ˆI k . In most cases, we use optimization techniques, which seek to minimize the MSE, E 冋e 2 册 having as a starting point an assumed receive filter structure of the form of (5.61), whose optimal design parameters are determined by the optimization algorithm that is developed. In order to present how the optimization techniques would work in the design of receiver filters, we can consider a binary PAM system. The transmitted continuous-time signal can be expressed as [7] s (t ) =



∞



∑ a io h  (t − iT ) + i T (t )



(5.63)



i = −∞



where a io ∈ [−A , A ] are the transmitted PAM symbols of the desired channel, which are assumed to be statistically independent.



Figure 5.3 Linear filter equalizer. (After: [7].)
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i T (t ) is the interference from 2N adjacent channels, with a spacing of B C Hz expressed as follows N



i T (t ) =



∑



e j (2 ᐉB c t +  ᐉ )



ᐉ = −N ᐉ ≠o



∞



∑ a il h T (t − iT −  ᐉ )



(5.64)



i = −∞



where a iᐉ ,  ᐉ ,  ᐉ are the i th symbol, the phase shift, and the delay of the ᐉth adjacent channel, respectively. The transmitted signal, s (t ), goes through a linear channel that has impulse response, c (t ), and it is also corrupted by Gaussian noise, n (t ). We assume that the receiver filter has impulse response h R (t ), shown in Figure 5.4. The output of the receiver filter is then given by
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where g (t ) = h T (t ) * c (t ) * h R (t )



Figure 5.4 Linear filter optimization. (After: [7].)
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* denotes the convolution operation n R = h R (t ) * n (t )



(5.67)



i R (t ) = i T (t ) * c (t ) * h R (t ) If we assume that the length of the pulse g (t ) is at most N = 2M + 1 symbols, the signal sampled at t = 0 can be expressed as M



s 0 (0) =
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a io g (−iT ) + i R (0) + n R (0) = a T g + i R (0) + n R (0) (5.68)



where the vectors a and g are given in (5.69). o o 册 a T = 冋a −oM . . . a M − 1 ⭈ aM



T



(5.69)
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T



0



The error between transmitted symbol a 0 and sampled symbol s o (0) using (5.68) is given by: 0



0



e o = a 0 − s (0) = a 0 − a T g − i R (0) − n R (0)



(5.70)



Assuming uncorrelated signal and noise samples, as well as uncorrelated adjacent channel interfering signals, the mean square value of e o , MSE, is given by squaring (5.70) and finding its mean. This process results in [7]: E 冋e 0 册 = A 2 (1 − g (o ))2 + A 2 2



M



∑
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2



where A 2 = E 再a 0 冎; 2



2



 ACI = average power of adjacent channel interference (ACI); 2



 N = noise variance.



2



( g (iT ))2 +  ACI +  N (5.71)
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Our objective is to design a discrete-time receive filter to minimize MSE. We shall further assume that L samples are taken per symbol interval (1/f s = T /L ). The receive filter coefficients will be defined as h R = [h R (−M R ) . . . h R (+M R − 1) h R (M R )]T



(5.72)



where the receiver filter coefficients can be expressed as a length N R = 2M R + 1, whereas similarly the coefficients of the combined transmit filter and channel response will be given by h TC ( ) = h T ( ) * c ( )



(5.73)



We shall assume that h TC has the following form. h TC = [h TC (−M TC ) . . . h TC (+M TC − 1) h TC (M TC )]T where again N TC = 2M TC + 1 The k th sample of g (t ) then will be given by T



g ( ) = h R J ( ) h TC



(5.74)



J ( ) is an N R XN TC swapping matrix performing the discrete convolution and M R + M TC ≤ ML . The second term in (5.71) gives [7]: 2



 ISI ≡ A 2



M



∑



M



2 T T ∑ 冠 h R w i 冡 = A 2 h R Wh R



g 2(iL ) = A 2



i = −M i ≠0



i = −M i ≠0



where M



W=



∑



i = −M i ≠0



T



w i ⭈ w i , w i = J (iL ) h TC



Similarly 2



T



n = h R R n h R



(5.75)
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m where R n = covariance matrix of the noise whose elements R ni are given by: 1/2 n R lm



=



冕



S n (  ) cos (ᐉ − m ) 2 d , where  = f /f s



(5.76)
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S n (  ) = power spectrum of noise The variance of ACI is given by 1/2 2  ACI
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where S I (  ) is the power spectrum of ACI; C (  ) is the Fourier transform of the channel response, c (t ); HR (  ) =



MR



∑



h R (i ) e −j 2 i (Fourier transform of receive filter).
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r I ( ) = E 冋i T (nT ) i T* (n +  ) T 册



(5.79)



SI (  ) =



k = −∞



Using (5.64) and (5.78) and assuming E { ᐉ } = E [ ᐉ ] = 0, E = 再␣ ᐉi ␣ j 冎 = A 2 if ᐉ =  and i = j , otherwise zero, we obtain the power spectrum of ACI as P



SI ( f ) = A



From (5.77) we obtain
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(5.80)
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 ACI = A 2h R R ACI h R



(5.81)



where R ACI is the covariance matrix of ACI with elements 1/2
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Having expressed all of the terms of E 冋e 0 册 in term of h R , we can form the following cost functional 2



T



T



T



Q (h R ,  ) = ␤ ISI h R Wh R + ␤ ACI A 2 H R R ACI h R + h R R n h R (5.83) +  冋 h R w o − 1册 T



where  is a Lagrange multiplier, ␤ ISI and ␤ ACI , are weight parameters, depending on what emphasis we want to place on ISI and/or ACI. Taking the derivative of (5.83) with respect to h R and setting it to zero, we obtain the optimal value of the design receive filter parameters, h R* . h R* =



P −1 w o w oT P −1 w o



(5.84)



where P = ␤ ISI A 2 W + ␤ ACI A 2 R ACI + R n



(5.85)



Having determined h R* , which is the vector that contains the filter design parameters, we can now proceed to construct the receive filter, which in turn will minimize the error between transmit and receive symbols. In other words, the design parameters of this filter have been obtained, which in turn minimize simultaneously intersymbol and adjacent channel interference. The great advantage of this formulation is that it leads to an optimal design that takes into consideration simultenously intersymbol, adjacent channel interference, and noise factors. The procedure described earlier, if it is seen
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from a different angle, it is equivalent to a having led to an optimization of carrier to interference ration, C /I. Over the years, C /I has been used as a measure of performance of wireless systems and as such has also been used lately for cases which deal with resource allocation in wireless communication systems. 5.2.5 Near End to Far End Ratio Interference One type of interference, which occurs only in mobile communication systems, is the near end to far end type of interference [9]. That kind of interference appears when the distance between a mobile unit and the base station transmitter becomes critical with respect to another mobile transmission that is close enough to override the desired base station signal. This phenomenon occurs when a mobile unit is relatively far from its desired base station transmitter at a distance d 1 , but close enough to its undesired nearby mobile transmitter at a distance d 2 and d 1 > d 2 . The problem in that situation is whether the two transmitters will transmit simultaneously at the same power and frequency, thus masking the signals received by the mobile unit from the desired source by the signals received from the undesired source. Also, this type of interference can take place at the base station when signals are received simultaneously from two mobile units that are at unequal distances from the base station. The power difference due to the path loss between the receiving location and the two transmitters is called the near end to far end ratio interference and is expressed by the ratio of path loss at distance d 1 to the path loss at distance d 2 . This form of interference is unique to the mobile radio systems. It may occur both within one cell or within cells of two systems. In One Cell



When mobile station A is located close to the base station, and at the same time mobile station B is located far away from the same base station (e.g., at the cell boundaries), mobile station A causes adjacent-channel interference to the base station and mobile station B (Figure 5.5). The C /I at mobile station B is expressed by the following equation [9]:



冉冊



d0 C = I d1 where ␥ is the path loss slope.
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(5.86)
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Figure 5.5 Near-far interference in one cell. (After: [9].)



Because d 0 > d 1 , from (5.86) we obtain C /I < 1. This means that the interfering signal is stronger than the desired signal. This problem can be rectified if the filters used for frequency separation have sharp cut-off slopes. The frequency separation can be expressed as follows [9]:



where



TE



frequency band separation = 2G − 1 B



␥ log 10 G=



冉冊 d0 d1



L



B = the channel bandwidth; L = the filter cut-off slope. In Cells of Two Systems



If two different mobile operators cover an area, adjacent-channel interference may occur if the frequency channels of the two systems are not properly coordinated. In Figure 5.6, two different mobile radio systems are depicted. Mobile station A is located at the cell boundaries of system A, but very close to base station B. Also, mobile station B is located at the cell boundaries of system B, but very close to base station A. Interference may occur at base station A from mobile station B and at mobile station B from base station A. The same interference will be introduced at base station B and at mobile station A.
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Figure 5.6 Near-far interference in cells of two systems (After: [9].)



This form of interference can be eliminated if the frequency channels of the two systems are properly coordinated, as mentioned earlier. If such a case occurs, two different systems operating in the same area may have colocated base stations.



5.3 Interference Analysis Methodology One of the main design goals in the cellular mobile terrestrial and satellite communication systems is to provide high capacity in combination with the required quality of service. Due to the architectural structure of these systems, a very crucial issue is the determination methodologies for analyzing the nature and the influence of any kind of interference. Up to now, the system designer almost always assumed that the limiting corrupting signal has Gaussian characteristics, such as the characteristics of thermal noise. With the advent of low-noise receivers and congestion in the radio frequency bands, this assumption can no longer be justified, and interference of nonGaussian nature into our present and future communication systems is an important issue. The method of analysis used to determine the effect of thermal noise on communication systems cannot, therefore, be used blindly to determine the effect of interference of non-Gaussian nature on the new and evolving wireless systems and thus to design system components. Various analysis tools have been developed, which take into consideration interference not only as an additive distorting agent but also as a multiplicative agent, as in fading, as we saw in Chapter 4. The main objective is then to analyze
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how the interference as a general distortion agent affects well-accepted criteria of performance of wireless systems, such as C /I or S /I and BER, and then proceed to develop optimal or suboptimal design tools that lead to practical system implementation and that satisfy predetermined minimum performance levels. Chapter 6 will do just that, and Chapter 7 will show how the results of Chapters 5 and 6 will be used to design practical implementations, which satisfy set goals of performance. The analysis methodology that is involved in order to achieve our objective is presented in the following sections. It takes, as a basic analysis tool, the determination of the C /I, S /I, or BER as functions of critical design parameters. The reader is encouraged to refer to the Preface of this book to appreciate the importance of the methodology developed here as a part of the overall methodology developed in the beginning of this book to cover and justify the relevance and interrelationship of all chapters. This methodology consists of the following steps: 1. Calculation or estimation of interference power density; 2. Calculation of C /I power ratio; 3. Determination of relationship between C /I and S /I or error probability (Pe ); 4. Determination of relationship between S /I or Pe and system performance; 5. Determination of relationship between system performance and acceptable level of system parameter changes for improving system performance; 6. Use of C /I as a measure for the optimization of resource allocation and quality; 7. Develop mechanisms and criteria for interference reduction. In any case, develop methods that calibrate the affect of interference by manipulating design parameters. The two parameters C /I and S /I as a quality measure are intimately related with the grade of service of the wireless systems and for the case of cellular systems with the following parameters: • Carrier to cochannel interference ratio; • Blocking probability.
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Over the years, practical values for these parameters have been obtained, which set the quality criteria for specific practical wireless systems in use. 5.3.1 Analog Signals Analog signals are those signals that are produced by the information source (voice or image) and are used for transmission in analog form (i.e., continuous in time). Even though most of the information signals used nowadays for transmission are either digitized (digital) or are produced by the source in data form, we still need to discuss and analyze their interference aspects because the development of interference reduction techniques of digital signals are mostly based on these classical schemes, as we shall see in Chapter 6. Essential for computing the baseband interference is knowledge of the RF power spectral densities of both the desired and interfering signals. Let the desired angle-modulated signal s 1 (t ) and an arbitrary narrowband interfering signal s 2 (t ) be given by [1–9]: s 1 (t ) = Re [z 1 (t )] = Re [A 1 exp { j [ 1 t + x 1 (t ) +  ]}]



(5.87)



Re {A 1 u 1 (t ) [exp j 1 t ]} s 2 (t ) = Re [z 2 (t )] = Re {V2 (t ) exp [ j 2 t ]}



(5.88)



respectively. It is assumed that s 1 (t ) and s 2 (t ) are both wide-sense stationary and are generated from separate sources; thus, they are statistically independent of each other. Furthermore, x 1 (t ) and  are assumed to be independent and  is assumed to be uniformly distributed in {0–2 }. At the input of a demodulator, both signals are added and go through a phase detector, assuming we’re dealing with phase modulated signals. The sum of these two signals is given by s (t ) = s 1 (t ) + s 2 (t ) = Re (a (t )) exp ( j 1 t + x 1 (t ) +  (t )) where a (t ) e j (t ) = 1 + z (t ) exp ( j ( 2 −  1 ) t − x 1 (t ) +  ) and z (t ) =



z 2 (t ) z 1 (t )
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In [1], it is shown that under certain mild conditions, the output of the demodulator will contain the desired signal plus the excess phase cause by the interfering signal. The excess phase angle (caused by the presence of the interference) at the output of an ideal demodulator is given by



冋



 (t ) = Im ln 1 +



z 2 (t ) z 1 (t )



册



(5.89)



For | z 2 (t )/z 1 (t ) | < 1,  (t ) can be expanded as
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∞
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m =1



The baseband power spectrum of the demodulated interference is obtained from the autocorrelation function of the total detected phase  (t ) where



 (t ) = x 1 (t ) +  (t )



(5.91)



the autocorrelation function is thereby given R  ( ) = 〈 [x 1 (t ) +  (t )] ⭈ [x 1 (t +  ) +  (t +  )] 〉



(5.92)



= R x 1 ( ) + R  ( ) Because the cross terms vanish when averaged over  , the m th term of  (t ) can be written as



 m (t ) = Im 再V 2m (t ) exp ( jm 2 t ) exp [ jx m (t )]冎 K m  M (t ) =



Km 再V 2m (t ) exp [ jm 2 t ] exp [ jx m (t )] 2j



(5.93)



− V 2m (t )* exp [−jm 2 ] exp [−jx m (t )]冎



where x m (t ) = −m [ 1 t + x 1 (t ) +  ] and



(5.94)
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(5.95)



mA m 1



The term A 1 represents the wanted carrier amplitude. Equation (5.93) can be used to find the PSD of  m (t ) and the autocorrelation function of  m (t ), R mn ( ). It is shown that [5]: R mn ( ) =



冋



1 2



4m A 2m 1



R V m ( ) R u* m ( ) exp [ jm ( 2 −  1 ) ] 2



1



+ R V* m ( ) R u m ( ) exp [−jm ( 2 −  1 ) ] 2



1



(5.96)



册



where the R V m ( ) is the autocorrelation function of V 2m (t ), and the 2 R u* m ( ) is the complex conjugation of the autocorrelation function of 1



u 1m (t ). The power spectrum of the baseband interference is then given by I( f ) =



∞



∑



1



m =1



2



4m A 2m 1



[Tm ( f − mf s ) + Tm (−f − mf s )]



(5.97)



where Tm ( f ) = S V m ( f ) ⊗ S u m ( f ) 2



1



(5.98)



with S V m ( f ) = F [R V m ( )] = power spectral density of V 2m (t ); 2



2



S u m ( f ) = F [R u m ( )] = power spectral density of u 1m (t ). 1



1



where * denotes complex conjugate; ⊗ denotes convolution. The solution to the problem of interference into an angle-modulated system in its most general form therefore comprises two convolution terms. Convolving the power spectral of the m th power of the complex envelopes can generate each term. These spectral densities will be used to calculate C /I.
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5.3.1.1 Calculation of C /I



For simplicity, we shall assume that the transmitted modulated analog signal is given by the following equation: s (t ) = A cos ( 1 t +  (t ))



(5.99)



and the interference is expressed by i (t ) = R (t ) cos ( 2 t +  (t ) +  ) = Re {u (t ) exp ( j 2 t +  )} (5.100) where



 (t ) includes the information signal;  (t ) includes the interference signal;  is assumed to be uniformly distributed on [0, 2 ]. u (t ) = R (t ) e j (t ) It is assumed that at the receiver, we obtain the sum of these two signals, which is indicated as s o (t ) and is given by the following formula s o (t ) = s (t ) + i (t )



(5.101)



Equation (5.101), using (5.99) and (5.100), can be written as shown in (5.102) using simple trigonometric identities s 0 (t ) = Re 冠 Aa (t ) e j ( 1 t +  (t ) +  (t )) 冡



(5.102)



 (t ) = Im ln 冠1 + z (t ) e j (2 f ⌬ t −  (t ) +  ) 冡
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a (t ) e j (t ) = 1 + z (t ) e j (2 f ⌬ t −  (t ) +  )



(5.104)



where



and



z (t ) =



u (t ) , f⌬ = f2 − f1 A



(5.105)
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If we assume | z (t ) | 1) with p users can be expressed as follows [16]:
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Figure 7.7 Block diagram of K-user, G-group, M-stage HIC detector. (After: [16].) L



∑
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e m , g + 1 = e m , g (n ) − ⌬I m , g (n )



(7.43)



where y m , g , k (i ) is the soft decision, dˆ m , g , k is the corresponding estimated symbol, f x (⭈) denotes the mapping function, x * is complex conjugate of x , e m , g (n ) is the residual signal after the m th stage, ( g − 1)th group cancellation
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(e 1, 1 (n ) is thus the received signal r (n )). ˆc m , k , l (i ) is the channel estimate of the k th user, l th path, at the m th stage, and r k , l are the corresponding transmission delays. The channel estimation method will be further clarified in the following. ⌬I m , g , k and ⌬I m , g denote the estimated MAI difference between the m and (m − 1)th stage, for the particular user and group, respectively. For m = 1, the computation is identical except f x ( y 0 , g , k (i )) = 0. Also, for enhanced performance, the clipped-soft-decision (CSD) mapping function in the ICU [18] is implemented (e.g., for QPSK modulation and separate clipping of the I and Q channels), and the mapping for the I-channel is



ℜ { f x ( y m , g , k (i ))} =



冦
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ℜ { y m , g , k (i )} > M



ℜ { y m , g , k (i )}



−M ≤ ℜ { y m , g , k (i )} ≤ M



−M



ℜ { y m , g , k (i )} < −M (7.44)



where M is the clipping threshold magnitude, and ℜ {⭈} denotes the real part. For unit received power, M for QPSK modulation is 1/√2. From (7.39)–(7.43), it can be seen that the cancellation process necessarily requires one to estimate the amplitude and phase of all KL paths. Multiuser detection capacity gains can be seriously degraded or even reversed if the channel estimates are incorrect [19]. Further, the inherently complex cancellation process immediately limits the channel estimation method to relatively simple algorithms to avoid causing excessive delays to delay-sensitive traffic. One approach to escape from that dilemma is to combine channel estimator and RAKE receiver to operate concurrently with the cancellation process. Figure 7.8 illustrates the implemented channel estimator. Functionally, the wireless channel estimator first eliminates the data phase from the raw correlated signals via decision feedback. The phase-



Figure 7.8 Structure of zero-delay channel estimator. (After: [16].)
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eliminated signal is then passed through a smoothing filter block, which minimizes the correlation error. As a smoothing filter, a simple moving average is performed on the last W symbol estimates, with the window increasing in size from the beginning of each slot to maximum window size Ws , then sliding to the end of the slot with W remaining at Ws . In the next slot, the smoothing filter window will be cleared. Thus, for the i th symbol
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ˆc m , k , l (i ) =



1 i − i0 1 Ws
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ˆc m , k , l (w )
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otherwise



TE



where i 0 ≡ i /S s  S s and x  denotes the largest integer smaller than or equal to x , and S s is the number of symbols within a slot. It is assumed that the data is formatted in slots consisting of a block of 40 symbols, the first four being pilot and the remaining 36 data. Pilot symbols are treated as symbols with known values, and they serve to increase the reliability of the channel estimation. The correlation process essentially obtains the raw estimates, that is L
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and dˆ m , g , k (i ) =



再



d k (i ) ˆd m , g , k (i )



mod (i, S s ) ≤ 4 otherwise



(7.47)



Simulation results [16] have shown that this type of interference canceler consisting of serial, parallel, and multistage detection in a Rayleigh fading environment outperforms a conventional correlator detector and doesn’t suffer from the considerable processing of the sequential approach of the successive interference cancelers [13, 14].



Team-Fly®



Applications



351



7.8 Cancellation of Adjacent Channel Signals in FDMA/TDMA Digital Mobile Radio Systems ACI impairs the performance of digital wireless communications systems. ACI mitigation improves performance and capacity for cellular, mobilesatellite, and land mobile radio systems. Cellular capacity can be improved by decreasing reuse spacing or by employing more flexible channel allocation schemes, both of which would require better ACI mitigation at the receiver. Mobile-satellite systems are both power and bandwidth limited [20]. The power limitation implies restricted link margins, so that margins for interference are limited. ACI mitigation allows better link margin. ACI mitigation also allows higher capacity via closer channel reuse. In land mobile radio systems, each site serves a large geographical area, and different operators may use adjacent channels in the same area. As a result, the relative power levels of adjacent channel signals can be very large, requiring the receiver to provide adjacent channel protection (ACP), typically on the order of 55 to 65 dB [21]. By contrast, cellular systems are specified at 18 to 26 dB. To achieve large ACP values, power control, linear power amplification, and spectrally efficient modulation [22] have been proposed. ACI mitigation would ease system design and improve signal quality. Prior solutions to ACI mitigation include narrowband filtering, equalization methods, and subtractive demodulation. Receive filtering methods are effective, but the ISI introduced limits performance gains. Equalization methods exploit cyclostationarity, adapting demodulation parameters to minimize the effects of noise and ACI. Subtractive approaches employ demodulation of the adjacent signal, subsequent regeneration, and subtraction from the received signal prior to demodulation of the desired signal [23]. In the present section, the idea of subtractive demodulation is introduced [23], and it can be shown that successive cancellation of baseband signals can be achieved on the basis of signal strength. The problem is formulated in the context of FDMA/TDMA mobile radio systems employing MLSE receivers. The receiver is evaluated in conjunction with GMSK modulation and a mobile radio environment. Practical considerations such as front-end IF filtering and channel impulse response estimation are taken into account in the performance evaluation. 7.8.1 Receiver’s Configuration By successive cancellation of adjacent channel signals, we mean that we can detect a user’s signal in its band using conventional demodulation, and then
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remove or cancel its effect from the adjacent bands. Detection is limited by uncanceled ACI. Performing cancellation in order of decreasing signal strength minimizes this problem. Signal strength order is determined by channel estimation. Two approaches to successive cancellation are considered. Unlike conventional single user demodulation, in which each user’s signal is demodulated as if it were the only one present, these receivers process not only the channel of interest but also other adjacent frequency channels by using a bank of standard practical receiver filters [21]. The first approach, illustrated in Figure 7.9, uses a wideband receiver to receive a group of adjacent signals before frequency band channelization. The wideband signal must be highly oversampled. The received signal is then passed through a bank of matched filters appropriate to receive signals on different carrier frequencies. It is desirable to partition the matched filters into two parts, one matched to the known pulse shape followed by one matched to the unknown medium [24]. This leads to traditional receiver designs, employing fixed analog filters followed by sampling and baseband signal processing. For the GSM signal model, one sample per bit is sufficient. Signal strength order is determined via channel estimation. The information bits that belong to the strongest signal are detected using coherent MLSE based on the approach in [25]. However, this is suboptimal, as it assumes that the



Figure 7.9 Successive cancellation (method 1). (After: [21].)
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sum of the interfering adjacent signals can be modeled as white noise. The strongest signal is regenerated in highly oversampled form using the medium response estimates, detected bit sequence, and knowledge of the pulse shaping and carrier spacing. The regenerated signal is then subtracted from the total wideband received signal to obtain a reduced ACI received signal for the remaining user’s signals. This process is repeated until the weakest user signal is detected. Though not explored here, multistage interference cancellation could then be applied to improve performance further. The disadvantage of this approach is that subtraction occurs using a highly oversampled signal, and channelization filtering must be performed repeatedly. An equivalent, more efficient method can be obtained by employing successive cancellation at the sampled outputs of the matched filters. Figure 7.10 illustrates the second approach, in which successive cancellation is applied after frequency band channelization. The sampled outputs of each filter contain the desired and interfering signal terms plus the noise. Usually the strongest interfering signals arise from the immediate or secondary adjacent channels depending on the carrier spacing, and the effect of further away signals on the channel of interest can be ignored. Therefore, the strongest signal is detected and canceled from the baseband signals corresponding to the immediately adjacent signals. The same procedure is repeated until the weakest signal is detected. With this



g2*(-t) g2*(-t)



gN* (-t)



Figure 7.10 Successive cancellation (method 2). (After: [21].)
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method, FDMA channelization and channel estimation are performed only once.



7.9 Adaptive Multistage PIC PIC is attractive for its simplicity and the fact that it can lead to considerable capacity increase without service deterioration. Ideally, when the MAI signal is known a priori, a single stage PIC is equivalent to the optimum detector in a maximum-likelihood (ML) sense [26]. In practical applications, the MAI estimates are used due to the lack of an exact knowledge of MAI. By introducing a multistage architecture [27], MAI estimation can be improved in an iterative way. However, this is not always true for a conventional multistage PIC, especially, when the BER in the previous stage is sufficiently high. A wrong estimation used in MAI cancellation will largely increase the interference power, thus introducing further degradation. Partial cancellation of MAI at each stage to reduce the cost of wrong MAI estimation has been suggested in [26]. The amount of interference to be canceled is decided by a weighting factor at each stage for all users. This method can ensure a performance improvement after partial interference cancellation. Because the bit decisions become more reliable when more MAI is canceled, an increase of the weighting factors for each successive stage results in an improvement manifested as a capacity increase. For the approach in [26], a constant weight is used for all users at each stage throughout the cancellation. For a CDMA system operating in a multipath fading channel, the MAI varies from one user to another and from bit to bit according to the PN cross-correlation and the power level of each user at a particular time instant. Hence, adaptive weights that reflect the reliability of data estimation can offer a better solution. Motivated by this thought, a new cost function, which takes the weighting factors into account, has been proposed [28]. The objective is to minimize the meansquare error between the received signal and the weighted sum of the signal estimates of all users’ during a bit interval with respect to the weights. The optimum weights can be obtained through an adaptive LMS algorithm. 7.9.1 PIC Without loss of generality, let us focus on the first user. For the multistage PIC [15] operating in multipath environment, the MAI as can be shown [28] is estimated at the k th stage as follows
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∑ ∑ √E bi ␣ il c i (t ) ␣ˆ i



(k − 1)



(7.48)



i =2 l =1



where



␣ il (t ) represents the time-variant complex channel parameter, which includes the attenuation and phase shift; c i (t ) is a complex form of PN sequence; aˆ is a binary data sequence decision at the RAKE receiver. At the k th stage, the estimated MAI is completely removed from the received signal in the conventional multistage PIC. This can be written as (k ) (k ) r c 1 = r (t ) − ˆI 1



(7.49)



RAKE combining and bit decisions can be carried out in the same way as for single user RAKE receiver. The only difference is that the received (k ) signal r (t ) should be replaced by r c 1 for conventional PIC. In a multipath fading channel, the procedure of interference cancellation can be described as follows: (k )



˜r p1 = p (0)



˜r p 1 =



(k )



(k ) (k ) (k − 1)  r (t ) − ˆI 1  + [1 − p ] ˜r p1



(7.50)
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where p (k ) is the weighting factor for interference cancellation at the k th stage. RAKE diversity is then carried out based on the interference partially (k ) removed signal ˜r p1 . 7.9.2 Adaptive Multistage PIC In a partial cancellation scheme [26], the weight for each stage remains constant. Intuitively, it is more reasonable to have a set of weights that can reflect the reliability of the bit estimations from previous stages. In this section, an adaptive multistage PIC approach is described, where the weights are updated by an LMS algorithm. In order to incorporate the adaptive algorithm, the received signal must be sampled. Because of that, the received
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signal r (t ) is sampled once per chip, the discrete form received signal is denoted by r (m ), where K L −1



∑ ∑ ␣ il s i (m − l ) + n (m )



r (m ) =



(7.51)



i =1 l =0



where s i (m − l ) are samples of transmitted signal; n (m ) is additive Gaussian noise. and (k − 1)



k



s i (m ) ≡ c i (m ) ␣ˆ i



We try to estimate r (m ) at the k th stage from the PN sequence c i (m ), (k − 1) , and the weight { il (m ), the bit estimate from the previous stage ␣ˆ i l = 0, . . . , L − 1}. The estimation is carried out as follows: ˆr (k ) (m ) =



K L −1
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where ˆs i (m ) is defined as (k )



ˆs i



(k − 1)



(m ) = c i (m ) ␣ˆ i
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The objective is to minimize the MSE between the received signal r (m ) and its estimate ˆr (m ) with respect to the weights. The cost function can be expressed as E 冋 | r (m ) − ˆr (k ) (m ) |



2



册



0≤m≤N−1



(7.54)



A normalized LMS algorithm is used to search for the optimum weights during each bit interval and on a chip basis. The weights update is given by [26]:



 (k ) (m + 1) =  (k ) (m ) +
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where



 is a step size and e (k ) (m ) represents the error between the desired response and the output of the LMS filter of the k th stage: e (k ) (m ) = r (m ) − ˆr (k ) (m )



(7.56)



The dimension of vector  is L × K . The block diagram of the weight estimation via an LMS algorithm is depicted in Figure 7.11. The same concept can be used to develop an adaptive multistage parallel interference cancellation structure for applications in an AWGN environment.



Figure 7.11 Adaptive PIC using an LMS algorithm in multipath fading. (After: [28].)
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With the weights provided by the LMS algorithm, the interference cancellation at the k th stage for the i th user is realized, as shown here: K L −1



(k )



y ci (m ) = r (m ) −



∑ ∑  il



(k )



(k )



(N − 1) ˆs j (m − l )



j =1 l =0 j ≠i



(7.57)



RAKE diversity is then carried out based on the less interfered signal that is



(k ) y ci (m ),



(k )



Yi



= Re



冦



1 N



L −1 N −1



∑ ∑



l =0 m =0



(k )



y ci (m ) c *i (m − l ) ␣ *il



冧



(7.58)



A more reliable decision is made as (k )



ai



= sgn 冋Y i



册



(7.59)



Y i = Re { y i }



(7.60)



(k )



where Y i is as defined as L −1



y i = Re



冦∑



l =0



冧



␣ *il y il ,



Either exact channel parameters or their estimates can be used as the initial value of the tap coefficients of the LMS filters at each stage. Even if certain MAI estimates are wrong, it is possible for the LMS algorithm to reverse the sign of their corresponding weights, ensuring removal of the interference to some extent. The step size  plays an important role in the LMS algorithm. For the normalized LMS algorithm deployed in our approach,  must satisfy 0 <  < 2 in order to ensure convergence [29]. Generally, a large step size leads to a faster convergence rate; however, it will also cause a greater gradient noise. It is shown therefore that by using an LMS algorithm to search for a set of optimum coefficients, which minimize the MSE between the received signal and its estimate, we then can use these coefficients as weights in parallel interference cancellations. Simulations results [28] show that this method outperforms the conventional PIC and partial PIC [26].
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Appendix A: Signal and Spectra in Wireless Communications In communication systems, the received waveform is usually categorized into the desired part containing the information and the extraneous or undesired part. The desired part is called the signal, and the undesired part is called noise. This appendix introduces mathematical tools that are used to describe signals and noise from a deterministic and stochastic waveform point of view. The waveforms will be represented by direct mathematical expressions or by the use of orthogonal series representations such as the Fourier series or a continuous frequency spectrum as expressed by the Fourier transform. Measures for characterising these waveforms such as dc value, rms value, normalized power, magnitude spectrum, phase spectrum, power spectral density or energy spectral density, and bandwidth are the main quantitative characteristics. The waveform of interest may be the voltage as a function of time, u (t ), or the current as a function of time, i (t ). Often the same mathematical techniques can be used when working with either type of waveform. Thus, for generality, waveforms will be denoted simply as s (t ) when the analysis applies to either case.



A.1 Physically Realizable Waveforms Practical waveforms that are physically realizable (i.e., measurable in a laboratory) satisfy several conditions: 361
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1. The waveform has significant nonzero values over a composite time interval that is finite. 2. The spectrum of the waveform has significant values over a composite frequency interval that is finite. 3. The waveform is a continuous function of time. 4. The waveform has a finite peak value. 5. The waveform has only real values. That is, at any time, it cannot have a complex value (a + jb ) where b is nonzero. The first condition is necessary because systems (and their waveforms) appear to exist for a finite amount of time. Physical signals also produce only a finite amount of energy. The second condition is necessary because any transmission medium—such as wires, coaxial cable, waveguides, or fiberoptic cable—has a restricted bandwidth. The third condition is a consequence of the second—it usually becomes clear from spectral analysis, as we will discuss later. The fourth condition is necessary because physical devices are destroyed if voltage or current of infinite value is present within the device. The fifth condition follows from the fact that only real waveforms can be observed in the real world, although properties of waveforms, such as spectra, may be complex. Mathematical models that violate some or all of the conditions listed previously are often used, and for one main reason—to simplify the mathematical analysis. In fact, we often have to use a model that violates some of these conditions in order to calculate any type of answer. However, if we are careful with the mathematical model, the correct result can be obtained when the answer is properly interpreted. For example, consider the digital waveforms that are modeled by functions with discontinuities at the switching times [1, 2]. This situation violates the third condition—the physical waveform is continuous. The physical waveform is of finite duration (decays to zero before t = ± ∞), but the duration of the mathematical waveform extends to infinity. In other words, this mathematical model assumes that the physical waveform existed in its steady-state condition for all time. Spectral analysis of the model will approximate the correct results, except for the extremely high-frequency components. The average power that is calculated from the model will give the correct value for the average power of the physical signal that is measured over an appropriate time interval. The total energy of the mathematical model’s signal will be infinity because it extends to infinite time, whereas that of the physical signal will be finite. Consequently, this
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model will not give the correct value for the total energy of the physical signal without using some additional information. However, the model can be used to evaluate the energy of the physical signal over some finite time interval of the physical signal. This mathematical model is said to be a power signal because it has the property of finite power (and infinite energy), whereas the physical waveform is said to be an energy signal because it has finite energy. All physical signals are energy signals, although we generally use power signal mathematical models to simplify the analysis. In summary, waveforms may often be classified as signals or noise, digital or analog, deterministic or stochastic, physically realizable or nonphysically realizable, and belonging to the power or energy type. Concepts such as spectral expansion of signals as well as their representation will be briefly discussed next. On many occasions, especially in wireless communications, we have to deal with random signals. A random signal can be viewed or defined in two different ways. One way to view such a signal s (t ) is to consider that it is a collection of time functions corresponding to various outcomes of a random experiment. Alternatively, we may view the random signal at t 1 , t 2 , . . . as a collection of random variables s (t 1 ), s (t 2 ), . . . A complete statistical description of a random signal s (t ) is known if for any integer n , and any choice of t 1 , t 2 , . . . , t n the joint PDF of s (t 1 ), (s , s , . . . , s ) s (t 2 ), . . . s (t n ) is given by f s (t1 1 ),2 s (t 2 ),n. . . , s (t N ) . The mean, or expectation, or ensemble, or statistical average of the random process s (t ) is a deterministic function of time s (t ) defined by ∞



s (t ) =



冕



sf s (t ) (s ) ds



(A.1)



−∞



The autocorrelation function of the random process s (t ) denoted as R ss (t 1 , t 2 ) is defined by ∞ ∞



R ss (t 1 , t 2 ) = E [s (t 1 ) s (t 2 )] =



冕冕



s 1 , s 2 f s (t 1 ) s (t 2 ) (s 1 , s 2 ) ds 1 ds 2 (A.2)



−∞ −∞



When the mean of a random signal is independent of time, and the autocorrelation function depends only on the difference  = t 1 − t 2 , the random signal is called wide-sense stationary. When the time average and
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the statistical average of any function of a random process are equal, the random signal is called ergodic, whereas the time average is defined T /2



冕



1 lim T T→∞



g (s (t ,  )) dt



(A.3)



−T /2



and g (s (t ,  )) is a realization of the random process g (s (t )) [3]. The energy and power of each sample function by extension of deterministic signals are defined as ∞



Ei =



冕



s 2 (t ,  i ) dt



(A.4)



−∞



and T /2



1 P i = lim T T→∞



冕



s 2 (t ,  i ) dt



(A.5)



−T /2



We observe that the energy E i and power P i of a random signal are random variables whose expected values are ∞



E=⌭



冤冕



冥



s 2 (t ) dt



−∞



(A.6)



We observe that from A.2 we obtain ∞



E=



冕



⌭[s 2 (t )] dt



−∞ ∞



=



冕



−∞



whereas



R s (t , t ) dt



(A.7)
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T /2



冦



冕



1 P = ⌭ lim T→∞ T



冧



s 2 (t ) dt



−T /2



(A.8)



T /2



冕



1 = lim T T→∞



R s (t , t ) dt



−T /2



If the process is stationary, R s (t , t ) = R s (0). Hence, ∞



E=



冕



R s (0) dt



(A.9)



−∞



P = R s (0)



(A.10)



A.1.1 Energy and Power Waveform The waveform s (t ) is a power waveform if and only if the normalized average power, P, is finite and nonzero (i.e., 0 < P < ∞). The total normalized energy is given by T /2



E = lim



T→∞



冕



s 2 (t ) dt



(A.11)



−T /2



The waveform s (t ) is an energy waveform if and only if the total normalized energy is finite and nonzero (i.e., 0 < E < ∞). From these definitions, it is seen that if a waveform is classified as either one of these types, it cannot be of the other type. That is, if s (t ) has finite energy, the power averaged over infinite time is zero, and if the power (averaged over infinite time) is finite, the energy is infinite. Moreover, mathematical functions can be found that have both infinite energy and infinite power and, consequently, cannot be classified into either of these two categories. Physically realizable waveforms are of the energy type, but we will often model them by infinite-duration waveforms of the power type. Laboratory instruments that measure average quantities—such as dc value, rms value, and average power—are based on a finite time interval. Thus, nonzero average quantities for finite energy (physical) signals can be obtained.
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Hence, the average quantities calculated from a power-type mathematical model (averaged over infinite time) will give the results that are measured in the laboratory (averaged over finite time).



A.2 Orthogonal Series Representation of Signals and Noise An orthogonal series representation of signals and noise such as the Fourier series, sampling function series, and representation of digital signals, has many significant applications in communication problems. Because these specific cases are so important, for a better understanding of the more advanced material in this book, they will be studied in some detail in the sections that follow. A.2.1 Orthogonal Functions Before the orthogonal series is studied, a definition for orthogonal functions is needed. Functions  n (t ) and  m (t ) are said to be orthogonal with respect to each other over the interval a < t < b if they satisfy the condition



 n (t )  m* (t ) dt =



再



␦ nm Ⳏ



再



b



冕 a



0, n ≠ m Kn , n = m



冎



= K n ␦ nm



(A.12)



where 0, n ≠ m 1, n = m



冎



(A.13)



␦ nm is called the Kronecker delta function. If the constants K n are all equal to one, the  n (t ) are said to be orthonormal functions. In other words, (A.12) is used to test pairs of functions to determine if they are orthogonal. They are orthogonal over the interval (a,b) if the integral of their product is zero. The zero result implies that these functions are ‘‘independent’’ or in ‘‘disagreement.’’ If the result is not zero, they are not orthogonal, and consequently, the two functions have some ‘‘dependence’’ or ‘‘likeness’’ to each other. In a similar manner, we can show that the set of the complex exponential functions e jn 0 t are orthogonal.
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A.2.2 Orthogonal Series Let us assume that s (t ) represents some practical waveform (signal, noise, or signal-noise combination) that we wish to represent over the interval a < t < b. Then we can obtain an equivalent orthogonal series representation by taking each old  n (t ) and dividing it by √K n to form the normalized  n (t ). A waveform s (t ) can be represented over the interval (a, b) by the series s (t ) =



∑ a n  n (t )



(A.14)



n



where the orthogonal coefficients are given by b



1 an = Kn



冕



s (t )  *n (t ) dt



(A.15)



a



and the range of n is over the integer values that correspond to the subscripts that were used to denote the orthogonal functions in the complete orthogonal set. For (A.14) to be a valid representation for any physical signal (i.e., one with finite energy), the orthogonal set has to be complete. This implies that the set { n (t )} can be used to represent any function with an arbitrarily small error. In practice, it is usually difficult to prove that a given set of functions is complete. It can be shown that the complex exponential set and the harmonic sinusoidal sets that are used for the Fourier series are complete [4]. Many other useful sets are also complete, such as the Bessel functions, Legendre polynomials, and the (sin x )/x -type sets, expressions of which we shall see in Section A.2.4 Let us try to prove that the set { n (t )} is sufficient to represent the waveform. Then in order for (A.14) to be correct, we only need to show that we can evaluate the a n . Using (A.14), we operate on both sides of this equation with the integral operator b



冕 a



obtaining



[⭈]  m* (t ) dt



(A.16)
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冕



b



s (t )  m* (t ) dt =



a



冕冋∑



册



a n  n (t )  m* (t ) dt



n



a



b



=



∑ an n



冕



 n (t )  m* (t ) dt =



∑ a n K n ␦ nm



(A.17)



n



a



= am K m Thus (A.15) follows. The orthogonal series is very useful in representing a signal, noise, or a signal-noise combination. The orthogonal functions  j (t ) are deterministic. Furthermore, if the waveform s (t ) is deterministic, the constants {a j } are also deterministic and may be evaluated using (A.15). Moreover, if s (t ) is stochastic (e.g., in a noisy environment), the {a j } are a set of random variables that give the desired random process s (t ). A.2.3 Fourier Series The Fourier series is a particular type of orthogonal series representation that is very useful in solving engineering problems, especially communication problems. The orthogonal functions that are used are either sinusoids, or, equivalently, complex exponential functions. A.2.3.1 Complex Fourier Series



The complex Fourier series uses the orthogonal exponential functions



 n (t ) = e jn 0 t



(A.18)



where n ranges over all possible integer values, negative, positive, and zero;  0 = 2 /T 0 , where T 0 = (b − a ) is the length of the interval over which the series, (A.14), is valid; and from (A.15) K n = T 0 . Using (A.14), the Fourier series theorem follows. A physical waveform (i.e., finite energy) may be represented over the interval a < t < a + T 0 by the complex exponential Fourier series n=∞



s (t ) =



∑



n = −∞



c n e jn 0 t



(A.19)
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where the complex Fourier coefficients c n are given by a + T0



冕



1 cn = T0



s (t ) e −jn 0 t dt



(A.20)



a



and  0 = 2 f 0 = 2 /T 0 . If the waveform s (t ) is periodic with period T 0 , this Fourier series representation is valid over all time (i.e., over the interval −∞ < t < + ∞) because the  n (t ) are periodic functions that have a common fundamental period T 0 . For this case of periodic waveforms, the choice of a value for the parameter a is arbitrary, and it is usually taken to be a = 0 or a = −T 0 /2 for mathematical convenience. The frequency f 0 = 1/T 0 is said to be the fundamental frequency, and the frequency nf 0 is said to be the n th harmonic frequency, when n > 1. The Fourier coefficient c 0 is equivalent to the dc value of the waveform s (t ), because the integral is identical to that of (A.20) when n = 0. A.2.3.2 Quadrature Fourier Series



The quadrature form of the Fourier series representing any physical waveform s (t ) over the interval a < t < a + T 0 is s (t ) =



∞



∞



n =0



n =1



∑ a n cos n 0 t + ∑ b n sin n 0 t



(A.21)



where the orthogonal functions are cos n 0 t and sin n 0 t . Using (A.12), we find that these Fourier coefficients are given by



an =



and



冦



a + T0



1 T0



冕



s (t ) dt , n = 0



a



a + T0



2 T0



冕 a



s (t ) cos n 0 t dt , n ≥ 1



冧



(A.22)
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冕



s (t ) sin n 0 t dt , n > 0



(A.23)



a
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Once again, because these sinusoidal orthogonal functions are periodic, this series is periodic with the fundamental period T 0 , and if s (t ) is periodic with period T 0 , the series will represent s (t ) over the whole real line (i.e., −∞ < t < ∞). A.2.4 Line Spectrum for Periodic Waveforms



TE



For periodic waveforms, with period T 0 , the Fourier series representations are valid over all time (i.e., −∞ < t < ∞). Consequently, the (two-sided) spectrum, which depends on the waveshape from t = −∞ to t = ∞, may be evaluated in terms of the Fourier coefficients c n as given by (A.20) n=∞



∑



S( f ) =



c n ␦ ( f − nf 0 )



(A.24)



n = −∞



where f 0 = 1/T 0 . Equation (A.24) indicates that a periodic function always has a line (delta function) spectrum with the lines being at f = nf 0 and having weights given by the c n values. Another form of expansion, which is used many times for the approximation of common signal waveforms, is the so-called Bessel-Fourier expansion. For this expansion as basis functions are used, the Bessel functions defined by 1 J n (t ) = 







冕



cos (n − t sin  ) d



(A.25)



0



where these functions are also the solutions of the Bessel equation x 2 Jn″ (x ) + xJn′ (x ) + (x 2 − n 2 ) Jn (x ) = 0 where
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d ( Jn (x )) dx



 a where ␣ nm is the m th zero of Jn (␣ nm ) = 0, a is the upper limit of the new  variable  , then the Bessel function can be expressed as Jn ␣ nm . This a set of functions is orthogonal in the sense It can be shown [5] that if we change variables, and set x = ␣ nm



冉



a



冕 冉



Jn ␣ nm



 a



冊 冉



Jn ␣ nm



 a



冊



 d = 0



冊



(A.27)



0



and the orthogonality is valid in the interval [0, a ]. Using this orthogonal set, we can expand any well-behaved but otherwise arbitrary signal waveform as shown next. s (t ) =



∞



∑ c nm Jn



M =1



冉 冊 ␣ nm



t a



(A.28)



where 0 ≤ t ≤ a and n > −1, and the coefficients ␣ nm can be determined using a



c nm =



2 2



2



a Jn + 1 (␣ nm )



冕



冉



s (  ) Jn ␣ nm



 a



冊



 d



(A.29)
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Still another series approximation of any signal waveform is the Laguerre series expansion, using as a basis the Laguerre functions. The Laguerre functions L n (x ) are given by the solutions of the equation xL n″ (x ) + (1 − x ) L n′ (x ) + nL n (x ) = 0



(A.30)



where it is shown [5] that a



冕 0



e −x L m (x ) L n (x ) dx = ␦ nm



(A.31)
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Similarly converting the Laguerre function into an orthogonal set,  n (x ), given by



 n (x ) = e −(x /2) L n (x )



(A.32)



the functions  n (x ) satisfies the differential equation



冉



x n″ (x ) +  n′ (x ) + n +



冊



1 x −  n (x ) = 0 2 4



(A.33)



We can then expand similarly to the expansion of (A.14) to approximate any well-behaved signal waveforms in the interval 0 ≤ t ≤ a . The main purpose of this appendix is to review some approximating techniques and introduce the notion of spectrum, in order to show the techniques by which interference signals in communications systems can be quantitatively modeled and approximated. The accuracy of such an approximation either in the frequency or time domain will determine the accuracy of the mitigation techniques as seen, from the methodology we adapted, in Chapter 4 and onward.



A.3 Fourier Transform and Spectra In electrical engineering problems, the signal, the noise, or the combined signal plus noise usually consists of a voltage or current waveform that is a function of time. Let s (t ) denote the waveform of interest. Theoretically, to evaluate the frequencies that are present, one needs to view the waveform over all time (i.e., −∞ < t < ∞) to be sure that the measurement is accurate and to guarantee that none of the frequency components is neglected. The relative level of one frequency as compared to another is given by the spectrum of the waveform. This is obtained by taking the Fourier transform of the signal waveform. The Fourier transform (FT) of a waveform s (t ) is +∞



S ( f ) = F (s (t )) =



冕



(s (t )) e −j 2 ft dt



(A.34)



−∞



where F (.) denotes the Fourier transform operator and f is the frequency parameter with units of hertz.
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This is also called a two-sided spectrum of s (t ) because both positive and negative frequency components are obtained from (A.34). In general, because e −j 2 ft is complex, S ( f ) is a complex function of frequency. S ( f ) may be decomposed into two real functions X ( f ) and Y ( f ) such that S ( f ) = X ( f ) + jY ( f )



(A.35)



This is identical to writing a complex number in terms of pairs of real numbers that can be plotted in a two-dimensional Cartesian coordinate system. For this reason, (A.35) is sometimes called the quadrature form or Cartesian form. Similarly, (A.34) can be written equivalently in terms of a polar coordinate system, where the pair of real functions denotes the magnitude and phase S ( f ) = | S ( f ) | e j ( f



)



(A.36)



where



冉 冊 Y( f )



| S ( f ) | = √X 2 ( f ) + Y 2 ( f ) and  ( f ) = tan−1 X ( f )



(A.37)



This is called the magnitude-phase form or polar form. To determine if certain frequency components are present, one would examine the magnitude spectrum | S ( f ) | , and sometimes engineers loosely call this just the spectrum. It should be clear that the spectrum of a signal waveform is obtained by a mathematical calculation, and that it does not appear physically in an actual circuit. For example, the frequency f = 10 Hz is present in the waveform s (t ) if and only if | S (10) | ≠ 0. From (A.34) it is realized that an exact spectral value can be obtained only if the waveform is observed over the infinite time interval (−∞, ∞). However, a special instrument called a spectrum analyzer may be used to obtain an approximation (i.e., finite time integral) for the magnitude spectrum | S ( f ) | . The time waveform may be calculated from the spectrum by using the inverse Fourier transform ∞



s (t ) =



冕



−∞



S ( f ) e j 2 ft df



(A.38)
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The functions s (t ) and S ( f ) are said to constitute a Fourier transform pair, where s (t ) is the time-domain description and S ( f ) is the frequencydomain description. Usually, the time-domain function is denoted by a lowercase letter and the frequency-domain function is denoted by an uppercase letter. Shorthand notation for the pairing between the two domains will be denoted by a double arrow: s (t ) ↔ S ( f ). The waveform s (t ) is Fourier transformable (i.e., sufficient conditions) if it satisfies both Dirichlet conditions: • Over any time interval of finite width, the function s (t ) is single



valued with a finite number of maxima and minima and the number of discontinuities (if any) is finite. • s (t ) is absolutely integrable. That is, ∞



冕|



s (t ) | dt < ∞



(A.39)



−∞



Although these conditions are sufficient, they are not necessary. In fact, signal waveforms may not satisfy the Dirichlet conditions and yet their Fourier transform can be found. A weaker sufficient condition for the existence of the Fourier transform is ∞



E=



冕|



s (t ) | dt < ∞ 2



(A.40)



−∞



where E is the normalized energy. This is the finite energy condition that is satisfied by all physically realizable waveforms. Thus all physical waveforms encountered in engineering practice are Fourier transformable. A.3.1 Sampling Theorem Finally, if the signal s (t ) is bandlimited with bandwidth w (i.e., S ( f ) = 0 for f ≥ w ) and the time representation s( t ) of the signal is sampled at 1 obtaining the samples x (nTs ), it can sampling intervals Ts where Ts ≤ 2w



Appendix A



375



be shown [6] the signal s (t ) can be reconstructed from its samples by the formula ∞



s (t ) =



∑



2w ′s (nTs ) sinc 2w ′ (t − nTs )



n = −∞



1 − w. where w ′ is any arbitrary number that satisfies w ≤ w ′ ≤ Ts 1 , the reconstruction is given by In the special case when Ts = 2w ∞



s (t ) =



∑



n = −∞



x (nTs ) sinc



冉 冊 1 −n Ts



sin (x ) . x This is the famous sampling theorem, which allows us to reconstruct signals from their samples and play a major role in the migration from the 1 , this sampling rate is called analog to the digital world. When Ts = 2w Nyquist sampling rate. where sinc (x ) ≡



A.3.2 Parseval’s Theorem and Energy Spectral Density Parseval’s theorem gives an alternative method for evaluating the energy by using the frequency-domain description instead of the time-domain definition. ∞



冕



∞



s 1 (t ) s 2* (t ) dt =



−∞



冕



S 1 ( f ) S 2* ( f ) df



−∞



If s 1 (t ) = s 2 (t ) = s (t ), this reduces to ∞



E=



冕|



−∞



∞



s (t ) | dt = 2



冕|



S ( f ) | df 2



−∞



which is also known as Rayleigh’s energy theorem.



(A.41)
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This last equation leads to the concept of the energy spectral density (ESD) function, which is defined for energy waveforms by E ( f ) = |S( f )|



2



(A.42)



where s (t ) ↔ S ( f ). E ( f ) has units of joules per hertz. By using Parseval’s theorem, we see that the total normalized energy is given by the area under the ESD function: ∞



E=



冕



E ( f ) df



(A.43)



−∞



For power waveforms, a similar function called the PSD can be defined. It is further analyzed in the next subsection and plays a central role in interference suppression problems. A.3.3 PSD The normalized power of a waveform can be related to its frequency-domain description by the use of a function known as the PSD. The PSD is very useful in describing how the power content of signals and noise is affected by filters and other devices in communication systems. In (A.42), the ESD was defined in terms of the magnitude squared version of the Fourier transform of the waveform. The PSD will be defined in a similar way. The PSD is more useful than the ESD because power-type models are generally used in solving communication problems. First, define the truncated version of the waveform by s T (t ) =



再



s (t )



−T /2 < t < T /2



0,



t elsewhere



冎



= s (t ) ⌸



冉冊 t T



Using (A.5), we obtain the average normalized power T /2



1 P = lim T T→∞



冕



−T /2



1 s (t ) dt = lim T T→∞ 2



∞



冕



2



s T (t ) dt



−∞



By the use of Parseval’s theorem, (A.41), this becomes



(A.44)
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1 P = lim T→∞ T



∞



冕



∞



| S T ( f ) | df = 2



−∞



冕冉



−∞



377



lim | S T ( f ) | T→∞ T



2



冊



df



(A.45)



where S T ( f ) = F (s T (t )). The integrand of the right-hand integral has units of watts/Hertz (or, equivalently, volts2/hertz or amperes2/hertz, as appropriate) and can he defined as the PSD. The PSD for a deterministic power waveform is P w ( f ) = lim



T→∞



冉|



ST ( f ) | T



2



冊



(A.46)



where s T (t ) ↔ S T ( f ) and P w ( f ) has units of watts per hertz. Note that the PSD is always a real nonnegative function of frequency. In addition, the PSD is not sensitive to the phase spectrum of s (t ) because that is lost by the absolute value operation used in (A.46). From (A.45), the normalized average power is ∞



2



P = 〈 s (t ) 〉 =



冕



P w ( f ) df



−∞



That is, the area under the PSD function is the normalized average power.
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Appendix B: HMMs—Kalman Filter B.1 HMMs HMMs are used for the statistical modeling of nonstationary signal processes, such as speech signals and image sequences, as shown in Figure B.1 [1–4]. An HMM models the time variations (and/or the space variations) of the statistics of a random process with a Markovian chain of state-dependent stationary subprocesses. An HMM is essentially a Bayesian finite state process, and consists of a Markovian prior for modeling the transitions between the states and a set of state PDFs for modeling the random variations of the signal process within each state. A discrete-time Markov process x (m ) with N allowable states may be modeled by a Markov chain of N states. Each state can be associated with one of the N values that s (m ) may assume. In a Markov chain, the Markovian property is modeled by a set of state transition probabilities defined as d ij (m , m − 1) = Prob [x (m ) = j | x (m − 1) = i ]



(B.1)



where d ij (m , m − 1) is the probability that at time m − 1 the process is in the state i and then at time m it moves to state j . In (B.1), the transition probability is expressed in a general time-dependent form. An HMM is a double-layered finite-state process, with a hidden Markovian process that controls the selection of the states of an observable process. 379
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Figure B.1 Two-layered model of a nonstationary process.



TE



In general, an HMM has N states, with each state trained to model a distinct segment of a signal process. An HMM can be used to model a timecarrying random process as a probabilistic Markovian chain of N stationary, or quasi-stationary, elementary subprocesses. A general structure for of a three-state HMM is shown in Figure B.2. This structure is known as an ergodic HMM. In the context of an HMM, the term ergodic implies that there are no structural constraints for connecting any state to any other state.



Figure B.2 Three-state HMM.



Team-Fly®
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B.2 Parameters of an HMM An HMM has the following parameters: 1. Number of states N. This is usually set to the total number of distinct, or elementary, stochastic events in a signal process. 2. State transition-probability matrix A = {a ij , i, j = 1, . . . , N }. This provides a Markovian connection network between the states and models the variations in the duration of the signals associated with each state. 3. State observation vectors {  i 1 ,  2 , . . . ,  iM , i = 1, . . . , N }. For each state, a set of M prototype vectors model the centroids of the signal space associated with each state. 4. State observation vector probability model. This can be either a discrete model composed of the M prototype vectors and their associated probability mass function (pmf) P = {Pij (⭈), i = 1, . . . , N, j = 1, . . . , M }, or it may be a continuous (usually Gaussian) PDF model F = { f ij (⭈), i = 1, . . . , N, j = 1, . . . , M }. 5. Initial state probability vector  = [ 1 ,  2 , . . . ,  N ]. The first step in training the parameters of an HMM is to collect a training database of a sufficiently large number of different examples of the random process to be modeled. The objective is to train the parameters of an HMM to model the statistics of the signals in the training data set.



B.3 HMM—Kalman Filter Algorithm In this section we shall show how a recursive HMM estimator and a Kalman filter in conjunction with an EM algorithm can be used to estimate narrowband interference, signal, and their parameters. This algorithm is used in Chapter 7 as a narrowband interference suppressor [5, 6]. B.3.1 Problem Formulation We assume that the received spread-spectrum signal s (t ) is sampled at a rate higher than the chip rate of the PN sequence. This yields samples that are correlated in time. Hence, we assume s k is a finite-state discrete-time
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homogeneous first order Markov chain. Consequently, the state s k at time k is one of the finite number of known states M q = ( q 1 , q 2 , . . . , q M ). The transition probability matrix is: A = (a mn )



(B.2)



where a mn = P 冠s t + 1 = q n | s t = q m 冡; m , n ∈ {1, . . . , M }. N



Of course, a mn ≥ 0,



∑ a mn = 1



n =1



for each m , with  denoting the



initial state probability vector:  = ( m ),  m = P (s 1 = q m ). We assume that the number of states M of the Markov chain is known. Also, for convenience, we assume that  m = 1/M , for m = 1, . . . , M .



B.4 Maximum A Posteriori Channel Estimates Based on HMMs N −1



ln f 冠h | y (0), . . . , y (N − 1)冡 = − ∑ ln f ( y (m )) − NP ln (2 ) m =0



−



1 ln 冠 | ⌺xx | | ⌺hh | 冡 2



N −1



−∑



m =0



(B.3)



1 再 [ y (m ) − h −  x ]T ⌺xx−1 [ y (m ) − h −  x ] 2



−1 (h −  h ) 冎 + (h −  h )T ⌺hh



The maximum a posteriori (MAP) channel estimate, obtained by setting the derivative of the log posterior function ln f H | y 冠h | y 冡 to zero, is hˆ MAP = (⌺xx + ⌺hh )−1 ⌺hh ( y −  x ) + (⌺xx + ⌺hh )−1 ⌺xx  h (B.4) where
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N −1



∑



y (m )



(B.5)



m =0



is the time-averaged estimate of the mean of observation vector. Note that for a Gaussian process, the MAP and conditional mean estimate are identical. The conditional PDF of a channel h averaged over all HMMs can be expressed as f H | Y 冠h | Y 冡 =



V



∑ ∑ f H | Y, S, M 冠h | Y, s, M i 冡P S | M 冠s | M i 冡 P M (M i )



i =1 s



(B.6) where P M (M i ) is the prior pmf of the input words. Given a sequence of N P -dimensional observation vectors Y = [ y (0), . . . , y (N − 1)], the posterior pdf of the channel h along a state sequence s of an HMM M i is defined as [2]. It can be shown that [1] the MAP estimate along state s, on the lefthand side of (B.3), can be obtained as



hˆ MAP (Y, s, M i ) =



N −1



冤



N −1



冥 冥



∑ ∑ 冠 ⌺xx−1, s (k ) + ⌺hh−1 冡



m =0



k =0



冤∑ 冠 N −1



+



k =0



−1 −1 ⌺xx , s (k ) + ⌺hh 冡



−1



−1 −1 ⌺xx , s (m ) [ y (m ) −  x , s (m ) ]



−1 ⌺hh h



(B.7)



The MAP estimate of the channel over all state sequences of all HMMs can be obtained as V



hˆ (Y ) =



∑ ∑ hˆ MAP (Y, s, M i ) P S | M 冠s | M i 冡 P M (M i )



(B.8)



i =1 S



A MAP differs from maximum likelihood in that MAP includes the prior PDF of a channel. This pdf can be used to confine the channel estimate within a desired subspace of the parameter space. Assuming that the channel input vectors are statistically independent, the posterior PDF of the channel given the observation sequence Y = y (0) . . . y (N − 1) is
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写



N −1



f H | Y (h / y (0) . . . y (N − 1) =



m =0



1 f ( y (m ) − h ) f H (h ) f y ( y (m )) x



Assuming also that the channel input x (m ) is Gaussian, f x (x (m )) = N (x ,  x , ⌺ xx ), with mean vector  x and covariance matrix ⌺ xx , and that the channel h is also Gaussian, f N (h ) = N (h,  h , ⌺ hh ), with mean vector  h and covariance matrix ⌺ hh , the logarithm of the posterior PDF is given by (B.3). B.4.1 Notation Let D = (d 1 , . . . , d p )′. Denote the sequence of observations ( y 1 , . . . , y T ) as Y T . Let Y kk12 = ( y k 1 , . . . , y k 2 )′. Let X T = (i 1 , . . . , i T )′ and S T = (s 1 , . . . , s T )′. Let S kk12 = (s k 1 , . . . , s k 2 )′ and X kk12 = (x k 1 , . . . , x k 2 )′. B.4.2 Estimation Objectives Let  0 = 冠 A , q , D,  e2 ,  n2 冡 denote the true parameter vector that characterizes the narrowband interference—auto regressive (AR) signal—and the spread-spectrum signal (Markov chain). Given the observations Y k = ( y 1 , . . . , y k ), our aim is twofold. 1. State estimation. Compute estimates of the narrowband interference i k and the spread-spectrum signal s k . 2. Parameter estimation. Derive a recursive estimator  (k ) for  0 , where  (k ) = 冠 A (k ), q (k ), D (k ),  e(k ),  n(k ) 冡, for k > 1, given the observations Y k . For maximum generality, the HMM-KF algorithm we present allows for estimation of some or all of the parameters of  (k ), depending on which parameters are known a priori. In the CDMA signal models q ,  e , and  n are assumed known. For such models, the HMM-KF algorithm provides state estimates and parameter estimates of D . The HMM-KF algorithm cross couples two recursive EM algorithms, one algorithm for an HMM and the other for a noisy AR model [5, 6]. 1. At time k , the KF and recursive estimate maximize (EM) parameter estimator for the narrowband interference yield estimates of the
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state of i k , process noise variance  e2 , observation noise variance  n2 , and the AR coefficients d 1 , . . . , d p , with p the order of the autoregressive process (narrowband interference). 2. The HMM filter and recursive EM parameter estimator for the spread-spectrum signal gives online estimates of the state of s k , transition probability matrix A and Markov chain level q . B.4.3 Spread-Spectrum Signal Estimator Using Recursive HMMs At time k , the predicted narrowband interference i k | k − 1 and variance p i k | k − 1 of the predicted error w k ≡ i k − i k | k − 1 obtained from the KF is available. Therefore, the HMM to be estimated is (HMM signal model) y k − ik | k − 1 = sk + w k + n k



(B.9)



It is assumed that the Kalman predicted error w k is modeled as a zeromean white Gaussian process with variance p i k | k − 1 and is independent of the observation noise n k . The recursive HMM estimator recursively updates the state and parameter estimates of the HMM. The recursive HMM parameter vector estimate at k is denoted as



 HMM ≡ 冠 A (k ), q (k ),  n2(k ) 冡 (k )



(B.10)



Given the signal model (B.3), the state and adaptive parameter estimation procedure for the spread-spectrum signal s k , is presented next. B.4.3.1 State Estimation



Define the symbol PDF (k − 1) , S k − 1 ,  HMM 冡, b m ( y k ) ≡ f 冠 y k | Yk − 1 , Ik | k − 1 , sk = q m (k − 1)



m ∈ {1, . . . , M } =



1 2 冠 p i k | k − 1 +  2n



√



(k − 1)



冡



× exp



冉



(B.11)



冠 y k − i k | k − 1 − q m(k − 1) 冡2 − 2 冠 pi +  2n 冡 (k − 1)



k |k −1



冊



which is obtained directly from (B.2), and the assumptions on the noises (k − 1) (k − 1) , and  2n are the estimates at time k − 1 of the m th wk , nk ⭈ qm Markov chain level and the observation noise variance, respectively.
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Define the nonnormalized filtered Markov state density ␣ k (m ), the CM filtered conditional mean (CM) state estimate s k | k , and the filtered MAP MAP state estimate s k | k , respectively, as (k − 1) ␣ k (m ) ≡ f 冠 s k = q m , Y k | I k | k − 1 ,  HMM 冡



(B.12)



s k | k ≡ E 再s k | Y k , I k | k − 1 ,  HMM 冎



(B.13)



(k − 1)



(k − 1)



CM



(k − 1)



MAP



s k |k = qj MAP



(B.14)



CM



Remark: s k | k is discrete valued, s k | k is continuous. The nonnormalized filtered Markov state density ␣ k (m ) is recursively computed as follows: M



␣ k (n ) = b n ( y k )



(k − 1) ␣ k − 1 (m ) ∑ ␣ mn



(B.15)



m =1



␣ 1 (n ) =  0n b n ( y 1 )



(B.16)



The normalized filtered Markov state density ␥ k (m ) is computed from ␣ k (m ) and given by (k − 1) ␥ k (m ) ≡ f 冠 s k = q m | Y k , I k | k − 1 ,  HMM 冡 =



␣ m (m )



(k − 1)



N



(B.17)



∑ ␣ k (n )



n =1 CM



The filtered CM state estimate s k | k and the associated conditional



variance (CV ) p s k | k ≡ E 再冠s k − s k | k 冡 | Y k , I k | k − 1 ,  HMM 冎, which is the (k − 1)



CM 2



CM



expected error in the estimate of s k | k , are given by CM



s k |k = M



p s k |k =



M



∑ q m(k − 1) ␥ k (m )



∑ 冠 q m(k − 1) 冡



m =1



(B.18)



m =1



2



␥ k (m ) − 冠 s k | k 冡



CM 2



(B.19)



Appendix B



387



B.4.3.2 Parameter Estimation



The received power levels are time varying, and if asynchronous transmission is used it may be necessary to estimate A and q . To estimate these parameters, the recursive EM algorithm is used. The recursive EM algorithm will be summarized next. At time k the parameter vector estimate is updated as



 (k ) =  (k − 1) + (I com ( (k − 1) ))−1 S ( (k − 1) )



(B.20)



where I com ( (k − 1) ) and S ( (k − 1) ) are the Fisher information matrix (FIM) of the complete data and the incremental score vector at time k , respectively, given by I com ( (k − 1) ) = I com ( (k − 2) ) + V ( (k − 1) ) S ( (k − 1) ) ≡



∂L k ( ) ∂



|



 =



(B.21) (B.22)



(k − 1)



where V ( (k − 1) ) ≡



∂2L k ( ) ∂ 2



|



 =



(B.23)



(k − 1)



L k ( ) ≡ E 再ln f 冠Z k | Z k − 1 ,  冡 | Z k , obs ,  (k − 1) 冎



(B.24)



where Z k ≡ 冠Z k , obs , Z k , mis 冡 denotes the complete data and Z k , obs and Z k , mis are the observed and missing data, respectively. In this case, Z k , obs = Y k and Z k , mis = S k . Thus, given I k | k − 1 , which HMM ( ) from (B.17) are obtained from the recursive KF, we can determine L k HMM



Lk



( ) = E 再ln f 冠 y k , s k | Y k − 1 , S k − 1 ,  冡 | Y k ,  HMM 冎 (k − 1)



M 冠 y k − ik | k − 1 − q m 冡 1 = − ln 冠2 冠 p i k | k − 1 +  2n 冡冡 − ∑ ␥ k (m ) × 2 2 冠 pi +  2n 冡 m =1



2



k |k −1



×



M



M



m =1



n =1



∑  k (m , n ) ∑ ln ␣ mn



(B.25)
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(k − 1) where  k (m , n ) ≡ f 冠s k − 1 = q m , s k = q n(k − 1) | Y k , I k | k − 1 ,  HMM 冡 denotes the normalized filtered joint probability that the Markov chain is in state q m at k − 1 time and in state q n at time k . It is shown in [7] that (k − 1)



(k − 1) b n ( y k ) ␣ mn ␣ k − 1 (m )



 k (m , n ) =



M



M



∑ ∑



m =1 n =1



, m , n ∈ {1, . . . , M }



(k − 1) b n ( y k ) ␣ mn ␣ k − 1 (m )



(B.26) HMM



Ignoring the terms ∂ 2 L k



( ) / ∂ 2n ∂q m for all m = 1, . . . , M , the



(k )



reestimation equations for  HMM are decoupled, then the evaluation of I com 冠 HMM 冡 and S 冠 HMM 冡 in (B.13) yields (k − 1)



(k − 1)



I com 冠 HMM 冡 = blockdiag 冠 IA (k − 1) , Iq (k − 1) , I (k − 1)



(k − 1)



 2n



S 冠 HMM 冡 = 冠 SA′ (k − 1) , Sq′(k − 1) , S ′2(k − 1) 冡 (k − 1)



e



n



冡



(B.27) (B.28)



(k )



Thus,  HMM is updated as follows. B.4.4 Transition Probabilities (k ) is somewhat complicated by the two constraints The update equation for ␣ mn (k ) ␣ mn ≥ 0 and



M



(k ) = 1. An elegant way of ensuring both constraints are ∑ ␣ mn



n =1



met is to use the following differential geometric approach. (k ) (k ) 2 = ( g mn ) Let ␣ mn N



(k ) Then g mn has merely the equality constraint that



(k ) 2 ) = 1. Then ∑ ( g mn



m =1



computing I A and S A by projecting the derivatives to the tangent space yields −1



(k ) (k − 1) = g mn + I g (k − 1) Sg (k − 1) g mn mn



(k ) ␣ mn



=



mn



(k ) 冡2 冠 g mn M



M



∑ ∑冠



m =1 n =1



冡



(k ) 2 g mn



(B.29)



(B.30)
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where



冉



 k (m , n )



Sg (k − 1) = 2 mn



(k − 1) g mn



Ig (k − 1) = Ig (k − 2) + 2 mn



mn



冉冠



(k − 1) − ␥ k − 1 (m ) g mn



 k (m , n ) (k − 1) 冡 g mn



2



冊 冊



(B.31)



+ ␥ k − 1 (m )



(B.32)



B.4.5 Levels of the Markov Chain (k ) for m ∈ {1, . . . , M } is given by The update equation for q m −1



(k ) (k − 1) = qm + I q (k − 1) Sq (k − 1) qm m



(B.33)



m



where Sq (k − 1) =



冠 y k − i k | k − 1 − q m(k − 1) 冡␥ k (m ) (k − 1)



 2n



m



Iq (k − 1) = I q (k − 2) + m



m



(B.34)



+ p i k |k −1



␥ k (m ) (k − 1)  2n



(B.35)



+ p i k |k −1



B.4.6 Observation Noise (k )



The update equation for  2n (k )



is given by (k − 1)



 2n =  2n



−1



+ I  2(k − 1) S 2(k − 1) n



(B.36)



n



where M



∑ 冠 y k − i k | k − 1 − q m(k − 1) 冡 ␥ k (m )



S 2(k − 1) = n



2



m =1



2冠 n



2(k − 1)



+ p i k |k −1 冡



2



−



1 2冠 n



2(k − 1)



+ p i k |k −1 冡 (B.37)
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With no forgetting factor (  = 1), and if we ignore the error in i k | k − 1 (i.e., p i k | k − 1 = 0 for all k ), then update equation for the observation noise is given by



Conditional mean estimates of x k are given by KF [4]: x˙ k | k − 1 = F (k − 1) x k − 1 | k − 1
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P k | k − 1 = F (k − 1) P k − 1 | k − 1 F (k − 1)′ + G 2e



(k − 1)
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u k | k − 1 = Hx k | k − 1



(B.41) (B.42)
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h k = HP k | k − 1 H ′ + p s k | k +  2n
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x k | k = x k | k − 1 + P k | k − 1 H ′ (h k )−1 (u k − u k | k − 1 )
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x k | k = x k | k − 1 + P k | k − 1 H ′ (h k )−1 (u k − u k | k − 1 )
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P k | k = P k | k − 1 − P k | k − 1 H ′ (h k )−1 HP k | k − 1
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where F (k ) is the estimate of F in G = (1 0 1 × p )′, H = (1 0 1 × p ) at the k th time instant and x k | k − 1 = E 再x k | Y k − 1 , S k − 1 | k − 1 ,  KF
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x k − 1 | k − 1 = E 再x k − 1 | Y k − 1 , S k − 1 | k − 1 ,  KF
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P k | k − 1 = E 再冠x k − x k | k − 1 冡冠x k − x k | k − 1 冡 | Y k − 1 , S k − 1 | k − 1 ,  KF
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The estimate of the narrowband interference i k | k is given by the first element of the vector x k | k , while the error covariance p i k | k is given by the element (1,1) of P k | k . The parameter estimation procedure given the following subsection requires the evaluation of quantities such as i k − m i k − n (k − 1) ≡ E 再i k − m i k − n | Y k , S k | k ,  KF



(k − 1)
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