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Supplemental Information Supplemental Methods All experiment participants gave informed consent, and experimental protocols were approved by the Harvard University Institutional Review Board. In all experiments, subjects were instructed to grasp the handle of a robotic manipulandum while making 500 ms, 10 cm straight, reaching arm movements in the 90˚ and 270˚ directions (Figure 1A); however, all 90° movements were error clamp trials, and only 270° movements were analyzed. As the subjects moved the manipulandum, we applied perturbative force-field environments (Figure 1B) of the form:



 Fx  0 F   K  p  B  v   K  y



K   x   0 B  x     0   y   B 0   y 



(1)



where the eight different force-fields (CW or CCW versions of the four force-field types) were: PositionDependent Field: K=±45 N/m, B=0 Ns/m; Velocity-Dependent Field: K=0 N/m, B=±15 Ns/m; PositiveCombination Field: K=±21.2 N/m, B=±13.2 Ns/m; Negative-Combination Field: K= 35 N/m, B=±9.4 Ns/m. To move in a straight line, subjects needed to produce compensatory forces that were equal and opposite to the robot-produced forces. Learning was quantified with a metric found by projecting the gain-space representation of each learned force pattern, measured using error-clamp probe trials, onto the associated gain-space representation of the perturbing force-field. When plotting the gain-space representation of learning, we adjusted the axes such that the



N s N and a position-dependent force-field of 45 were m m N represented by [0,1] and [1,0], respectively. We chose a magnitude of 45 for the position-dependent m velocity-dependent force-field of 15



field so that it had similar strength to the velocity-dependent field (the peak perturbing forces were about 4.5 N in both cases). This normalization, which divides the position axis by 45 by 15



N and the velocity axis m



N s (Figure S1), roughly corresponds to rescaling these axes by the peak force produced and was m



made in all of the gain-space plots of data (Figures 2D, 5D, 6D, 7CD, S2A, S7AD, S8D, S12C). The learning metrics displayed in Figures 5D, 6C, 1st and 3rd columns of Figure 8, S2B, S5B, S7BC, S8D were calculated in this adjusted gain-space. Any forces produced during learning are results of both feedforward adaptation and within-trial error correction. Isolating feedforward adaptation is necessary for an accurate representation of trial-totrial adaptation. Using error-clamp probe trials, kinematic error within-trial can largely be removed by restricting 99% of lateral errors to no more than 1.2 mm (Figure 1C). These probe trials not only eliminate the fuel driving within-trial kinematic error correction, but also allow for direct observation of the feedforward adaptation. By applying a damped spring force (K=6000 N/m, B=250 Ns/m) to counteract any lateral movement deviation generated by subjects as they move in the error-clamp trials, we can then approximate the subject’s lateral force output as the opposite of the robot clamping-force. All force patterns analyzed were appropriately baseline-subtracted, and those force patterns associated with “converse” force-fields (e.g. K=-45 N/m) were flipped so that they could be compared with the complementary force-fields (e.g. K=+45 N/m). Note that two types of motor errors (both time-varying functions) are discussed in the text: errors in motor output (force) and errors in motion trajectory (kinematic). The focus of the viscoelastic primitive model is on force errors, which can be represented as an error vector of position and velocity gains (as shown in Figure 2D).
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Experiment 1 We instructed 93 subjects (39 male, 4 left-handed, median age 23, age range 18-64) to make 160 null-field baseline trials (i.e. trials where no force-field was applied) to familiarize themselves with the task. We then applied velocity-dependent viscous curl fields (Figure 1B) represented by Equation 1 (K=0 N/m, B=±15 Ns/m), during which we gave error-clamp trials 20% of the time in order to measure the force output. As the training progressed, subjects consistently improved their performance on this dynamic task (Figure 2A). Viscoelastic Primitive Model For Figures 3 and 6, we implemented the zero-mean, positively-correlated primitive distribution as a population of 5000 primitives, where this population had identical variances for its sensitivity to position and velocity signals, with a correlation of 0.8 between the two variances. The first-order gradient descent learning rule is given by:







wi  Si  error    Si  error  cos error  Si







(2)



where wi is the change in the weight for the ith primitive,  is the learning rate, Si represents the position and velocity sensitivity of the ith primitive, and error is the angle for the error vector. For Figure 4, we implemented all of the learning rules with a zero-mean, positively-correlated primitive distribution of 350 primitives with identical population characteristics to that described above. The first-order gradient descent learning rule applied was identical, as well. We implemented the cocontraction learning rule as:



 S  error  c w i   1 i 2Si  error  c



Si  error  0 Si  error  0



(3)



where 1  0 , 2  0 , 1   2 , and c  0 . We implemented the Bayesian learning rule as:
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  Post , x   and  Post are the mean and covariance of the posterior,  Post , y  



where 



 M ,x     and  M are the mean  M ,y 



  Prior , x   and  Prior are the mean and covariance  Prior , y  



and covariance of the measurement distribution, and  matrix of the prior.



We implemented the “pure” second-order learning rule as:







w    2error where











is the learning rate, error  S S w  y T



 error  1



*



 is



(6)



2 T the gradient, and  error  SS is the



Hessian matrix. We implemented the second-order gradient descent rule as:



 gˆ T  error    gˆ w   kgˆ    T 2  gˆ  error gˆ   











(7)
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where k is the step size determined by the Hessian, and gˆ  error / error is the unit vector pointing in the gradient direction (Battiti, 1992). For a detailed explanation of these learning rules, see the “Learning Algorithm Alternatives” section below. Experiment 2 To observe the learning after a single trial of exposure to either a position-dependent or velocitydependent field, we had 39 subjects (Position-Dependent Field: 23 subjects, 7 male, all right-handed, median age 20, age-range 18-34; Velocity-Dependent Field: 16 subjects, 5 male, all right-handed, median age 20, age range 18-26) perform sets of 90° and 270° movements; however, all 90° were error-clamps, and only the 270° direction movements were analyzed. After subjects made 200 null-trial movements, they repeated two different tasks aimed at estimating the amount of single-trial and double-trial learning (see the “Double-Trial Learning” section below for double-trial learning discussion). In particular, subjects repeated 3-trial and 4-trial movement groups with 2-5 null-field washout trials in between each group. The first and last movements in the groups were error-clamp probe trials, used to obtain the subject’s force output before and after the sandwiched movements, which were either CW or CCW position-dependent or velocity-dependent field trials. Representative force patterns were found for each subject by averaging together 24 and 9 repetitions of these movement groups for the single-trial and double-trial learning, respectively. We characterized the position and velocity contributions of these subject-specific force patterns, and took the mean across subjects to find the average gain-space representation of the single-trial (Figure 5) and double-trial learning (Figure S8). The force patterns were also combined to find the average lateral force patterns produced after single-trial or double-trial learning for either a position-dependent or velocity-dependent field. Experiment 3 See the “Calculating Positive-Combination and Negative-Combination Force-Fields” section for how the positive-combination and negative-combination fields were determined. To observe the learning after a single trial of either a positive-combination or negative-combination force-field, we had 39 subjects (Positive-Combination: 23 subjects, 10 male, 2 left-handed, median age 21, age range 18-24; NegativeCombination: 16 subjects, 5 male, 1 left-handed, median age 20, age range 18-34) repeat 3-trial and 4trial movement groups in the 270° direction, mimicking the paradigm followed in Experiment 2 (see the “Double-Trial Learning” section below for double-trial learning discussion, Figure S8). Experiment 4 After subjects familiarized themselves with the task through 200 null-field baseline trials, we instructed subjects to learn three force-fields (CW and CCW position-dependent, positive-combination, and negative-combination) for 160 trials in the 270˚ direction (Position-Dependent Field: 34 subjects, 24 male, 2 left-handed, median age 26, age range 18-60; Positive-Combination Field: 16 subjects, 7 male, all right-handed, median age 19, age range 18-30; Negative-Combination Field: 16 subjects, 7 male, all right-handed, median age 19, age range 18-30). Error-clamp probe trials were interspersed during exposure to the force-field with a frequency of 20%. The force outputs observed during these probe trials were averaged together into 20-trial bins for each subject. We characterized the position and velocity contributions of these subject-specific force patterns, and took the mean of these contributions across subjects to find the gain-space representation of each bin (Figure 6D). Furthermore, to compare the learning of each force-field, we projected each binned point in gain-space onto the vector representing the force-field target (Figure 6C). Experiment 5 Twenty subjects participated in the interference experiments (9 male, 2 left-handed, median age 19, age range 18-31). The different force-fields used in this experiment were of the same form as
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Equation 1, with K=±45 N/m, B=0 Ns/m for the position-dependent force-fields, and K=0 N/m, B=±15 Ns/m for the velocity-dependent force-fields. The raw adaptation curves were normalized by the following equation:



LCnormal 



LCraw  baseline 1  baseline



(8)



This normalization allowed us to compare learning curves that had different baselines, such as the curves associated with -P+V and -P-V (Figure 8H). The gain-space trajectories in Figure 7CD are obtained by averaging data across movement directions and subjects. Half of the subjects learned the CW sequence in the 270° movement direction, along with the CCW sequence in the 90° direction, while the other half of subjects did the reverse. Further Elaboration on the Viscoelastic Primitive Model The weight update rule for this model is derived from minimization of the squared error in the system with respect to the weights.
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(9)



To find the weight changes that minimize the error, we take steps in the negative gradient direction. This











expression is essentially a projection of the error vector y *  ST w onto each individual primitive. The weight update rule for an individual primitive then becomes the dot product of the error vector and the primitive vector: (10) wi  Si  error    Si  error  cos error  Si











The updated weights scale the output of each primitive, which receive as inputs the reach position, py, and reach velocity, vy. n



n



y   Si w i   k i p y bi vy  w i T



i 1



T



i 1



(11)



We write py and vy here to denote the position and velocity along the y-axis because all of the movements studied in this task were point-to-point movements targeted along the y-axis. Note that an apparent implication of this representation is that force output, y, is only dependent on the position and velocity along the y-axis, suggesting a planar generalization function in velocity-space that is independent of xvelocity (i.e. with x-axis isoclines that monotonically increase up the positive y-axis, and monotonically decrease down the negative y-axis). However, previous work has shown that generalization functions in velocity-space are not planar, but are instead local and can be constructed with motor primitives displaying Gaussian tuning (Donchin et al., 2003; Thoroughman and Shadmehr, 2000) in velocity-space. In this particular study, we maintain a simple linear representation across position and velocity space; nevertheless, extension of the viscoelastic primitive model to local tuning is straightforward. n



n



i 1



i 1



y   SiT w i   k i g i p y bi hi vy  w i T



(12)



Here, k i gi and bi hi are the gain-encoding basis elements in position- and velocity-space, respectively, where g i and hi represent the Gaussian shapes of the basis elements, and k i and bi represent the heights of these elements. As discussed above, these basis elements would be expected to display local tuning that may be well-approximated by Gaussian tuning functions in position- and velocity-space.
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Calculating Positive-Combination and Negative-Combination Force-Fields We have made the fundamental claim that early learning reflects the properties of the primitive distribution. Using simple behavioral experiments such as the single-trial learning experiments, it is possible to gain insight into these properties. The viscoelastic primitive model output after a single trial of learning is represented as:



Force 1   ST Sy *



(13)



where Sy* is the weight change. The gain on y* in Equation 13, ST S , is a scalar multiple of ST S , which can in turn be viewed as a transformation matrix.



k   k1 k2



k3 ... and b  b1 b2 T



k k ST S   1 2 b1 b2
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If we let S  k



b  with



b3 ... , then: T



 k1 ...  k2  ...  k3  



b1  b2  k T  k T k k T b    T  k b    T T  b3   b  b k b b   



(14)



This transformation matrix receives as an input the target, y* , and outputs the appropriate force profile,



Force 1 , after learning one trial. Although the various inner products between k and b are unknown, we are interested mainly in their population characteristics; accordingly, we take the expectations of these inner products in Equation 14 to find their means. T E k T k   E   k  k   k    k  k   k     T  E  k  k   k  k   k E k T   k  k  E k   k   E  k2    2  k  Var  k 
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(15)



(16)



 k b  Cov  k , b 



Given that our distribution is centered at 0, we can therefore write the expectation of Equation 14 as:



 Var  k  Cov  k , b   E ST S     Cov  k , b  Var  b  



(17)



This symmetric matrix is precisely the covariance matrix. Transformation matrices have certain vector inputs (i.e. eigenvectors) that elicit scaled versions of the inputs as responses. Furthermore, in a two-dimensional system such as our 2-D gain-space, a symmetric transformation matrix will have at most two of these eigenvectors, of which one that will cause a maximal response and one that will cause a minimal response. The directions of these eigenvectors are called the eigendirections of the matrix, where the major eigendirection leads to the maximal response, and the minor eigendirection leads to the minimal response. If these directions (or at least close approximations) can be found for our transformation matrix (Equation 17), then not only can one design force-fields that produce maximal or minimal force outputs, corresponding to reduced or
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increased difficulty in learning, but one can also show that the learning in those eigendirections will be scaled version of the inputs (i.e. the outputs will be composed of position and velocity contributions in the same ratio as the force-fields). The exact eigenvectors of this transformation matrix in Equation 17 depend on the correlation between Var  k  and Var  b  , but in general, the major eigenvector is equal to:



v major



  Var  k   Var  b     



Var  k   Var  b   2Cov  k , b  1



2



2   4Cov  k , b     



(18)



In the extreme case where Var  k  and Var  b  are perfectly correlated with each other (i.e.   1 ), then the major eigenvector reduces to v major



 k        b    k  , indicating that the major eigendirection is b .    b  k  1 



* If a position-dependent or velocity-dependent field corresponds to a target of y  1;0 or



y *   0;1 in gain-space, respectively, the single-trial learning of both force-fields can then be represented as:



 Fpos 1   Var  k     , F 2 Cov k , b     pos    



 Fvel 1  Cov  k , b     Fvel  2   Var  b  



(19), (20)



As Figure 5D shows, both of these single-trial force patterns are not aligned with their respective forcefield goals, but instead are deviated towards the center of the first quadrant. An important property of transformation matrices is that any input not perfectly aligned with any of the eigendirections will be “rotated” towards the major eigendirection. For instance, take a matrix A  22 with eigenvectors v major , v minor corresponding to eigenvalues major , minor , with major  minor . Arbitrary input



v0 



21



can be rewritten as v 0   v major   v minor because the two eigenvectors constitute a complete



basis set in 2-D space (i.e. they are orthogonal to each other). Applying the transformation matrix A to











the input v0 gives Av0  A  v major   v minor   Av major   Av minor  major v major  minor v minor .



 major  minor 



Given that major  minor ,  



       , meaning that the output of the transformation matrix   



contains a greater amount of the major eigenvector than does the input (i.e. the output has been rotated towards the major eigendirection). In the case of our single-trial learning paradigm, the major eigendirection must lie between the single-trial force patterns because of this induced learning rotation. To estimate this eigendirection, we take the geometric mean of the slopes representing the single-trial position and velocity force patterns (Equations 19 and 20):



Fpos  2  Fvel  2  Cov  k , b  Var  b       b  0.62s Fpos 1 Fvel 1 Var  k  Cov  k , b   k



(21)



If we define the relative amount of cross-adaptation, C, as the ratio between the inappropriate adaptation term and the appropriate adaptation term, then C is determined both by the correlation (ρ) in the distribution between position and velocity and the ratio of the standard deviations.
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C pos  Cvel 



Fpos  2  Fpos 1



Fvel 1



Fvel  2 











Cov  k , b  Var  k 



Cov  k , b  Var  b 



    b   k 



    k   b 



(22)



(23)



Note that the cross-adaptation for position-dependent learning increases both when the distribution becomes more correlated, and as the distribution’s variance in velocity increases, compared to the variance in position. Figure S1. Force-Field Ellipses. (A) Unadjusted “force-field ellipse” used to determine the force-field magnitudes for the positive-combination and negativecombination force-fields. Once the directions of the combination force-fields were found, we scaled them such that they were of the same magnitude as the position-dependent and velocitydependent fields (i.e. so that they satisfied Equations 24 and 25). Squares are the final force-field goals. Faded dotted lines and squares represent CCW force-fields. (B) Adjusted force-field ellipse. The axes are adjusted so that the position-dependent and velocity-dependent force-fields can be represented as [1,0] and [0,1], respectively. Faded dotted lines and squares represent CCW force-fields.



We now have an estimate of the major eigendirection for the maximal-learning (positivecombination) field (Equation 21), which is composed of positive position and velocity components and happens to be the major eigendirection if the variances were perfectly correlated; however, we have not yet determined the magnitude of the force-field. To do so, we require that the gain-space representation of the force-field lies on the circumference of the “force-field ellipse,” which intersects the unadjusted gain-space axes (i.e. the axes are not divided by 45 and 15 as Figures 2D, 5D, 6D, S3A, S5AD, S6D are, see Methods) at the locations of the position-dependent and velocity-dependent force-field targets (Figure S1). This is equivalent to solving the following set of equations:



B K 2 B2  Force Field Direction,  1 K 452 152



(24), (25)



These two equations ensure both that the new force-field maintains the goal direction, and that the forcefield magnitude in gain-space is the “same” as the single-state force-fields. For a force-field direction of 0.62s, solving these equations gives us a positive-combination field of K  21.2



N Ns . , B  13.2 m m



Our transformation matrix (Equation 17) is a symmetric matrix, meaning that the eigendirections are orthogonal to each other. Therefore, our estimate of the positive-combination direction should also be orthogonal to the minor eigendirection (negative-combination direction), or the minimal-output direction. However, orthogonality in position/velocity gain-space is a problematic issue because there is no reason to expect that n units of position gain should be treated equivalently to n units of velocity gain when these units are different from each other (N/m vs. Ns/m). To address this question, we assumed that a position gain of 45 N/m was comparable to a velocity gain of 15 Ns/m, which effectively weights velocity three times as heavily as position (for rational, see Experiment 1 Methods). We then looked at the single-trial learning of four different negative-combination force-fields, of which one was orthogonal in the adjusted gain-space to the positive-combination field (NC Field 1 (orthogonal): K= 39.6 N/m, B=±7.05 Ns/m; NC Field 2: K= -35 N/m, B=±9.4 Ns/m; NC Field 3: K= 29.0 N/m, B=±11.46 Ns/m;
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NC Field 4: K= 21.2 N/m, B=±13.2 Ns/m; Figure S2). Despite the wide range of force-field directions, learning for all of the negative-combination fields was slower than the learning of the positiondependent, velocity-dependent, and positive-combination fields (Figure S2B). The learning of NC Fields 1 and 2 was rotated counter-clockwise from the fields, while the learning of NC Fields 3 and 4 was rotated clockwise, indicating that all four force-fields consistently rotated towards the major eigendirection, or equivalently, away from a putative minor eigendirection in between NC Fields 2 and 3. Although all fields were roughly orthogonal to the positive-combination direction, only NC Field 2 produced learning that was close to a scaled version of the input; therefore, we chose to investigate this field further by taking more data and analyzing this field in the main text. Figure S2. Negative-Combination Force-Fields. (A) Position/velocity dependence of single-trial learning for positiondependent, velocity-dependent, positive-combination, and four negative-combination force-fields. We compared the outputs of these four negative-combination force-fields to their respective inputs to see which one was the closest to a scaled version of the input. Negative-Combination Fields 1, 3, and 4 (dotted ellipses) were not mentioned in the main text. Error ellipses represent standard error. (B) The amount of learning after a single trial of exposure to the various force-field environments. Errorbars represent standard error.



Negative-Combination Experiments To determine which negative-combination field produced learning that was a scaled version of the input, we had 28 subjects learn four different negative-combination force-fields, with 6-8 subjects for each field (NC Field 1: 6 subjects, 1 male, all right-handed, median age 20.5, age range 18-26; NC Field 2: 8 subjects, 2 male, all right-handed, median age 19.5, age range 18-22; NC Field 3: 8 subjects, 2 male, 1 left-handed, median age 21, age range 18-26; NC Field 4: 6 subjects, 3 male, all right-handed, median age 19, age range 18-22). We had these subjects repeat 3-trial and 4-trial movement groups in the 270° direction, mimicking the paradigm followed in Experiment 2. After choosing to investigate NC Field 2 further, we collected data from an additional 8 subjects (8 subjects, 3 male, 1 left-handed, median age 20, age range 18-23). Figure S3. Force and Error Persistence After Movement Onset for Single-Trial Velocity Learning. (A) Longitudinal position traces for the error-clamp and forcefield trials used to measure single-trial velocity force-field learning. (B) Longitudinal velocity traces for the error-clamp and forcefield trials previously described. (C) Lateral force production measured on error-clamp trials reveals persistence of force, even after movement termination (bold region starting at 0.7 sec). (D) Lateral displacement measured on force-field trials is nearly gone at movement termination (bold region) and even crosses the zero-line.
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Force and Error Persistence At Movement End for Single-Trial Velocity Learning A possible alternative explanation for the persistence of force output measured during errorclamp trials early in velocity force-field learning is that the motor system is merely attempting to compensate for persistent lateral kinematic error in the previous (non-error clamp) trial. However, Figure 2B,C reveals that this error goes away as early as 600 ms after movement onset. Furthermore, analysis of the lateral kinematic error for single-trial velocity learning reveals that 700 ms after movement onset, the lateral error is substantially gone, and actually crosses the zero-line, while the persistence of positive force is maintained even beyond to 1200 ms after movement onset (Figure S3). The force data (Figure S3C) is taken from the error-clamp measurements during the single-trial velocity learning, the lateral error (Figure S3D) is taken from the force-field trials preceding the second error-clamp trial (see Methods for Experiment 2), and the longitudinal position (Figure S3A) and velocity (Figure S3B) are taken from both the force-field and error-clamp trials. Static Force-Trail Induces Lateral Error in Force-Field Trials Our analysis in Figure 2 shows that the static force-tails do not result from static kinematic errors, which are small and oppositely-directed from what would be required to cause persistent endmovement forces that resemble the force-tails observed. However, one would expect these force-tails to result in small kinematic errors at movement end. Note that these end-movement kinematic errors should be oppositely-directed to the errors caused by the force-field during movement because upon movement termination, the static force-tails would over-compensate the force-field perturbation. These kinematic errors would be small because the magnitudes of the force-tails observed are small (less than 0.6 N) given the stiffness of the arm. Despite the small size of these errors, we would expect a systematic relationship between the magnitude of the force-tails measured in error-clamp trials and end-movement kinematic error measured in force-field trials. Analysis of this relationship is presented below in Figure S4. We find (1) that these end-movement kinematic errors are indeed oppositely-directed to the forcefield-induced errors, and (2) that as the force-tail decreases over the training period, lateral errors also decrease in a corresponding fashion (r=0.90, p=6.0×10-5correlation between force and lateral error measured between 750 and 850 ms) , suggesting that these end-movement errors (which tend to be maximal at about 800 ms after movement onset) may be driven by the static force-tails, shown in Figure 2A and Figure S4.



Figure S4. Static Force-Tail Induces Late Lateral Errors in Force-Field Trials (A) Progression of lateral error in force-field trials during the learning of a velocity-dependent force-field. Each error trace is the average of the error traces for each subject averaged over a 20-trial bin. (B) Progression of lateral force output in error-clamp trials during the learning of a velocity-dependent force-field. Duplicate of Figure 2A. (C) Average lateral force output versus average lateral error from 750-850ms for each 20-trial bin.
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Pattern of Errors Across Different Force-Fields Cannot Explain Pattern of Learning Rates Figure S5. Patterns of SingleTrial Errors and Learning Rates (A) Magnitude of lateral kinematic errors induced during single-trial exposure to a force-field at 5 cm into the movement, and over the first 5 cm of movement. Errorbars represent standard errors. (B) Amount of learning after a single trial of exposure to the various force-field environments. Duplicate of inset in Figure 5D, except the order of presentation is rearranged from lowest to highest learning rates.



A seemingly reasonable alternative explanation to our findings that positive- and negative-combination force-fields are learned more quickly than position- and velocity-dependent dynamics (other than the viscoelastic primitive model), is that the pattern of learnability could be explained by the patterns of errors experienced during the early stages of movement. To determine if trial-to-trial adjustments driven by errors associated with the first half of the movement can account for our results, we calculated two metrics of early-movement error for the single-trial learning data set: (1) the lateral error at 5cm into the movement (the halfway point), and (2) the average lateral error during the first 5cm of the movement. Analysis of the data reveals a different pattern of errors across the different force-fields (Figure S5). The reason this occurs is that velocity-dependent dynamics have a much stronger effect on errors during the first half of the movement than position-dependent dynamics because maximal force-field strength for positiondependent dynamics is not reached until the end of the movement, whereas the force-fields with large velocity-dependent contributions have already reached maximal strength by the movement midpoint. Accordingly, we found that the position-dependent field displayed significantly smaller mid-movement errors than both the velocity-dependent and negative-combination fields despite showing slightly higher learning rates than the velocity-dependent field and significantly higher learning rates than the negativecombination field. These data, which are displayed in Figure R5, show that the pattern of errors across the different force-fields does not explain the learnability of these dynamics. Experiment 1 Notes The first bin of trials while learning the velocity-dependent force-field contained significant contributions from both position and velocity (Figure 2B, position partial R2=0.64, velocity partial R2=0.92, θB/K=75.3°, where the gain-space angle (θB/K) is the angle of the vector connecting the origin and the gainspace representation of the force output in the first bin). The last bin of learning the velocity-dependent field contained much more velocity than position contributions (Figure 2C, position partial R2=0.19, velocity partial R2=0.98, θB/K=87.8°). Experiments 2 and 3 – Notes The single-trial learned force patterns were fit significantly by position and velocity (PositionDependent Field: R2=0.96, position partial R2=0.94, velocity partial R2=0.85; Velocity-Dependent Field: R2=0.82, position partial R2=0.56, velocity partial R2=0.77; Positive-Combination Field: R2=0.88, position partial R2=0.79, velocity partial R2=0.78; Negative-Combination Field: R2=0.71, position partial R2=0.68, velocity partial R2=0.25; p 
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(which are in total 100 experiments). Table 1 shows the probabilities that algo- rithms are removed in an experiment. The row â€œOrder(OPE)â€� shows the order.
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