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"1s ; "2s being N ; , the l1 -periodogram does not perform much worse than the standard l2 -periodogram. V. CONCLUSIONS A new type of the periodogram is developed for observations contaminated by impulse random errors having an unknown heavytailed error distribution. A nonquadratic residual loss function used for a fitting of observations is a key point that separates the new periodogram from the standard one. The Huber’s minimax robust statistics are applied for a choice of this residual function. The formulas for the asymptotic bias and variance of the robust M -periodogram are obtained. The simulation given for the l1 -periodogram demonstrates a radical improvement in the quality of the periodogram. ACKNOWLEDGMENT The author would like to thank the two anonymous referees for their helpful comments. REFERENCES [1] P. J. Huber, Robust Statistics. New York: Wiley, 1981. [2] P. J. Rousseeuw and A. M. Leroy, Robust Regression and Outliers Detection. New York: Wiley, 1987. [3] C. L. Nikias and M. Shao, Signal Processing with Alpha-Stable Distributions and Applications. New York: Wiley, 1995. [4] P. J. Huber, “Robust regression: Asymptotics, conjectures and Monte Carlo,” Ann. Math. Statist., vol. 1, no. 5, pp. 799–821, 1973. [5] B. T. Poljak and J. Z. Tsypkin, “Robust identification,” Automatika, vol. 16, pp. 53–63, 1980.
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Structural stability of the autocorrelation method is a well-known result. Because the NEM is positive definite and Toeplitz, the proof can be identified to that of the stability of the prediction error filter in the given covariance case [3]. The post-windowed approach is also known to be structurally stable [4], although the associated NEM is not Toeplitz. With regard to other methods, such as the covariance method, the modified covariance method, and the prewindowed method [5], the lack of structural stability is also acknowledged. On the other hand, the question of structural stability remains open for some other methods, such as the smoothness priors long autoregressive method of Kitagawa and Gersch [6]. In addition, in the case of weighted least squares methods, the effect of a forgetting factor on stability is unknown. In nearly all cases but the autocorrelation approach, the NEM is still positive (semi)definite, but it is not Toeplitz. The main contribution of the paper is to show that positive definite normal equation matrices still provide stable prediction filters, provided that the associated displacement matrix is positive semidefinite. Then, in the light of this property, structural stability of classical least squares methods is examined (or reexamined). II. CONDITIONS
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Abstract— A structural stability condition is sought for least squares linear prediction methods in the given data case. Save the Toeplitz case, the structure of the normal equation matrix yields no acknowledged guarantee of stability. Here, a new sufficient condition is provided, and several least squares prediction methods are shown to be structurally stable.
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so that the minimum of J a is reached by the prediction vector R01 r. Our first contribution is to propose a simple condition on the structure of matrix M to ensure the stability of the allpole filter defined by a. Equivalently, the issue is to guarantee that the roots of the monic polynomial
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This correspondence addresses stability conditions of linear prediction filters in the given data case. A simple condition of strict stability of the prediction filter is proposed, which applies to least squares estimates. Whereas general stability tests [1], as well as simpler sufficient conditions [2], are known to apply to the estimated predictor itself, the proposed condition applies to the normal equation matrix (NEM). As a consequence, it shows that some least squares methods are structurally stable, i.e., that they ensure the predictor stability for any data sequence.
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be a quadratic criterion to be minimized with respect to the vector of prediction parameters a a1 ; ; aP t . Let us introduce the following partition for M :
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Let M be a positive definite matrix of given size P 2P defined as a function of the complex-valued data sequence x j 0at t and x1 ; ; xn ; ; xN t . Let
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P k=1



ak z P0k :
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lie within the unit circle. A. Sufficient Condition



For any square matrix Q of size n 2 n, let us denote, respectively, Qj; jQ; jQ; and Qj as the northwest, southeast, northeast, and southwest matrices of size n 0 2 n 0 extracted from Q. According to such a notation, the matrix R introduced in (2) is nothing but jM , and



( 1) ( 1)



1 jM 0 Mj



(4)



is the displacement matrix of M , whose rank defines the distance from Tœplitz matrices [7]. The following result shows that the positivity of the displacement matrix plays a specific role with regard to the stability of the estimated prediction filter.
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Theorem 1: Let be a positive definite matrix. Then, with the notations of (2) and (4), a R01 r defines a stable prediction filter if  . Proof: Let A be a monic polynomial of degree P , and let z0 stand for one of its roots
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^=



A(z) = (z 0 z0 )B (z ) where



(5)



B is a monic polynomial of degree P 0 1. In addition, let



 A (z ) = (z 0 z0 =jz0 j)B (z )



(6)



be the polynomial obtained by shifting z0 onto the unit circle. Finally,   let us denote ; ; and , and a; b and a as the innovation and prediction vectors corresponding to A; B; and conformity with the notation introduced in (3). In terms of innovation vectors, (5) reads



 A,



respectively, in



= 0 0 z0 0 which provides the following expression for (1):



J (a) = y (Mj + jz0 j2 jM 0 z0 jM 0 z0? Mj) : In the same way, (6) yields ? J (a ) = y Mj + jM 0 z0 jM 0 z0 Mj jz0 j jz0 j



and a combination of the latter two equations provides the following result:



J (a) =



y jM jz0 j2 + (J (a ) 0 y (jM + Mj)



()



)jz0 j +
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which is strictly positive. As a function of jz0 j, we can conclude that J a is strictly increasing for any jz0 j  . Hence, its unique minimum is necessarily reached strictly inside the unit circle. Then, as a function of a, since M is positive, J passes through a unique minimum that is necessarily achieved for a polynomial A with all its roots within the unit circle. In the following, the matrix M will be said to be canonical when the conditions of Theorem 1 are fulfilled. Remark 1: The conditions of Theorem 1 are M > and  , but the slightly modified conditions M  and > are also sufficient, as is apparent from (7) (note that > ) jM > ). Remark 2: Let A z z 0 =z0? B z the polynomial obtained by “reflecting” z0 with respect to the unit circle, and let a be the corresponding prediction vector. Then, it is easy to show that
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III. APPLICATION TO LEAST SQUARES PREDICTION ESTIMATION METHODS



y Mj :



Since neither J a nor depend on jz0 j; J a is a quadratic function of jz0 j. Moreover, since M is positive, jM is also positive, and J a passes through a unique minimum on + . It is easy to check that



@J (a) = J (a ) + y 1 @ jz0 j jz j=1



^



This provides a simple alternative to (7) to conclude that A has no roots outside the unit circle, but it does not prove that the roots are strictly interior. Remark 3: The condition M > is clearly too restrictive: Positivity of y M could be required for “innovation-type” vectors j 0at t only. On the other hand,  depends on 0the jM 1 r value of the upperleft entry , whereas the estimate a does not depend on it. Actually, it can be shown that the conditions of Theorem 1 can be relaxed under the following form: jM > and  , where , save that ry a is the upper-left entry of . Yet, such broader conditions are not necessary, whereas they do not enjoy the same simplicity as the original conditions of Theorem 1. Example 1—Toeplitz Case: If matrix M is Toeplitz, then , and (8) boils down to the simpler form J a jz0 j2J a . It is interesting to notice that in the given covariance case, the latter relation has a direct counterpart in terms of mean-squared prediction error, which classically ensures the stability of the prediction error filter [3]. Example 2—Diagonal Case: If matrix M is diagonal, the conditions of Theorem 1 are fulfilled for any increasing series of positive diagonal coefficients. This is a trivial example of a non-Toeplitz canonical matrix. Example 3—Mixed Case: It is easy to check that the set of canonical matrices forms a convex cone. As a consequence, a positive definite Toeplitz matrix whose diagonal entries are augmented by any increasing positive sequence remains canonical. Viewed as new possibilities of testing stability, the conditions of Theorem 1 or the broader conditions of Remark 3 are only of moderate interest since testing the positivity of a matrix is not simpler than directly testing the stability of the estimated predictor with a standard stability test. Moreover, such conditions are only sufficient, and they are mainly restricted to normal equation approaches. Nonetheless, they provide a new tool for the study of structural stability for some prediction methods, as shown in the following section.



A. Basic Cases The most classical least squares prediction estimation methods correspond to quadratic forms J a kX k2 . By construction, y the normal matrix M X X is positive semidefinite, and the data matrix X differs according to the windowing assumption. The four classical cases correspond to the autocorrelation method (AC), the post-windowed method (POST), the covariance method (COV), and the prewindowed method (PRE) [5]. Simple calculations yield, respectively
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1AC =0 POST = x? xt 1COV P P 1PRE = x?P ?xtP t0 x?N xtN ^ 1 = 0xN xN where xn [xn ; . . . ; xn0P +1 ]t . Obviously, matrix M AC is canonical; given Remark 1, M POST is also canonical if xP 6= 0. On 0 1 0 the other hand, neither M COV nor M PRE are canonical (unless 0 1 0 xN = xP , with jj  1, or xP = 0, respectively). In fact, the existence of counterexamples shows that the covariance and the 1 0 0 prewindowed methods are not structurally stable [5]. 1 ) () 



J (a) 0 jz0 j2 J (a) = (jz0 j2 0 1) y 1 :



(8)



B. Regularized Methods Kitagawa and Gersch [6] have proposed a smoothness priors long autoregressive method, which is based on a penalized least squares
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criterion based on the prewindowed approach



PRE (a) = JKG



y M PRE + 



P p=1



p2k a2p



(9)



where  is a regularization parameter, and k is the so-called smoothness order. The justification stems from the Parseval’s relation [6] P 1=2 dk A(e2if ) 2 2k df = (2  ) p2k ap2 : df k 01=2 p=1



Criterion (9) can be put into the form of (1), which yields



PRE MKG



= M PRE +  diagfp2k gp=0;...;P :



The same regularization technique applies to the other windowing alternatives. In particular, the regularized form of the autocorrelation method has been studied in [8] in the context of Doppler spectral COV has the mixed structure analysis. Since the associated NEM MKG of Example 3, we can conclude that the regularized autocorrelation method is structurally stable for any smoothness order k  0 and any   0. Furthermore, it remains stable if the penalizing term incorporates several terms corresponding to different smoothness orders. Finally, the smoothness order need not be restricted to entire values. For instance, the canonical matrix obtained for k = 1=2 has a null second-order displacement rank [7], which is a potentially interesting property with a view to fast inversion. The following corollary shows that the original regularized prewindowed method of Kitagawa and Gersch becomes structurally stable beyond a certain level of regularization. Similar results can be derived for the regularized versions of the covariance and modified covariance methods. PRE is canonical if  > Corollary 1: For any k > 0; MKG P 2 2 k 2 k p=1 jxN +10p j =(p 0 (p 0 1) ). PRE is positive definite. Its displacement maProof: Matrix MKG trix reads 1PRE = D 0 xN? xtN , with D diagfp2k 0 (p 0 KG 2 k 1) gp=1;...;P : From [9, Th. 32, p. 45] p 01 ? 01 t det 1PRE KG =  1 0  xN D xN
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t x?N D01 xN is necessary to



and it is apparent that the condition   the positive semidefiniteness of 1PRE KG . Actually, it is also sufficient since the P 0 1 other conditions that express the positivity of the minors are similar but less restrictive than det 1PRE KG  0. The particular case k = 0 provides a method that has been proposed per se in the context of linear minimum free energy estimation by Silverstein [10]. It basically reduces to adding a positive constant  to the main diagonal of the NEM. Obviously, the autocorrelation version is still canonical since the NEM remains Toeplitz, positive definite. On the other hand, the case k = 0 is excluded from the canonicity condition of Corollary 1. Yet, it is intuitive that such a method becomes structurally stable for large values of . This is actually so, since, from the sufficient condition p ^k < 1=P [2], it is possible to deduce that  > krk P of stability ka ^ defines a stable prediction filter. ensures that a C. Adaptive Versions In order to extend least squares prediction methods to adaptative contexts, the normal approach is to reweight the successive terms of the criterion according to a forgetting factor. The resulting NEM reads M = X y 0X , where 0 is a diagonal matrix with geometrically increasing positive entries on its main diagonal. For instance, let us
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N 0k g define 0AC k=1;...;N +P in the autocorrelation case



= diagf and 0 COV = diagf N 0k gk=P;...;N 01 in the covariance case, with 0 <  1. Then, we can deduce



AC 1AC



= (1 0 )Mj COV 1 = (1 0 )MjCOV + N 0P x?P xtP



0 x?N xtN :



(10a) (10b)



As a consequence, structural stability is preserved by the adaptative version of the autocorrelation method. In the same way, this could be shown for the adaptative postwindowed method. On the other hand, the adaptative version of the covariance method is not guaranteed to be structurally stable. However, from (10b), it becomes stable if is chosen such as



(1 0 )xyN MjCOV xN + N 0P xtN xP 2 > xtN xN 2 : IV. CONCLUSION In the framework of least squares prediction in the given data ^ is the solution of a normal case, the estimated prediction vector a ^, it is a classical result that the equation. In order to compute a complexity of the appropriate generalized Levinson algorithm linearly increases with respect to the distance of the normal equation matrix to Toeplitz, i.e., the rank of the displacement matrix [7]. In this paper, we have shown that the positive definiteness of the displacement matrix ensures that the estimated prediction filter is stable (provided that the normal equation matrix is also positive definite). This result provides a unifying sufficient condition that proves that some classical least squares prediction methods are structurally stable: the autocorrelation method, the postwindowed method, and the autocorrelation version of the regularized method proposed by [6]. It also provides a simple lower bound on the regularization parameter for the original (prewindowed) version to be structurally stable. REFERENCES [1] Y. Bistritz, “Zero location with respect to the unit circle of discrete-time linear system polynomials,” Proc. IEEE, vol. 72, pp. 1131–1142, Sept. 1984. [2] B. Picinbono and M. Benidir, “Some properties of lattice autoregressive filters,” IEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-34, pp. 342–349, Apr. 1986. [3] S. Lang and J. McClellan, “A simple proof of stability for all-pole linear prediction model,” Proc. IEEE, vol. 67, pp. 860–861, May 1979. [4] B. Friedlander, “Lattice filters for adaptative processing,” Proc. IEEE, vol. 70, pp. 829–867, Aug. 1982. [5] S. M. Kay and S. L. Marple, “Spectrum analysis—A modern perpective,” Proc. IEEE, vol. 69, pp. 1380–1419, Nov. 1981. [6] G. Kitagawa and W. Gersch, “A smoothness priors long AR model method for spectral estimation,” IEEE Trans. Automat. Contr., vol. AC-30, pp. 57–65, Jan. 1985. [7] B. Friedlander, M. Morf, T. Kailath, and L. Ljung, “New inversion formulas for matrices classified in terms of their distances from Toeplitz matrices,” Linear Algebra Appl., vol. 27, pp. 31–60, 1979. [8] J.-F. Giovannelli, A. Herment, and G. Demoment, “A Bayesian method for long AR spectral estimation: A comparative study,” IEEE Trans. Ultrason. Ferroelect., Freq. Contr., vol. 43, pp. 220–233, Mar. 1996. [9] P. Lascaux and R. Theodor, Analyse Num´erique Matricielle Appliqu´ee a` l’Art de l’Ing´enieur. Paris, France: Masson, 1986, vol. 1. [10] S. D. Silverstein, “Linear minimum free energy estimation: A computationally efficient noise suppression spectral estimation algorithm,” IEEE Trans. Signal Processing, vol. 39, pp. 1348–1359, June 1991.



























des documents recommandant







[image: alt]





Oceanic Engineering, IEEE Journal of - IEEE Xplore 

Abstractâ€”Localization is a crucial issue in underwater acous- tics: when an underwater source is detected, the next step con- sists of localizing it. To do this ...










 


[image: alt]





striegel layout - IEEE Xplore 

cycleâ€� model that identifies the various issues involved in a typical multicast session. During the life cycle of a multicast session, three impor- tant events can ...










 


[image: alt]





finish - IEEE Xplore 

+7 means it is almost certainly a 1. Note that an error occurred in the fifth bit in the block: originally a 1, it now has a negative value, which suggests a logical 0. 4.










 


[image: alt]





Inverse filtering of room acoustics - IEEE Xplore 

Abstract-A novel method is proposed for realizing exact inverse fil- tering of acoustic impulse responses in a room. This method is based on the principle called ...










 


[image: alt]





Preliminary Investigation of a Nonconforming ... - IEEE Xplore 

This paper is concerned with the design of a high-order discontinuous Galerkin (DG) method for solving the 2-D time-domain Maxwell equations on ...










 


[image: alt]





Geodesic Least Squares Regression for Scaling 

It is only valid for Ïƒ > 1 and it is periodic in. Âµ. Every point on ... TABLE 1. Monte Carlo estimates of the mean and standard deviation for the slope parameter in.










 


[image: alt]





COMPUTER ARITHMETIC SYNTHESIS ... - IEEE Xplore 

implementation schemes over three independent dimensions. number system 2's complement, residual number system, redundant number system, logarithmic ...










 


[image: alt]





Conditional-mean least-squares fitting of Gaussian ... - Nicolas Verzelen 

spatial-covariance properties present either in data or in prior knowledge? The Markov property on a spatial lattice implies spatial dependence expressed ...










 


[image: alt]





recursive least squares algorithm Modeling of adaptations to 

Modeling of adaptations to physical training by using a. You might ... the adaptation to exercise and one with negative gain ... following an intensive program of running 40â€“50 min at least ... waste products and depletion of muscle substrate (14, 










 


[image: alt]





23 Matrix methods of structural analvsis 

A structure such as pin-jointed truss consists of several rod elements; so to demonstrate how to form the system or ... Then from equation (23.5), the stiffness matrix for the rod element 1-2 is. (23.6) ..... F,-3 = 1.806 MN (tension). 581. Element 4










 


[image: alt]





Locally-Weighted Partial Least Squares Regression ... - r2012-bordeaux 

simplicity for routine analysis of chemical or biological data. Many chemometric ... biological or chemical parameters from homogeneous spectral databases, it performs poorly ... Models. J. Computational and Graphical Statistics 9(2), 249-265.










 


[image: alt]





AN AUTONOMOUS FPGA-BASED EMULATION ... - IEEE Xplore 

Departamento de TecnologÃa ElectrÃ³nica - Universidad Carlos III de Madrid. Avda. de la Universidad, 30. 28911-LeganÃ©s (Madrid, Spain). {celia, mgvalder ...










 


[image: alt]





Comparison of engineering methods of loss prediction in thin 

The loss predictive methods based on the static and dynamic components of power loss are ... Three-component methods rely on the full loss separation.










 


[image: alt]





The communication characteristics of virtual teams: a ... - IEEE Xplore 

communication technologies that the Customer Support Virtual Team. (CST) of ... systems, and attitudes toward technology supported virtual team structure.










 


[image: alt]





Guided Wave Metamaterial Configurations for ... - IEEE Xplore 

Sep 21, 2013 - index slab waveguide, as for instance silicon our case. The experimental and modeling results show that effective index and loss level in such ...










 


[image: alt]





ON-CHIP COMMUNICATION TOPOLOGY SYNTHESIS ... - IEEE Xplore 

ABSTRACT. This paper presents a method of on-chip communication topology synthesis for a shared multi-bus based architec- ture. An assumption for the ...










 


[image: alt]





Vector Potential Coil and Transformer - IEEE Xplore 

Oct 22, 2015 - used a long solenoid coil [4]. However, these results were attributed to the magnetic field leaking into the solenoid core at the ends of a finite ...










 


[image: alt]





COMMUNICATION SYNTHESIS IN A ... - IEEE Xplore 

Leiden Embedded Research Center,. Leiden Institute of ... ology is implemented into a tool chain that we call COM- ..... ther free or contains valid data. The SAC ...










 


[image: alt]





Text string extraction from images of colour-printed ... - IEEE Xplore 

Jan 15, 1996 - The authors are with the Institute of Information Engineering, National ..... Press, 1993, 5th edn.) pp. 31-36 ... 13 ROSS, S.M.: 'Introduction to probability and statistics for engi- neers and scientists' (Wiley, 1987) pp, 162-166.










 


[image: alt]





Radar Signatures of Sahelian Surfaces in Mali Using ... - IEEE Xplore 

mode offers better performance in terms of radiometric resolu- tion, radiometric stability, and speckle reduction than the GM mode. The latter is more appropriate ...










 


[image: alt]





Increased voltage phenomenon in a resonance circuit of ... - IEEE Xplore 

which was dependent on the magnetic configuration of the coil, was observed. This voltage increase does not conform to the mathematical simulation of the ...










 


[image: alt]





Estimation of Task Persistence Parameters from ... - IEEE Xplore 

When data missed or errors occurred, an estimate of the joint probabilities of ... Index Termsâ€”Smart flats for elderly people, pervasive watching, data fusion, ...










 


[image: alt]





umts cellular mobile networks - IEEE Xplore 

INTRODUCTION. The fourth generation (4G) of mobile communi- cations tends to mean different things to differ- ent people: for some it is merely a new.










 


[image: alt]





HDTV Measurements and Monitoring - IEEE Xplore 

with the necessity to monitor and mea- sure the traditional analog signal in order to ensure picture quality through- out the transmission path. The require-.










 














×
Report Structural Stability Of Least Squares Prediction Methods ... - IEEE Xplore





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



