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October 31, 2007 Abstract We propose an approximation method, which is based on the Stein’s method and the zero bias transformation, to calculate CDO tranches in the general factor framework. We establish a first-order correction term in Gaussian and Poisson approximations respectively and we estimate the approximation errors. The application to the CDOs pricing consists of combining the two approximations.
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Introduction



Stein’s method, since its introduction by Stein [Ste72] in 1972, has proved to be highly efficient in dealing with approximation and estimation problems, and in particular, for sum of random variables. The main technique, which involves an operator suitably chosen for a reference distribution, can be applied to a wide range of distribution approximations, notably the normal approximation, the first case treated by Stein himself and the Poisson approximation, treated by Chen [Che75] in 1975. More precisely, the reference law µ is characterized by an operator Aµ such that for any random variable Z ∼ µ, E[Zf (Z)] − E[Aµ f (Z)] = 0.



(1)



In the normal case, AN f (x) = σ 2 f 0 (x). In the Poisson case, AP f (x) = λf (x + 1). The representationRof the operator Aµ is different with the usual Stein operator T0 , defined by T0 f = h − hdµ, which is related to the generator of a Markov process with stationary distribution. By using Aµ defined in (1), we here choose the framework of zero bias transformation introduced by Goldstein and Reinert [GR97]. For a given random variable X satisfying certain conditions, X ∗ is said to have the X-zero biased distribution of X if E[Xf (X)] = E[Aµ f (X ∗ )] for any function f such that both sides of the above equality are well defined. In both Gaussian and Poisson cases, the proximity between a given distribution and the reference distribution has been studied in various contexts and some very fine bounds 1



have been established in a large literature. The main idea of Stein is to associate the approximation error with an auxiliary function by the so-called Stein’s equation Z h(x) − hdµ = xf (x) − Aµ f (x). (2) Hence, for any random variable X, the approximation error of the expectation E[h(X)] with respect to the reference law can be calculated, through the solution fh of the Stein’s equation (2), by Z E[h(X)] −



hdµ = E[Xfh (X)] − E[Aµ fh (X)].



Combining the zero bias transformation and the Stein’s equation, the approximation error can be rewritten as Z E[h(X)] − hdµ = E[Aµ fh (X ∗ ) − Aµ fh (X)]. (3) To obtain efficient error estimation, it is crucial to estimate the difference between X and X ∗ , and some superior norm of Aµ fh and its derivatives. In this paper, we propose an efficient approximation method, by applying the Stein’s method and the zero bias transformation, to evaluate the credit portfolio product CDOs. For such products of large size, it’s important to find rapid and robust method Pn to calculate + the tranche prices. The main term to calculate is E[(LT −K) ] where LT = i=1 Li I{τi ≤T } is the cumulative loss on a portfolio of financial assets susceptible to default risks. Here τi is the default time of each name, Li is the loss given default of τi and K is the attachment or detachment point of the tranche. Under the standard convention of the market, the defaults are supposed to be conditionally independent given some random variable U , which represents the common market factor. So the conditional loss on a portfolio can be written as a sum of independent random variables and we are concerned with the classical approximation problem for the expectation functions of such a sum variable. In the credit context, the default probabilities are in general very small. Moreover, the conditional probability, being a function of the factor U , takes values in the interval (0, 1). So the sum of independent random variables may converge to Gauss or Poisson distributions. For the finance concern, direct Gaussian approximation has been applied to loan portfolios by Vasicek [Vas91]. Further Gaussian approximation by Gram-Charlier expansion have been used by Tanaka, Yamada and Watanabe [TYW05] to study interest rate derivatives. Since the Stein’s method adapts in both Gaussian and Poisson context, we propose to combine the two approximations. Furthermore, we propose a first order corrector in both cases. Such high-order approximations is related to asymptotic expansions of E[h(W )], which has been studied among others, by Hipp [Hip77] and G¨otze and Hipp [GH78] using Fourier methods, Barbour [Bar86] and [Bar87] using Stein’s method. In our case, h = (x − k)+ is the call function in finance, which deserves special attention because of its regularity. We shall give approximation estimations for the call function by using the zero-bias transformation and the main tool is the concentration inequality. 2



The paper is organized as follows. We first present the framework of Stein’s method and zero bias transformation in Section 2. Some useful estimation results are then given concerning the zero biased variable. In Section 3, we propose the first-order Gaussian approximation by establishing an explicit correction term and we estimate the corrected approximation error, especially for the call function. The Poisson approximation results are presented in parallel in Section 4. The framework and the results are similar but the techniques are different since we are concerned with discrete random variables. We apply in Section 5 these two approximations to CDOs tranche pricing, by proposing an empirical threshold between the two approximations. Finally, some explicit estimations are given in Appendix.



2 2.1



Stein’s method and zero bias transformation Preliminaries



In the Gaussian case, Stein has observed that a random variable (r.v.) Z has the central Gaussian distribution N (0, σ 2 ) if and only if E[Zf (Z)] = σ 2 E[f 0 (Z)].



(4)



for any regular enough function f . In a more general context, Goldstein and Reinert [GR97] propose to associate with any zero-mean, square integrable random variable X the zero biased distribution as follows. Definition 2.1 (Goldstein and Reinert) Let X be a mean zero r.v. of finite variance σ 2 > 0. We say that a r.v. X ∗ has the X-zero biased distribution if E[Xf (X)] = σ 2 E[f 0 (X ∗ )].



(5)



for any absolutely continuous function f such that (5) is well defined. By Stein’s observation, the central Gaussian distribution is characterized by the fact that Z ∗ and Z have the same distribution. Hence, the distance between an arbitrary distribution and the central Gaussian one can be characterized by the distance between this distribution and its zero biased one. To measure the distance, we shall use the zero bias transformation, together with the solution of the Stein’s equation, which is given by h(x) − Φσ (h) = xf (x) − σ 2 f 0 (x)



(6)



where Φσ (h) = E[h(Z)] and Z ∼ N (0, σ 2 ). Combining (5) and (6), the error of the Gaussian approximation of E[h(X)] is E[h(X)] − Φσ (h) = E[Xfh (X) − σ 2 fh0 (X)] = σ 2 E[fh0 (X ∗ ) − fh0 (X)] 3



(7)



where fh is the solution of (6). 2



t The Stein’s equation can be solved explicitly. If h(t) exp(− 2σ 2 ) is integrable on R, then one solution of (6) is given by Z ∞ 1 ¯ φσ (t)dt, fh (x) = 2 h(t) (8) σ φσ (x) x



¯ = h(t) − Φσ (h). where φσ (x) is the density function of N (0, σ 2 ) and h(t) Observe that fh is one more order differentiable than h. Stein and other authors (see [Ste86], [CS05]) have established estimations comparing fh and its derivatives with respect to the function h. For example, if h is an absolutely continuous function, then we have the inequality kfh00 k ≤ 2kh0 k/σ 2 . The equivalent expectation form of (8), which is given by Barbour [Bar86], is √  Zx 2π ¯ E h(Z + x)e− σ2 I{Z>0} . fh (x) = σ



2.2



(9)



Properties concerning the zero bias transformation



In this section, we present some useful properties and estimations concerning the zero bias transformation of one random variable. Usually, the symbol Z is used for central Gaussian variable. Recall that X represents a mean zero r.v. of variance σ 2 . The existence of the zero biased distribution is established in [GR97]. The distribution of X ∗ is unique and is characterized by the density function given by pX ∗ (x) = σ −2 E[XI{X>x} ]. In the context of zero biased transformation, the variable X is required to be mean zero. We here present a useful example. Example 2.2 (Asymmetric Bernoulli) Let X be a zero-mean asymmetric Bernoulli r.v. taking two values α = q = 1 − p and β = −p, (0 < p, q < 1) in [−1, 1], with probabilities P(X = q) = p and P(X = −p) = q respectively. Then the first two moments of X are E(X) = 0 and Var(X) = pq. We denote this distribution by B(q, −p). Direct calculation implies that its zero biased distribution is the uniform distribution on [−p, q]. More generally, any zero-mean asymmetric Bernoulli r.v. can be written as a dilatation of B(q, −p) by letting α = γ q and β = −γ p, which we denote by Bγ (q, −p). If X follows Bγ (q, −p), then Var(X) = γ 2 pq. In addition, its zero biased distribution is the uniform distribution on [−γp, γq].
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2.2.1



Some estimations



By definition, for any k ∈ N, if X has (k + 2) order moment, then X ∗ has k order moment. Furthermore,     E[|X|k+2 ] E[X k+2 ] E (X ∗ )k = 2 and E |X ∗ |k = 2 . σ (k + 1) σ (k + 1) We are interested in the difference X − X ∗ , the estimations are easy when X and X ∗ are independent by using a symmetrical term. Proposition 2.3 Assume that X and X ∗ are independent. Let Rf be a locally integrable x even function and F be its primitive function defined by F (x) = 0 f (t)dt. Then    1  E f (X ∗ − X) = 2 E X s F (X s ) 2σ



(10)



e and X e is an independent duplicate of X. In particular, where X s = X − X     s k+2    1 1  . E |X ∗ − X| = 2 E |X s |3 , E |X ∗ − X|k = E |X | 4σ 2(k + 1)σ 2



(11)



Proof. By definition, for any real number K, we have σ 2 E[f (X ∗ − K)] = E[XF (X − K)]. e be a r.v. having the same distribution and independent Since X ∗ is independent of X, let X of X, then 1 e (X e − X)]. E[f (X ∗ − X)] = 2 E[XF σ As f is an even function, then F is an odd function, then e (X e − X)] = E[XF (X − X)] e = −E[XF (X e − X)], E[XF which follows (10). To obtain (11) it suffices to let f (x) = |x| and f (x) = |x|k .  Proposition 2.3 provides an equality to estimate |X ∗ − X|. Similar calculation yields estimations for P(|X ∗ − X| ≤ ), giving a measure of spread between X and X ∗ . Corollary 2.4 Let X and X ∗ be independent variables. Then, for any ε > 0, ε P(|X − X ∗ | ≤ ε) ≤ √ ∧ 1, 2σ



P(|X − X ∗ | ≥ ε) ≤



  1 E |X s |3 2 4σ ε



(12)



Proof. Let us observe that the second inequality is immediate from the classical Markov inequality 1  P(|X − X ∗ | ≥ ε) ≤ E |X − X ∗ |]. ε
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To obtain the first inequality, we apply Proposition 2.3 to the even function g(x) = I{|x|≤ε}  and its primitive G(x) = sign(x) |x| ∧ ε . So, P(|X − X ∗ | ≤ ε) =



 1  s E |X | |X s | ∧ ε) 2 2σ



(13)



 2   Since |X s | ∧ ε ≤ ε and E |X s | ≤ E |X s |2 = 2σ 2 , we get P(|X − X ∗ | ≤ ε) ≤



ε ε (2σ 2 )1/2 = √ 2σ 2 2σ 



The first inequality of Corollary 2.4 makes sense when ε is small, otherwise, the probability is always bounded by 1. 2.2.2



Estimation bounds in Gaussian approximations



The Stein’s method has been applied to a large class of approximation problems. For the Gaussian approximations, one can find a good survey in Raic [Rai03]. The approximation error estimations are in general based on comparison of expectations, for example, under Wasserstein distance for uniformly Lipschitz functions and under Kolmogorov distance for indicator function. In the context of zero bias transformation, we have, by using (11), a direct zero-order estimation result of Stein. Proposition 2.5 (Stein) If h is an absolutely continuous function, then 0   E[h(X)] − Φσ (h) ≤ kh k E |X s |3 . 2 2σ



(14)



Proof. In fact, since



    E[h(X)] − Φσ (h) = σ 2 E |f 0 (X ∗ ) − f 0 (X)| ≤ σ 2 f 00 E |X ∗ − X| , h h h then (14) follows directly with previous estimations.







The upper bound of (14) depends on the estimation of E[|X − X ∗ |], for which we have supposed that X ∗ is independent of X in Proposition 2.3. In the general case where X ∗ and X are not independent, the lower bound of this term is given (see [Gol07]) by Z ∞ inf E[|X ∗ − X|] = kF − F ∗ k1 := |F (t) − F ∗ (t)|dt (15) −∞



F∗



where F and are the distribution functions of X and X ∗ respectively. The equality is satisfied for any uniform random variable U ∼ U (0, 1) such that X = F −1 (U ) and X ∗ = (F ∗ )−1 (U ), which means that the couple X and X ∗ are rather strongly correlated. 6



Goldstein [Gol07] has established the L1 bound of the Gaussian approxiamtion by using this dual form of L1 distance between F and F ∗ . Example 2.6 Let X ∼ B(q, −p) and X ∗ be a r.v. having the X-zero biased distribution. If X ∗ is independent of X, then by direct calculation, E[|X − X ∗ |] = 12 . We can calculation the lower bound of this expectation by using (15). In fact, we have F (x) = qI{−p≤x≤q} + I{x>q} and F ∗ (x) = x + p. Then inf E[|X − X ∗ |] = 12 (1 − 2pq). 2.2.3



Sum of independent random variables



A typical example which concerns the sum of independent random variables deserves special attention. The problem is relatively simple when we restrict to the most classical version where all variables are identically distributed. However, this elementary case can be extended to non-identically distributed variables. Consider X1 +X2 where X1 and X2 are independent central r.v.. Then it’s easy to verify that both X1∗ + X2 and X1 + X2∗ follow the (X1 + X2 )-zero biased distribution. This fact shows us that there exist many possible constructions of zero biased random variables for a sum variable. Goldstein and Reinert [GR97] give an interesting construction by using an arbitrary index and replacing each single summand by its independent zero biased r.v.. Such construction is informative since W and W ∗ are only partially independent. Moreover, it enables us to establish estimations of right order. Proposition 2.7 (Goldstein and Reinert) Let Xi (i = 1, · · · , n) be mean zero random variables of finite variance σi2 > 0 and Xi∗ have the Xi -zero biased distribution. We assume ¯ X ¯ ∗ ) = (X1 , · · · , Xn , X ∗ , · · · , X ∗ ) are independent r.v.. Let W = X1 + · · · + Xn that (X, n 1 2 its variance. We also use the notation W (i) = W − X . Let us introduce and denote by σW i 2 , and assume I independent a random choice I of the index i such that P(I = i) = σi2 /σW ¯ X ¯ ∗ ). Then W ∗ = W (I) + X ∗ has the W -zero biased distribution. of (X, I Proof. We prove by verification. Let f be a continuous function with compact support and F be a primitive function of f . Since Xi is independent of W (i) , then E[W F (W )] =



n X i=1



E[Xi F (W )] =



n X



E[Xi F (W (i) + Xi )] =



i=1



n X



σi2 E[f (W (i) + Xi∗ )].



i=1



(16) Since I is independent of W , the last term of the right-hand side of (16) equals in fact 2 E[f (W (I) + X ∗ )], which implies that W ∗ = W (I) + X ∗ has the W -zero biased distriσW I I bution.  If W is the sum of i.i.d. mean zero asymmetric Bernoulli r.v. Bγ (q, −p), then W follows W the asymmetric binomial distribution. In addition, the dilatation parameter is γ = √σnpq . We now extend the estimation results in the previous subsection to the sum variable. 7



Corollary 2.8 With the notation of Proposition 2.7, we have E[XI∗ ]



n 1 X = 2 E[Xi3 ], 2σW i=1



E[(XI∗ )2 ]



n 1 X = 2 E[Xi4 ] 3σW i=1



and   E |W ∗ − W | =



n 1 X E[|Xis |3 ], 2 4σW i=1



  E |W ∗ − W |k =



n X  s k+2  1 E |Xi | . (17) 2 2(k + 1)σW i=1



In particular, in the asymmetric binomial case, we have k   1  σ p W . E |W ∗ − W |k = k+1 np(1 − p) Proof. In fact, the above results are obvious by using the definition of the zero bias transformation and the construction of W ∗ , together with previous estimations.  We have in addition the estimation of the probability terms from the Corollary 2.4. Corollary 2.9 For any positive constant ε, we have n ε X  σi ∧ 1, P(|W − W | ≤ ε) ≤ √ 2 2σW i=1 ∗







n



1 X E[|Xis |3 ]. (18) P(|W − W | ≥ ε) ≤ 2 4σW ε i=1 ∗



Proof. Proposition 2.7 and Corollary 2.4 imply the first inequality. The second inequality is direct by Markov inequality.  ¯ X ¯ ∗ ), which We can calculate the conditional expectations of XI and XI∗ given (X, enables us to obtain some useful estimations. For example, n X σi2 E[XI |X1 , · · · , Xn ] = Xi , σ2 i=1 W



n X σi6 E[E[XI |X1 , · · · , Xn ] ] = . σ4 i=1 W 2



(19)



Notice that, in the homogeneous asymmetric Bernoulli case, E[E[XI |X1 , · · · , Xn]2 ] is of order O n12 , which is significantly smaller than E[XI2 ] which is of order O n1 . This observation justifies the efficiency of the random index construction of W ∗ . The following result shows that by using the conditional expectation technique, we can obtain estimations of one order higher than direct estimations. The result holds when we replace W by W ∗ . Proposition 2.10 Let f : R → R and g : R2 → R be two functions such that the variance of f (W ) exists, and that for all i = 1, · · · , n, the variance of g(Xi , Xi∗ ) exist, then 1  n 1 X   2 2 4 ∗ Cov f (W ), g(XI , XI∗ ) ≤ Var[f (W )] σ Var[g(X , X )] . i i i 2 σW i=1
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(20)



In particular, for any ε ≥ 0,  Cov I{a≤W ≤b} , I{|X



∗ I −XI |≤ε}



n  1  X σi4  12 ≤ . 4 4 σW



(21)



i=1



  ¯ X ¯ ∗ ] . Since Proof. We first notice that Cov[f (W ), g(XI , XI∗ )] = Cov f (W ), E[g(XI , XI∗ )|X, (Xi , Xi∗ ) are mutually independent, we have  1   ¯ X ¯ ∗] 2 ¯ X ¯ ∗ ] ≤ Var[f (W )] 21 Var E[g(XI , X ∗ )|X, Cov f (W ), E[g(XI , XI∗ )|X, I n 1 1 X 1 ≤ 2 Var[f (W )] 2 σi4 Var[g(Xi , Xi∗ )] 2 . σW i=1 At last, it remains to observe that Var[Ia≤W ≤b ] ≤



1 4



and Var[I|Xi −Xi∗ |≤ε ] ≤ 14 .







  Remark 2.11 1. The inequality (21) shows that the order of Cov I{a≤W ≤b} , I{|XI −XI∗ |≤ε} is small, which is essential for estimations in Theorem 3.1 and Proposition 3.3. 2. To prove Proposition 2.10, Xi∗ is required to be independent of (X1 , · · · , Xi−1 , Xi+1 , · · · , Xn ). However, Xi∗ and Xi are not necessarily independent.
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First-order Gaussian approximation



Classically, the expectation E[h(W )] where W is the sum of independent random variables can be approximated by the Gaussian approximation ΦσW (h). The error of this direct approximation 0 (h, W ) = E[h(W )] − ΦσW (h) is of order O √1n in the binomial-Gauss case, except in the symmetric case where Diener and Diener [DD04] have established the  1 convergence speed O n . In this section, we propose to improve the approximation quality by finding a correction term Ch such that the corrected error 1 (h, W ) = E[h(W )] − ΦσW (h) − Ch is of order O( n1 ) even in the asymmetric case. Some regularity condition is required to establish approximation error estimations. Notably, the call function, not possessing second order derivative, is difficult to analyze. We shall first present the general result for regular functions and we then treat the call function.



3.1



First order correction for asymmetric normal approximation



Theorem 3.1 Let X1 , · · · , Xn be mean zero r.v.s such that E[Xi4 ] (i = 1, · · · , n) exist. If the function h is Lipschitz and if fh has bounded third order derivative, then the normal approximation ΦσW (h) of E[h(W )] has corrector  2   1 x ∗ Ch = 2 E[XI ]ΦσW (22) 2 − 1 xh(x) . σW 3σW 9



Recall that E[XI∗ ] =



1 2 2σW



Pn



3 i=1 E[Xi ].



The corrected error is bounded by



E[h(W )] − Φ (h) − C σW h v   u n n n n X X X X



(3) 1     1 u 1 t E[Xi3 ] E |Xis |3 + E |Xis |4 + 2 σi6  . ≤ fh  12 σ 4σ W W i=1 i=1 i=1 i=1 Proof. Taking first order Taylor expansion at W , we have 2 E[h(W )] − ΦσW (h) = σW E[fh0 (W ∗ ) − fh0 (W )] h i  (3) 2 2 = σW E[fh00 (W )(W ∗ − W )] + σW E fh ξW + (1 − ξ)W ∗ ξ(W ∗ − W )2 .



(23)



(3)



where ξ is a uniform variable on [0, 1] independent of all Xi and Xi∗ . Since fh is bounded, the remaining term of (23) is of order E[(W − W ∗ )2 ] and we have by Corollary 2.8



n h i 



f (3) X    (3) 2 E |Xis |4 . (24) σW E fh ξW + (1 − ξ)W ∗ ξ(W ∗ − W )2 ≤ h 12 i=1



For the term E[fh00 (W )(W ∗ − W )] of (23), we shall take a decomposition to centralize fh00 (W ) around ΦσW (fh00 ) in order to obtain the correction term. Since XI∗ is independent of W , we have E[fh00 (W )(W ∗ − W )] = E[fh00 (W )]E[XI∗ − XI ] + Cov[fh00 (W ), XI∗ − XI ]  = ΦσW (fh00 )E[XI∗ ] + E[fh00 (W )] − ΦσW (fh00 ) E[XI∗ ] − Cov[fh00 (W ), XI ].



(25)



By Lemma 2.5,



n n X  



f (3) X  s 3 h 00 ∗ 00 3 E[X ] E |Xi | . E[XI ] E[fh (W )] − ΦσW (fh ) ≤ i 4 4σW i=1 i=1



(26)



By Proposition 2.10, v v u n n (3) u q X X u kfh k u 00 (W )]t 6 ≤ t Cov[f 00 (W ), XI ] ≤ 1 Var[f σ σi6 . h i h 2 σW σW i=1 i=1



(27)



The last inequality is because Var[fh00 (W )] = Var[fh00 (W ) − fh00 (0)] ≤ E[(fh00 (W ) − fh00 (0))2 ] ≤ (3) 2 kfh k2 σW . Combining (24), (26) and (27), we deduce the error bound. Finally, we use the Gaussian invariant property and the Stein’s equation to obtain 2 σW ΦσW (fh00 ) = ΦσW (xfh0 ) =



 x2  1 Φ ( − 1)xh(x) . σ W 2 2 σW 3σW 
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The corrector Ch contains two parts. On one hand, E[XI∗ ] depends on the third moments of X1 , · · · , Xn . On the other hand, the normal expectation term depends on the function h. We can study the two parts separately and both terms are easy to calculate. In the symmetric case, E[XI∗ ] = 0, then Ch = 0 for any function h. Therefore, the corrector Ch can be viewed as an asymmetric corrector in the sense that after correction, the asymmetric approximations obtain the same approximation order as in the symmetric case. In the binomial case, the corrector is of order O( √1n ) and the corrected approximation error bound is of order O( n1 ). If, in addition, E[Xi3 ] = 0 for any i = 1, · · · , n, then the error of the approximation without correction is automatically of order O( n1 ). This result has been mentioned in Feller [Fel71] concerning the Edgeworth expansion and has been discussed in Goldstein and Reinert [GR97].



3.2



Call function



We now concentrate on the call function Ck (x) = (x − k)+ , which is a Lipschitz function with Ck0 (x) = I{x>k} . Notice that Ck00 exists only in distribution sense. So the condition in Theorem 3.1 is not satisfied and we can no longer majorize the error bound via the norm (3) kfh k. In the following, we shall prove that the corrector given by (22) remains right order. We first study the zero order estimation of the indicator function. Then by similar method, we deduce the first order estimation of the call function. Here it is important to estimate the norm of the solution of Stein’s equation fh and its derivatives. We shall postpone the explicit calculations to the Appendix. 3.2.1



Zero order correction of the indicator function



In Proposition 2.5, the zero order approximation has been applied to an absolutely continuous function. For the indicator function, there also exists estimation known as the Berry-Esseen inequality. We now introduce an estimation method based on the zero bias transformation. The key tool is a concentration inequality (see [CS01],[CS05]), which is also essential for later estimation of the call function. We begin by introducing some estimations for the zero-biased variable W ∗ , based on the fact that the zero bias transformation enables us to work with more regular functions. Lemma 3.2 For any real numbers a and b such that a ≤ b, we have 1. P(a ≤ W ∗ ≤ b) ≤



b−a 2σW



;
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2. Denote by Ib = I{x≤b} . Then   P(W ∗ ≤ b) − Nσ (b) ≤ cb E |W ∗ − W | W where Nσ is the distribution function of N (0, σ 2 ) and the constant cb = kfIb k+kxfI0b k. Proof. 1) Let f 0 (x) = I[a,b] (x). One primitive function is given by f (x) = which is bounded by |f (x)| ≤



b−a 2 .



Rx



(a+b)/2 f



0 (t)dt,



Using the zero bias transformation, we have



2 σW E[I[a,b] (W ∗ )] = E[W f (W )] ≤ σW



b − a . 2



e I (x) = xGI (x). 2) Denote the primitive function of Ib by GI (x) = −(b − x)+ and by G Then  2 e I (W )] − Φσ (G e I ) = σ 2 E[f 0 (W ∗ ) − f 0 (W )] σW E[Ib (W ∗ )] − ΦσW (Ib ) = E[G W W e e G G I



I



which implies that   P(W ∗ ≤ b) − Nσ (b) ≤ kf 00 k E |W ∗ − W | . W e G I



Notice that f 0e = xfIb . Hence kf 00e k ≤ kfIb k + kxfI0b k = cb . We give estimation of c in GI GI Appendix.  The concentration inequality shows that P(a ≤ W ≤ b) can be bounded by a term which is linear to the length b − a and some other terms which, in the i.i.d. asymmetric Bernoulli case, are of order O( √1n ). We shall give a proof of this inequality, which is coherent in our context. The idea is to majorize P(a ≤ W ≤ b) by P(a − ε ≤ W ∗ ≤ b + ε) up to a small error with a suitable ε. Our objective here is not to find the optimal estimation constant. Proposition 3.3 For any real a and b such that a ≤ b, we have b−a + P(a ≤ W ≤ b) ≤ σW



Pn



 s 3 E |Xi | i=1 + 3 σW



P



n 4 i=1 σi



2 2σW



1



2



.



(28)



Proof. By 1) of Lemma 3.2, for any ε > 0, W ∗ satisfies the following concentration inequality 1 b−a P(a − ε ≤ W ∗ ≤ b + ε) ≤ (ε + ) := Cε . σW 2 On the other hand, P(a − ε ≤ W ∗ ≤ b + ε) ≥ P(a ≤ W ≤ b, |XI − XI∗ | ≤ ε) = P(a ≤ W ≤ b)P(|XI∗ − XI | ≤ ε) + Cov(I{a≤W ≤b} , I{|XI∗ −XI |≤ε} ). 12



By the conditional expectation technique in Proposition 2.10, Cov(I{a≤W ≤b} , I{|XI∗ −XI |≤ε} ) ≥ −



n 1 X σi4  21 := −B. 4 σ4 i=1 W



Observe that B does not depend on a, b and ε. Moreover, it is of small order as been pointed in Remark 2.11. By the Markov inequality in Corollary 2.9,  1  Aε := P(|XI∗ − XI | ≤ ε) ≥ 1 − E |W − W ∗ | . ε   So P(a ≤ W ≤ b)Aε ≤ B + Cε . Finally, we choose ε such that ε = 2E |W − W ∗ | . Then Aε ≥ 21 and   b − a 2E |W − W ∗ | + , Cε = 2σW σW which implies (28).  In the following, we use sometimes the upper bound of P(a ≤ W (i) ≤ b). Since W (i) is also sum of several random variables, (28) can be applied directly to W (i) by removing the variate i in the sum terms of the upper bound. However, for the simplicity of writing, it is convenient to keep all the summand terms. For this reason, we introduce the following inequality by using the independence between W (i) and Xi , Xi∗ . Here again, our objective is not the optimal estimation. Corollary 3.4 For any real a and b, we have 1  s 3  Pn Pn 4 2 σ b − a 8σi i=1 i i=1 E |Xi | (i) P(a ≤ W ≤ b) ≤ 2 + + . + 2 3 σW σW 2σW σW Proof. For any ε > 0, we have P(a ≤ W (i) ≤ b, |Xi | ≤ ε) ≤ P(a − ε ≤ W ≤ b + ε), then by Markov’s inequality and the independence between W (i) and Xi , P(a ≤ W (i) ≤ b) ≤



P(a − ε ≤ W ≤ b + ε) 1−



E[|Xi |] ε



.



We choose ε = 2E[|Xi |] and apply Proposition 3.3 to end the proof.







Now we give the approximation estimation of the indicator function. We shall use the nearness between W and W ∗ , together with the concentration inequality. Proposition 3.5 Let Iα = I{x≤α} , then n n  X 2σi3  E[|Xis |3 ] cα X s 3 E[|X | ] + + 4 i 2 4σW σ3 4σi3 i=1 i=1 W  1  Pn P 4 2 2 ni=1 E |Xis |3 i=1 σi + + 2 3 σW σW



|E[P(W ≤ α)] − NσW (α)| ≤



where cα = kfIα k + kxfI0α k. 13



(29)



Proof. We decompose Iα (W ) − NσW (α) to be sum of two difference terms   Iα (W ) − NσW (α) = Iα (W ) − Iα (W ∗ ) + Iα (W ∗ ) − NσW (α) . The second term has been estimated in Lemma 3.2. For the first term, since I{x+y≤α} − I{x+z≤α} = I{α−max(y,z) 10, otherwise, it approaches a Poisson distribution. Similarly, we shall choose a threshold for the first order approximation such that when p¯ is superior than this threshold, we apply the Gauss approximation, and in the other case, we shall use the Poisson one. The numerical tests and analysis are presented in [EKJK07]. Empirical results show that the threshold is around 0.15, which is larger than the classical one due to the first order correction. We finally remark that by combining Gauss and Poisson approximations, the method provides very satisfactory results for CDOs pricing and Greek calculation. Furthermore, we reduce largely the calculation burden thanks to the explicit formulae.



6 6.1



Appendix Estimations concerning fh for indicator and call functions



In this subsection, we give norm estimations for indicator function in Lemma 3.2 and for call function in Proposition 3.6. We shall work with the solution of Stein’s equation and its derivatives. In (8), the ¯ is centered under Gaussian distribution. However, it’s no longer the integrand function h case when taking derivatives. Therefore, we introduce an auxiliary function ( R∞ 1 x>0 2 x h(t)φσ (t)dt, Rx feh (x) = σ φσ (x) (48) 1 − σ2 φσ (x) −∞ h(t)φσ (t)dt, x < 0. We also give the expectation form (√   Zx 2π E h(Z + x)e− σ2 I{Z>0} , σ e √ fh (x) =   Zx − σ2π E h(Z + x)e− σ2 I{Z0 x0} ] and feh (0−) = − σ2π E[h(Z)I{Z 0 and is increasing when x < 0, then g(x) . |feh (x)| ≤ x Proof. When x > 0, we have |feh (x)| ≤ Since



g(x) x



1 σ 2 φσ (x)



Z



∞



g(t)φσ (t)dt = − x



1 φσ (x)



Z x



∞



g(t) dφσ (t). t



is decreasing, we get the inequality. When x < 0, the proof is similar.







We now give estimations for feh and feh0 when h is a bounded function. The indicator function satisfies the boundedness condition with c0 = 1. Proposition 6.2 Let h be a bounded function and let c0 = khk, then for any x ∈ R \ {0}, √ |feh (x)| ≤ 2πc0 /2σ, |feh0 (x)| ≤ 2c0 /σ 2 . Proof. Since lim fe1 (x) = x→0+



√



√ 2π/2σ, lim fe1 (x) = − 2π/2σ, and x→0−



lim fe1 (x) = 0, we



|x|→+∞



only need to prove that fe1 is decreasing when x > 0 and when x < 0 respectively. By letting h = g = 1 in Lemma 6.1, we obtain |xfe1 (x)| ≤ 1. Hence ( 1 (xfe1 (x) − 1) ≤ 0, x > 0 0 σ2 fe1 (x) = − σ12 (1 − xfe1 (x)) ≤ 0 x < 0. √



2π So |fe1 (x)| ≤ 2σ for any x ∈ R, which implies the first inequality. For the second inequality, by using feh0 (x) = σ12 (xfeh (x) − h(x)), together with estimations |xfeh (x)| ≤ |c0 xfe1 (x)| ≤ c0 and |h(x)| ≤ c0 , we obtain |feh0 (x)| ≤ 2c0 /σ 2 . 



The following lemma is useful in estimating kxfI0α k in the expectation form. The argument is based on the fact that the polynomial functions increase slower than the exponential functions. Lemma 6.3 Let Z ∼ N (0, σ 2 ). Then for any x > 0, Zx σ xE[I{Z>0} e− σ2 ] ≤ √ 2π



if



x > 0;



Zx σ E[I{Z0} xl Z m e− σ2 ≤ 21 lσe E |Z|m−l ;  l Zx E[I{Z 0, it suffices to observe xE[I{Z>0} e− σ2 ] = y y l e− σ2 ,



√σ xfe1 (x) 2π



(51)



to prove (50). For



it attains the maximum value at y = lσ 2 and (51), consider the function f (y) = 2 |f (y)| ≤ ( lσe )l . Then the lemma follows immediately. The case x < 0 is obtained by symmetry.  Proposition 6.4 For any real number β ∈ [0, 1], √ 2π |α| 0 e + 2. |xfIα −β (x)| ≤ 2σe σ



(52)



Proof. We only prove for x > 0. By definition, √ Zx 2π e fIα −β (x) = E[I{Z>0} (Iα (x + Z) − β)e− σ2 ]. σ Then



√ Zx 1 x2 −α2 2π 0 e fIα −β (x) = − 3 E[I{Z>0} (Iα (x + Z) − β)Ze− σ2 ] + I{x≤α} 2 e 2σ2 . σ σ Using Proposition 6.3 with l = m = 1 and the fact that kIα − βk ≤ 1, we get σ2 − Zx . xE[I{Z>0} (Iα (x + Z) − β)Ze σ2 ] ≤ 2e



In addition, xI{x≤α} e 



x2 −α2 2σ 2



≤ |α|. Then combining the two inequalities, we obtain (52).



We can now resume the estimations concerning fIα by using the auxiliary function feIα . Corollary 6.5 Let Iα (x) = I{x≤α} . Then √ 2π 2 kfIα k ≤ , kfI0α k ≤ 2 , 2σ σ



√ kxfI0α k



≤



2π |α| + 2. 2σe σ



Proof. Notice that fIα = feI¯α where I¯α = Iα − P(Z ≤ α) = Iα − Nσ (α). Since |I¯α | ≤ 1, we can apply Proposition 6.2 to obtain the first two inequalities. Proposition 6.4 implies the third one.  In the following, we consider functions with bounded derivatives, whose increasing speed is at most linear. The call function satisfies this property. 23



Proposition 6.6 Let h be an absolutely continuous function on R. 1) Let c1 = |h(0)| and suppose that c0 = kh0 k < +∞, then √ √ 2πc1 2πc0  1  c1 0 e e |fh (x)| ≤ + 2c0 , |fh (x)| ≤ 1+ + 2. 2σ σ 2e σ 2) If, in addition, h0 is locally of finite variation and has finite number of jumps. Let h0 = g1 + g2 , where g1 is the continuous part of h0 and g2 is the pure jump part, which is of the following form N X g2 (x) = i (Iµi − βi ). i=1



kg10 k



We assume that c3 =



< +∞ and c4 = kg1 k, then



√ √ N 2πc4 X  2π |µi |  1  c1 √ 2 2πc0  + + 2 + + 2πc0 + . |εi | 2σe 2σe σ eσ σ e



√ |xfeh00 (x)| ≤ c3 +



i=1



Proof. Clearly we have |h(x)| ≤ c1 + c0 |x| for any x ∈ R. By a symmetric argument it suffices to prove the inequalities for x > 0. 1) By (51) and (50), we have √ Zx 2π E[I{Z>0} (c1 + c0 Z + c0 x)e− σ2 ] |feh (x)| ≤ √σ h √ 2π c1 c0 c0 σ i 2πc1 ≤ + E[|Z|] + √ ≤ + 2c0 σ 2 2 2σ 2π since E[|Z|] =



√2σ . 2π



Taking the derivative,



√ feh0 (x)



=



√ Zx 2π 2π − Zx 0 E[I{Z>0} h (Z + x)e σ2 ] − 3 E[I{Z>0} Zh(Z + x)e− σ2 ]. σ σ



Using similar argument as above, we have √ √ Zx 2πc0 2π 0 e |fh (x)| ≤ + 3 E[I{Z>0} Z(c0 Z + c0 x + c1 )e− σ2 ] √2σ √σ  √ 2πc0 2π c0 σ 2 c0 σ 2 c1 σ  2πc0  1  c1 ≤ = + 3 + +√ 1+ + 2. 2σ σ 2 2e σ 2e σ 2π 2) First, we have by (53), √ √ Zx 2π 2π − Zx 00 0 0 2 e e fh = fh0 − 3 E[I{Z>0} Zh (Z + x)e σ ] + 5 E[I{Z>0} Z 2 h(Z + x)e− σ2 ]. σ σ
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(53)



By the linearity of feh with respect to h, we know that feh0 0 = feg0 1 +



N X



i feI0µ



i −βi



.



i=1



So Proposition 6.4 and 2) imply that |xfeh0 0 (x)| ≤ |xfeg0 1 (x)| +



N X i=1



√ √ N  √2π |µ |  2πc4 X  2π |µi |  i + 2 ≤ c3 + + + 2 . |i | |i | 2σe σ 2σe 2σe σ i=1



The other two terms are estimated by (51) and (50) as above, c σ2 0 − Zx xE[I{Z>0} Zh0 (Z + x)e σ2 ] ≤ 2e c σ 4 2c σ 4 c1 σ 3 0 0 − Zx √ + + . xE[I{Z>0} Z 2 h(Z + x)e σ2 ] ≤ 2e e2 2πe So we get finally √ √ N 2πc4 X  2π |µi |  1  c1 √ 2 2πc0  + + 2 + + 2πc0 + . |εi | 2σe 2σe σ eσ σ e



√ |xfeh00 (x)| ≤ c3 +



i=1



 For the call function, we apply directly the above Proposition. Corollary 6.7 Let Ck = (x − k)+ , then √ kfCk k ≤ 2 +



2π c1 2σ



where c1 = |(−k)+ − c¯| and c¯ = Φσ ((x − k)+ ) = σ 2 φσ (k) − k(1 − Φσ (k)). √  1  c1 2π 0 1+ + 2 kfCk k ≤ σ 2e σ and |xfC00k |



√ c1 |k| 2 2π  1 ≤ 2+ 2 + 1+ . eσ σ σe e



0 Proof. We have fCk = feC k where C k = Ck − c¯. In addition, kC k k = 1 and c1 = |C k (0)| = |(−k)+ − c¯|. Applying Proposition 6.6, we get the first inequalities. And if suffices to notice c3 = 0 and c4 = 1 to end the proof. 
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6.2



Proof of Lemma 4.3



Proof. Using the solution of Stein’s Poisson equation (39), we have for any integer k ≥ 0, |gh (k)| ≤



∞ ∞ (k − 1)! X (k − 1)! X λi λi h(i) − P (h) ≤ (ai + aλ). λ k k i! i! λ λ i=k



i=k



For the first term, ∞



∞



i=k



i=k



X X λj X λj (k − 1)! X λi λi−k = = ≤ = eλ . (i − 1)! k(k + 1) · · · (i − 1) k(k + 1) · · · (k + j − 1) j! λk j≥0



j≥0



For the second term, ∞



∞



i=k



i=k



X X λj λj 1 (k − 1)! X λi X λi−k = = ≤ = (eλ − 1). i! k(k + 1) · · · i k(k + 1) · · · (k + j) (j + 1)! λ λk j≥0



j≥0



Hence we have by combining the two terms kgh k ≤ a(2eλ − 1). 
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