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Abstract This review discusses data analysis strategies for the discovery of biomarkers in clinical proteomics. Proteomics studies produce large amounts of data, characterized by few samples of which many variables are measured. A wealth of classification methods exists for extracting information from the data. Feature selection plays an important role in reducing the dimensionality of the data prior to classification and in discovering biomarker leads. The question which classification strategy works best is yet unanswered. Validation is a crucial step for biomarker leads towards clinical use. Here we only discuss statistical validation, recognizing that biological and clinical validation is of utmost importance. First, there is the need for validated model selection to develop a generalized classifier that predicts new samples correctly. A cross-validation loop that is wrapped around the model development procedure assesses the performance using unseen data. The significance of the model should be tested; we use permutations of the data for comparison with uninformative data. This procedure also tests the correctness of the performance validation. Preferably, a new set of samples is measured to test the classifier and rule out results specific for a machine, analyst, laboratory or the first set of samples. This is not yet standard practice. We present a modular framework that combines feature selection, classification, biomarker discovery and statistical validation; these data analysis aspects are all discussed in this review. The feature selection, classification and biomarker discovery modules can be incorporated or omitted to the preference of the researcher. The validation modules, however, should not be optional. In each module, the researcher can select from a wide range of methods, since there is not one unique way that leads to the correct model and proper validation. We discuss many possibilities for feature selection, classification and biomarker discovery. For validation we advice a combination of cross-validation and permutation testing, a validation strategy supported in the literature. © 2007 Elsevier B.V. All rights reserved. Keywords: Statistical validation; Permutation test; Classification; Biomarker discovery; Double cross-validation; Feature selection; Curse of dimensionality; Multivariate data analysis; Proteomics
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1. Introduction Modern developments in analytical techniques like mass spectrometry (MS) created the opportunity to measure protein concentrations on a large scale; this area of research is called proteomics. The hope is that proteomics studies can contribute to healthcare. In clinical proteomics thousands of proteins or peptides can be measured in a single experiment. This review describes how information is obtained from pre-processed clinical proteomics data and how to validate the information using statistical procedures. The clinical proteomics experiments that we discuss in this paper can be seen as a discovery tool for biomarkers. A possible workflow for biomarker discovery is given in Fig. 1. It starts with a biological question, which leads to a carefully designed experiment, sampling and measurements. Preprocessing of the data is necessary to remove instrumental noise and make the measurements of the samples comparable.



Fig. 1. Biomarker discovery workflow. From biological question to biomarker leads. The blocks data processing, biomarker pattern, and statistical validation form the subject of this review.
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A preliminary answer to the biological question is obtained in the three blocks that are encircled in Fig. 1: data processing, biomarker pattern, and statistical validation. After the discovery of statistically valid biomarker leads, external testing and biological validation will show whether they truly answer the biological question. Biomarkers can be used to predict the state of a patient, in diagnosis, to monitor the response to treatment, and to determine the stage of a disease. For diagnosis, but not essentially different for the other goals, samples from cases and controls are measured. The measurements are usually stored in a data matrix and class labels are stored in a response vector. Data analysis tools try to find the differences in measurements that predict the state of a patient. This information is preferably in just a few proteins (biomarkers) that are indicative for the biological state. Alternatively, the interplay of multivariate data can provide the desired information. Results should be subjected to validation: statistical as well as biological. The statistical validation should investigate the performance of the biomarker, as well as the relevance of the results. The biological validation is concerned with the question whether the biomarkers are involved in processes that can be related to the disease. If the result of both validation processes is satisfactory a putative biomarker is established. Many more steps have to be taken before this leads to an established biomarker [1]. MS is not the only technique used for proteomics investigations. Protein arrays and 2D gels also play an important role in the field [2]. However, when mining the literature on data analysis in clinical proteomics, most hits we encountered were on MS studies. Reviews on the application of MS in proteomics are available [3,4]; the current review does not discuss the many types of MS experiments. We restrict ourselves mainly to data analysis in single MS experiments (such as liquid chromatography–MS, matrix assisted laser desorption/ionisation MS and surface enhanced laser desorption/ ionisation) although our conclusions also hold for other types of (omics) experiments.
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In single MS experiments many different issues play a role. Among these are experimental design, selection of patients, sample handling, preprocessing of the spectra and biological validation [5–12]. In this review we are not taking up these issues but focus on classification methods for proteomics studies and the statistical validation tools that are used in combination with the classification methods. Classification methods applied in proteomics are developed in different sciences, such as machine learning, chemometrics, data mining and statistics. A wide range of methods is available, with many different characteristics. We try to give an overview of the methods that are popular in proteomics. The reason that validation in classification methods is an important and still open issue is mainly caused by the characteristics of a proteomics data set. Usually, a mass spectrum contains thousands of different mass/charge (m/z) ratios. The sample size, e.g. the number of patients, is relatively small. This results in a so-called high dimensionality small sample problem. This type of problem suffers from the curse of dimensionality [13], which means that the number of samples needed to accurately describe a (discrimination) problem increases exponentially with the number of dimensions (variables). In proteomics studies, the number of samples is usually low compared to the number of variables, due to the limited availability or the cost of measurements. This undersampling leads to the possibility of discovering a discriminating pattern between two populations, even when these two populations are statistically not distinct. Working with high dimensional data can easily lead to overfitting: the derived model is specific for the training data and does not perform well on new samples. Literature provides several approaches to overcome these problems. One approach is to reduce the dimensionality of the data. This can be done before a classification is performed or it can be combined with a classifier. Other techniques to cope with high dimensional data are statistical validation strategies, such as cross-validation and permutation tests. This review starts with an overview of the most encountered methods for classification and biomarker discovery in clinical proteomics. We present a framework in which most of the methods fall. And finally a strategy is put forward for a thorough statistical assessment of the entire data analysis procedure. 2. Feature selection Feature selection plays an important role in clinical data analysis for three reasons. First, using all features in forming the classification rule in general does not give the best performance. Increasing the number of features from zero enhances performance to some point, after which adding more feature leads to a deteriorating performance, because many features are uninformative and they can conceal information in relevant features. This is called the peaking phenomenon [14–16]. The second reason is a technical one: some classification methods require the number of objects to be larger or equal to the number of features. Since proteomics data sets usually consist of far more features than samples, a selection has to be made before constructing the classification rule. Third, one of the goals of a proteomics study
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is to find leads for potential markers for disease. So the number of variables in the final model should be small to enhance the interpretability of the model. To this end, finding a good classifier is combined with selection of variables that discriminate well. We distinguish different categories of feature selection methods. Filter methods and variable transformation reduce the number of features independent of a classification method (unsupervised), while wrappers select variables in concert with a classification method (supervised). Sometimes, feature selection is intrinsic to a classification method, for example in classification trees. Another category is variable selection after classification, where the information in the classification rule is used to find the most informative variables. Filters, variable transformation and wrappers are discussed in this section, and the section Biomarker candidate selection describes variable selection intrinsic to classification and after classification. This division reflects that wrappers, filters and variable transformation are mostly used to deal with the peaking phenomenon and to solve the technical issues, while leads for biomarkers are often sought in the classification rule. We realize that this is by no means a strict distinction. Wrapper [17] and filter [18] methods have also been used for biomarker selection, and vice versa: some intrinsic methods are used for pre-selection to provide input for other classification methods [19,20]. We would like to point out that statistical validation is of crucial importance in variable selection, as it is throughout the entire data analysis. In undersampled data sets, with fewer samples than variables, it may very well be possible to select a set of features that discriminate between cases and controls, but that turn out to be uninformative when new samples are classified. Thorough statistical validation can prevent overfitting, and we discuss it in the section Statistical validation. 2.1. Independent feature selection Filter methods are applied to the pre-processed data before the construction of the classifier. Examples are significance tests such as the t-test, which compares differences in means between the case and the control groups. When the measurements for a variable differ significantly between the two groups, it is retained. The t-test assumes normality of the data. The Wilcoxon–Mann–Whitney test assesses differences between two groups without making this assumption. These significance tests are designed to deal with univariate data, and a variable is considered to differ significantly when its test statistic is smaller than some value for α (generally, α = 0.05 or α = 0.01). Since proteomics data involves testing many individual variables simultaneously, applying the same value for α leads to many false positives [21]. The Bonferroni correction sets an α-value for the entire set, so that the test statistic for each individual variable is compared to a value of α/(number of variables) and the false positive rate or family wise error rate (FWER) is controlled. A less conservative correction for multiple testing is controlling the false discovery rate (FDR): the number of false positives among all positives [22,23]. Significance analysis of microarrays
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(SAM) uses a t-test with a threshold to select features. The false discovery rate is obtained by comparing the results with results in permutations [24]. Like filter methods, variable transformation is performed before classification. Projection methods reduce the dimensionality of the data in a multivariate approach. Principal component analysis (PCA) looks for linear combinations of the original variables that describe the largest amount of variation in the data [25]. The linear combinations (principal components) become new features that describe the data in a lower dimensional space. 2.2. Wrappers Wrappers are feature selection methods that work in concert with a classification method. The classification method is used to test relevance of the variables. Variables that lead to good performance are selected. Forward selection starts with an empty set and selects the variable that gives the best classification result. Given this first variable, another variable is added that realizes the largest improvement of performance [13]. Variables are added until the performance does not improve or a set criterion is met. Backward elimination works similarly, starting with the full set of features and sequentially removing features from the set [13]. Genetic algorithms create many feature sets that are tested simultaneously for performance, given a classification method. The best sets are recombined to create a new generation of improved feature sets. The algorithm is stopped when the performance does not improve over several generations or when a preset performance measure is achieved [26]. 3. Classiﬁcation methods 3.1. Discriminant analysis Discriminant analysis (DA) was first introduced by Fisher, who used it to discriminate between different Iris species [27]. In the feature space, a direction is sought that maximizes the differences between the classes with respect to the covariance within the control and case classes (Fig. 2). This direction, the discriminant vector, can be used to classify new samples. DA uses the



Fig. 2. Linear discriminant vector.



covariance matrix to find the discriminant vector. Linear discriminant analysis (LDA) assumes the within-class covariance matrices to be equal, which leads to linear decision boundaries. When the covariance matrices are unequal, quadratic discriminant analysis (QDA) is applied. The decision boundary in QDA is quadratic. Usually, in proteomics data, undersampling causes the within-class covariance matrix to be singular, which makes it impossible to find the discriminant vector. This can be solved by filtering features [19] or by selecting features with a wrapper method as described in the previous section. Other solutions lie in adjusting the DA algorithm to repair the singularity of the covariance matrix. Regularized discriminant analysis (RDA) [28] shrinks the covariance matrix towards a multiple of the identity matrix [28]. In diagonal discriminant analysis the covariance matrix is assumed to be diagonal, setting all off-diagonal elements to zero (see for example [29]). A popular variant of DA in omics studies is principal component discriminant analysis (PCDA) [30]. It solves the singularity by reducing the dimensionality of the data with PCA, after which DA is performed on the PCA scores. PCDA has been used for omics data analysis under a variety of names. As uncorrelated discriminant analysis, Ye et al. used it for the analysis of several publicly available gene expression data sets [31]. The maximum number of principal components is used in the classifier. In a proteomics study of SELDI-TOF MS data concerning ovarian cancer and prostate cancer, Lilien et al. used the Q5 algorithm, also a combination of PCA and LDA to discriminate healthy from diseased [32]. Again, the maximum number of principal components is retained. The classification probability is calculated from the distance on the discriminant vector between the spectrum and the nearest class mean. Spectra with classification probabilities smaller than a threshold are not classified. Smit et al. applied PCDA to SELDI TOF MS measurements of serums to discriminate Gaucher from healthy samples [33]. The number of components was tuned with cross-validation, which showed that the maximum number of components does not always lead to the best model. 3.2. Partial least squares Partial least squares (PLS) [34] is similar to PCA, but in extracting the new features, PLS also takes the covariance of the data with the response vector (vector of class labels) into account. PLS tries to find the relations between the data matrix and the vector of class labels, i.e. a latent variable approach to modelling the covariance structure of the data and the class labels. A PLS model will try to find the multidimensional direction in the space of the data matrix that explains the maximum variance in the class label space. When it is used for classification, it is referred to as partial least squares discriminant analysis (PLSDA) [35]. PLSDA is a much used method in metabolomics studies. It has for example been applied in a human metabolomics study into obesity to differentiate between obese and lean individuals [36]. In a proteomics dementia data set, Gottfries et al. employed PLSDA for discrimination between different classes
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therapy in rectal cancer patients [42], heart failure [43], and breast cancer [44]. 3.4. Logistic regression



Fig. 3. The optimal separating hyperplane separates the classes with the widest margin.



of dementia and healthy individuals [37]. More examples of PLSDA applications in clinical metabolomics studies can be found in an overview by Trygg et al. [38].



The odds is defined as the probability of a sample being a member of one class to the probability that the sample is outside that class. Logistic regression models use linear regression to fit the data to the natural logarithm of the odds. It ensures that the probabilities are between zero and one and that they sum to one. Logistic regression is similar to LDA, but it makes fewer assumptions about the underlying distributions. Like in DA, the large number of variables in proteomics data constitutes a problem, which can be tackled in several ways. Variable selection prior to modelling was used by Bhattacharyya et al. in a proteomics study of pancreatic cancer [45] and by Zhu and Hastie on microarray data in three cancer diagnosis data sets [46]. Others have combined PLS with logistic regression [47,48]. In penalized logistic regression, a penalty is set on the regression coefficients. As a result, some coefficients become zero, which effectively reduces the number of features [49,50]. 3.5. Nearest shrunken centroids



3.3. Support vector machines The support vector classifier constructs a hyperplane that separates the cases from the controls. When the classes are linearly separable, the optimal hyperplane maximizes the distance from the closest objects to the hyperplane, as is shown in Fig. 3. This distance is called the margin. The class assignment of new samples depends on which side of the hyperplane they are. In the case that the classes are not perfectly separable, some objects will be on the wrong side of the hyperplane (misclassification). The amount to which objects are allowed to be on the wrong side of the hyperplane is bound by a penalty. A high value for the penalty means it is very costly to cross the hyperplane. Consequently, in the original feature space the boundary will be wiggly to accommodate all samples; this may result in overfit. Small values can lead to hyperplanes that are not very effective in separating the classes [13,39]. In support vector machines (SVM), the data are transformed to a larger feature space. This makes it possible to accommodate discrimination problems for which a linear decision boundary is inappropriate. A nonlinear transformation of the data can be chosen in such a way that the classes are (almost) separable by a hyperplane in the higher dimensional feature space. The linear separation in the high dimensional feature space translates to a nonlinear decision boundary in the original feature space. The new, higher dimensional feature space does not have to be considered explicitly, the hyperplane can be computed using a kernel function. There are many possibilities for transforming the data, which makes SVM a versatile method [39]. The same data transformations could also be coupled to other classifiers, such as PCDA and PLSDA. The SVM methodology is a popular method for classification in clinical proteomics. Among recent applications are studies of tuberculosis [40], ovarian and prostate cancer [41], response to



In nearest centroid classification, a sample is assigned to the class with the nearest class mean. To accommodate classification of gene expression data, Tibshirani et al. developed the nearest shrunken centroids (NSC) method [51]. It shrinks the class centroids towards the overall centroid, thereby selecting genes. NSC, like diagonal discriminant analysis assumes a diagonal within-class covariance matrix. Tibshirani employed NSC for the discrimination of different cancer types. To predict the tissue of origin of 60 cancer cell lines, Shankavaram et al. applied NSC to gene expression profiles [52]. In a proteomics study of kidney patients with and without proteinuria, Kemperman et al. selected discriminating proteins using NSC [53]. 3.6. Artificial neural networks Artificial neural networks (ANN) refer to a class of nonlinear modelling methods. Three parts can be discerned in an ANN: the neurons in the input layer (data), neurons in one or more hidden layers, and the output layer neurons (predicted responses). The neurons in the hidden layer are formed by basis transformations of the input. The parameters of the basis transformations are learned from the data, as are the weights assigned to the hidden neurons to create the output [13]. Bloom applied ANN for the detection of the tissue of origin of adenocarcinomas, which were analyzed by 2D gel electrophoresis [54]. Other applications are prediction in breast cancer [55] and kidney disease [56]. 3.7. Classification trees A classification tree algorithm recursively splits the data in a parent node into two subsets called child nodes. The decision for the split is based on the value for one protein. The aim is to maximize homogeneity in the child nodes and the pro-
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tein that gives the largest decrease in heterogeneity is chosen. The child nodes then become parent nodes and new variables are selected to split these nodes in turn. This process continues until all variables have been used or all terminal nodes are homogeneous. The last step is pruning of the tree to avoid overfitting. Several measures of heterogeneity are employed in different tree algorithms [13]. Some applications of decision trees in proteomics are clinical studies of pancreatic cancer [45], clinical behaviour after treatment in leukaemia patients [57], and ectopic pregnancy [58]. In this last study, Gerton et al. first built two trees to optimize separately for sensitivity and specificity, which they then combined to form one classification model. 3.8. Ensemble classifiers Ensemble classifiers are formed by combining several single classification rules (base classifiers), with the goal to construct a predictor with superior performance. A new sample is classified by all individual classifiers and the ensemble prediction can be made by majority voting. The ensemble method is successful when each individual rule makes correct prediction for more than half of the samples and if the rules are diverse (give independent predictions) [59]. Different types of ensemble methods exist. Using several different classification methods to construct the base classifiers is one way to create diverse rules [60]. Alternatively, the rules can all be constructed with the same classification method, for example ANN [61]. Diversity of the rules can then be introduced by resampling the subjects with cross-validation [62], bootstrapping [61,63–65], and boosting [66,67]. A combination of bagging and boosting is used by Dettling in BagBoosting, where in each boosting step a bagged classifier is constructed [68]. Alternatively, resampling of the variables also leads to diverse base classifiers [69–72]. After construction of the base classifiers, their diversity can be evaluated by comparing their predictions [60,69] or the structure of the individual classifiers [63]. The final step is the combination of the base classifiers to arrive at one prediction for a sample. Several fusion methods exist [73], of which weighted voting and majority voting are much applied [60,62,64]. A well known ensemble classifier is the classification forest. The classification forest is an extension of the classification tree, where multiple trees are constructed and used in an ensemble to predict new samples. Examples of forest classifiers are random forest (RF) [74], for applications see [75,76], and decision forest [77,78]. 4. Biomarker candidate selection With biomarker candidate selection we refer to feature selection with the aim to discover which proteins are promising leads for biomarkers. We place this module after the classification methods, because the classification rules contain information about the contribution of each variable to the classification. This information reveals the proteins of interest, which may prove to be biomarkers. Two methods that determine the interesting



variables directly are the classification tree [13], which classifies samples based on their values for a small number of proteins and the NSC algorithm, which as a by-product of constructing a classification rule selects variables [51]. Other classification methods carry relevant information about the variables in the form of weights and regression coefficients (linear SVM, DA). This information is used in many applications to select relevant sets of proteins. Guyon developed recursive feature elimination (RFE), a backward feature selection method, which eliminates the feature with the smallest weight in a linear SVM rule [17]. Rank products was initially designed for gene selection using gene expression differences between two groups directly [79], but it has also been employed for selection of proteins using a PCDA classification rule [33]. Bijlsma et al. used a threshold on the regression coefficients in PLSDA to select potential metabolite biomarkers [36]. Another feature extraction method for PLSDA is variable importance in the projection (VIP). The VIP value of a variable reflects its importance in the model with respect to the response vector as well as to the projected data [80]. It has been used in the selection of metabolites in studies of liver function in Hepatitis B [81] and intestinal fistulas [82]. Variable selection in ensemble methods is perhaps less straightforward, due to the amount of information that comes from using multiple classification rules. The random forest algorithm estimates the importance of a variable by permuting the measurements for that variable, leaving the rest of the data intact and classifying new samples [74]. It is also possible to use the information from significance tests (t-test, Wilcoxon–Mann–Whitney test) to select disease markers, without running a classification algorithm [18]. 5. Comparison studies Many more classification algorithms are available; the list of classifiers and variable selection methods we discuss is not exhaustive. The question arises which method is best suited for classification of proteomics data. It is hard to compare results from different studies because conditions vary. This is due to the fact that preprocessing, reporting of performance and validation schemes are not the same. There are some studies that describe performance of several classification methods applied to the same data set, with the aim to compare classifiers. Liu et al. investigated six feature selection methods on leukaemia gene expression data and on ovarian cancer MS data [83]. After feature selection, four classifiers were applied to the reduced data. For the gene expression set entropy feature selection, which selects the features based on their discriminatory power, came out first. A correlation based feature selection (this method selects a subset of features that correlate with response but not with one another) led to the best performance in the ovarian cancer data. A special issue of Proteomics in 2003 covered the data analysis efforts of several research groups on the same lung cancer data set [84]. Many strategies are applied in this issue to obtain a classifier. Due to the use of different validation schemes and different preprocessing it is very difficult to compare the performance.
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In a comparison study of simple DA classifiers with aggregated classification trees (as representative for more sophisticated machine learning approaches) on three gene expression data sets, Dudoit et al. found that the DA methods performed very well [29]. Wagner et al. compared several linear and nonlinear DA methods and a linear SVM for classification of prostate cancer MS data [85]. Although the performances of the methods were comparable, the linear DA and linear SVM performed slightly better than nonlinear DA methods. Wu et al. combined two feature selection methods and several classification algorithms to classify ovarian cancer MS data [19]. They concluded that RF outperformed the other methods (among which SVM, DA, bagged and boosted classification trees), but their conclusion was mainly based on the results after feature selection with RF. Feature selection based on the t-statistic resulted in superior performance of SVM and linear DA, closely followed by RF. For classification of MS data of Gaucher disease, Hendriks et al. applied six classification methods [67]. The most successful were SVM, penalized logistic regression and PCDA. The previous paragraphs show there is no consensus in what the best classifier is. This is due to the fact that different data sets have different characteristics and therefore no classifier will have optimal performance for all data sets. The performance not only depends on the data but also on the feature selection step and on the individual experience and taste of the data analyst. Experience with a method is likely to give better results. We have found no papers with general guidance in which situation to use a certain classifier. 6. Statistical validation The next step towards clinical utility is validation. First, the results of a preliminary clinical proteomics study should be subjected to thorough statistical assessment. Next, a new set of samples should be measured independently in time and/or place from the first data set to test the classifier. If the preliminary results warrant the investment, the following step would be identification of the relevant proteins to determine biological validity. In this section we describe two tools, permutation tests and cross-validation, to assess the statistical validity of the classifier, based on the first preliminary data set only. An overview of validation strategies in proteomics literature is given. We start by discussing different performance measures that are used in clinical proteomics. 6.1. Performance measures The performance of a classifier in clinical applications is usually given in two measures. The sensitivity is the fraction of cases that are classified as cases. The specificity is the fraction of controls that is correctly identified. The sensitivity and specificity can take values between zero and one, where zero means all samples in that class are misclassified and one means that they are all correctly identified. They are both reported, because
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Fig. 4. ROC curve.



they each show a different characteristic of the classifier and can be very different [86]. The sensitivity and specificity can be altered by shifting the threshold for assignment to the case or control class. This may lead to a classifier with more desirable characteristics, such as a higher sensitivity, usually at the cost of specificity. The sensitivity and specificity can be plotted together in a receiver operating characteristic (ROC) curve. An example of an ROC curve is given in Fig. 4. The sensitivity is plotted on the y-axis and the x-axis represents the false positive fraction (1 - specificity). The lower left corner represents the case where all controls are correctly classified (specificity is 1), but all the cases are classified as controls (sensitivity is zero). The opposite case occurs in the upper right corner, where the sensitivity is 1 and the specificity is zero. Both corners are always part of the ROC curve. In between, the sensitivity and false positive fractions for different values of the threshold are plotted. Ideally, the resulting curve would go from the lower left corner to the upper left corner and then to the upper right corner. This represents a classifier that is able to perfectly distinguish between cases and control for some value for the threshold. The information in an ROC plot is summarized by the area under the curve (AUC). The AUC of a perfect classifier is one, whereas an uninformative classifier has an AUC of 0.5 [21,86]. 6.2. Cross-validation for performance estimation A classifier is trained on a limited data set at some point in time, with the objective to correctly classify samples that will be measured in the future. At the time of construction, it is not possible to foresee how well a classifier will perform on freshly acquired samples, because the samples are not available. Therefore, the performance is estimated on data that is available. Nevertheless, the performance estimate should be based on an unseen set of samples, which are not in any way used in creating the classifier. If the performance is estimated using samples that have somehow been used in the modelling procedure, the estimate will be overly optimistic [13]. A second requirement of the performance estimate is that it should take into account the variability of the classifier. The data
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set from which the parameters of the classifier are estimated is a sample from the entire population and therefore this classifier is one possible realisation. Other samples from the same population would result in different parameter estimates. The variability of the classifier should be reflected in the performance estimator. Both requirements are met in cross-validation. Crossvalidation makes efficient use of the available data, which is especially helpful in small datasets. The general idea is to split the data into several approximately equal-size parts. Each part is masked in turn (test set), while the remaining parts combined are used to train the classifier (training set). The classifier is then applied to the masked set for prediction. This is repeated until all parts have been masked once, and then the error made in the blinded test sets is combined to give an independent estimate of the performance of the classifier. Because the training sets are different in each repetition, the cross-validated performance estimate incorporates the variability of the classifier. There are different variants of cross-validation. When the test set is made up of one sample it is called leave-one-out (LOO) cross-validation. In k-fold cross-validation, the data is divided in k parts. If k equals the number of samples it is leave-one-out cross-validation. A variant of k-fold cross-validation is leavemultiple-out cross-validation, where repetitions are allowed in the test sets [87]. Often, the ratio of the class sizes is preserved in the training and test sets, making them accurate representations of the original data. This is called stratified cross-validation [33,88,89]. 6.3. Cross-validation for metaparameters/feature selection Many of the classification methods described in the previous section require the optimization of model tuning parameters. For example, in PCDA and PLSDA, the number of retained latent variables should not be too low, because valuable information would be discarded. On the other hand, incorporating too many latent variables means uninformative noise is incorporated in the model. Care has to be taken to avoid overfitting of the model to the available data, as the data are typically highly undersampled. The choice of these parameters should be such that the generalization error of the resulting model (the error made in new samples) is low. This is also true for the selection of (a subset of) proteins for prediction. The selection should not only give good predictions for the available data, but also on newly acquired data. The tuning parameters and protein selection are called metaparameters. Cross-validation is a much employed method to tune metaparameters in proteomics, as well as in other ‘omics’ studies, chemometrics, and Quantitative Structure–Activity Relationship research. In this section we will borrow from research on cross-validation in these fields and transfer relevant findings to clinical proteomics. For metaparameter tuning, the crossvalidation procedure is repeated for different choices of the metaparameter. The performances of classifiers with different values for the metaparameters are compared to choose the parameter with the lowest cross validation error. Because the test sets are not used in creating the classifiers, overfitting of the model is prevented.



In the previous section we mentioned that cross-validation reflects the variability of the classifier that is due to the data being a sample from a population. This is also of importance for the selection of a metaparameter, since the goal is to construct a representative classifier. In LOO cross-validation, the training sets are very similar to the full data set and to each other. This means that the classifiers constructed on the training sets will not vary much and there is still a risk of overfitting. k-Fold cross-validation introduces more variability, because the training sets are smaller and less similar [13]. This forces the selection procedure to recognize general patterns, rather than individual data points [87]. A good value for k depends on the data: with smaller values for k, the test sets are larger and the training sets in undersampled datasets may become too small for building meaningful models. Moreover, the bias inherent to cross-validation increases with smaller values for k. This bias results from the training sets being smaller than the full data [13]. Generally, 5 or 10-fold cross-validation is used [90]. There are many ways to split the data into different parts in k-fold cross-validation. The estimate of the performance may depend on the choice of split [88]. Therefore, it is recommended to repeat the crossvalidation several times with different splits of the data. Kohavi and John let the number of repeats depend on the standard deviation of the performance estimate [91]. They repeat until the standard deviation becomes sufficiently small. This way, large datasets are cross validated fewer times than small ones, in which the variance will be higher. It saves computing time and it gives a criterion for the number of repeats of cross-validation necessary. Cross-validation can be performed with restrictions. Baumann restricts the number of variables (proteins) or latent variables to be selected [87]. However, this requires a priori knowledge of the data. Kohavi and John implement a complexity penalty in their evaluation to favour smaller subsets of variables [91]. 6.4. Double cross-validation for metaparameter selection and performance estimation When selecting a model with cross-validation, the corresponding cross-validation error is an inappropriate estimate of the prediction error of the model. In that case the cross-validation error is not based on an independent test set, because with the choice for a certain model, all of the data – the test samples as well as the training samples – is used. To solve this, Stone introduced the cross validatory paradigm: the cross validated choice of parameters requires cross validatory assessment to avoid overly optimistic performance estimates [92]. This means a nested cross-validation scheme is needed to estimate the prediction error, where the parameter optimization is executed in an internal loop and the prediction error is estimated in an external loop on a completely independent set of samples. Pseudocode for this cross-validation scheme is given in Fig. 5. It is often called cross-model validation or double cross-validation; in this review we refer to this scheme as double cross-validation. (For modelling procedures in which parameters are tuned in another way than with cross-validation, for example by bootstrapping, all
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classifier for new samples or using the most frequently selected parameter in the internal loop on the full data set [97]. 6.5. Permutation test



Fig. 5. Pseudocode for double cross-validation.



these training steps have to be taken into account in the validation of the performance.) Several researchers have investigated the extent of the bias of the cross-validation error when not all model training steps are evaluated within the cross-validation. Taking two microarray datasets as an example (using SVM with RFE), Ambroise and McLachlan showed that, while single cross-validation suggests that the error rate was negligible, the test error was far from that [93]. Double cross-validation error is a much better estimate of the performance. In addition, they calculated the single and double cross-validation error rates for 20 permutations of the data. Although no information is present in the permuted data sets, the cross-validation error that is obtained with the selection of genes was almost zero. In contrast, double cross-validation error estimates were much more realistic, between 40% and 45%. Similar results were reported by Simon et al. [94], Varma and Simon [95] and Smit et al. [33]. The bias that is introduced in the performance estimate by ignoring the metaparameter selection in the validation process is called the parameter selection bias. Double cross-validation removes the parameter selection bias, but it does have the slight bias inherent to cross-validation that is the result of the lower number of samples in the training set than in the full data set [95]. It may seem a bit unclear what model is validated with double cross-validation, because the internal loop returns different tuning parameters for different training sets [96]. This is very much the same as what we described for cross-validation in the previous section. The variability of the classifier – in this case, the variability of the metaparameters as well as the estimated parameters – is taken into account in estimating the performance with double cross-validation [33]. Consequently, in double crossvalidation the entire model optimization procedure is validated [95]. The ultimate classifier can be constructed in several ways. Stone chooses the tuning parameter with a cross-validation and uses this parameter to build a model on the full dataset [92,96]. Other possibilities are retaining all k classification rules from the double cross-validation and use them together as an ensemble



In a permutation test the class labels are repeatedly removed and randomly reassigned to samples to create an uninformative data set of the same size as the data under study. One application of permutation tests is determining the relevance of a model. Building and testing a classifier on many permutations of the data gives a distribution of the performance found by chance, to which the performance of the classifier on the original data can be compared. The same classifier building protocol that is applied to the data is applied to the permutations, including any filtering or other selection of variables and parameter tuning [87]. Permutation testing was already mentioned in the previous section where it appeared as a tool to investigate the bias of different cross-validation methods [93]. Others have used it for the same purpose [97]. The rationale behind the use of the permutation test in this manner is that with uninformative data that is divided into two groups, a classifier would on average assign 50% to the wrong class. A validation method that returns an error rate that is on average much deviating from the expected 50% error rate is biased. Permutation tests thus answer two questions: whether the information in the data is truly relevant and whether the performance estimation is carried out properly. In the literature, the number of executed permutations varies substantially. Ambroise et al. use 20 permutations to investigate the bias of incomplete cross-validation [93], while Bijlsma et al. and Smit et al. use as many as 10,000 permutations to determine the significance of the performance of a classifier [33,36,67]. So how many permutations are needed? For very small data sets it may be feasible to perform an exhaustive permutation test in which all possible permutations are considered. The number of possible permutations quickly rises, even for moderate class sizes. As an alternative, a test can be performed with only a subset of all permutations. The number of permutations determines accuracy and the lower bound of the p-value; with 100 permutations the lowest possible p-value is 0.01. Since the variance of the performance in permutations can be very large, a large number of permutations are needed to obtain a reliable result. 6.6. Strategies and applications In this section we provide some examples of validation strategies applied in transcriptomics, metabolomics and proteomics literature. A microarray data analysis workflow is suggested by Wessels et al. [88]. Their validation protocol consists of 100 repeats of a stratified double cross-validation, where the outer loop is a three fold cross-validation and the inner loop is 10 fold. They report the average of the sensitivity and the specificity. For a metabolomics obesity study, Bijlsma et al. developed a strategy for data preprocessing, processing and validation [36]. The PLSDA classifier performance is evaluated with single cross-validation and 10,000 permutations. Potential biomarkers
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are selected that have regression coefficients above a certain threshold. The information carried in the biomarker selection is tested by building models with only the selected variables. Additionally, non-informative models are build on the data without the selected variables to test if all relevant information is captured in the selected variables. In proteomics research there are also several examples of statistical validation strategies. Lee validated PLSDA results on MS data with double cross-validation and by comparing the performance with 20 permutations of the original data [98]. Similar statistical strategies in clinical proteomics studies are used by Tong [78] and Smit et al. [33], but they consider thousands of permutations.



8. Black spots and open issues 8.1. External test set If there is only one data set available a cross-validation approach makes efficient use of the data [97]. However, an external test set is always of added value [94]. An external data set obtained in a different way can show whether the model is not too specific for the data set that is used to construct the classification rule. For example the measurement could be performed on another instrument, by a different person, and the samples could have been obtained from a different population of patients. In the omics literature several examples of the use of external test set can be found [76,99].



7. Proteomics data analysis: a framework 8.2. Power calculations Data analysis methods extract information from the data to predict the class. As shown, there are many methods for feature selection, classification, biomarker candidate selection and statistical validation. It is possible to combine methods in different ways, leading to many data analysis approaches. We propose a modular data analysis framework (Fig. 6), in which most data analysis strategies fit. Some of the modules are optional, but validation is not! For each module the researcher can use his or her method of choice. In the remainder of this section we will discus the modules and their interactions. Module 1 is the feature selection. This module is optional, but for high dimensional data the choice of classification method sometimes demands feature selection, for example when discriminant analysis or logistic regression is used. Module 2 is the classification method, this module is only necessary if one of the aims is to obtain a classification rule. Module 3 represents the biomarker selection, it is to be used if biomarker discovery is the purpose of the study and the biomarker selection is not intrinsic to the classification method. The next three modules are statistical validation methods that are all discussed in the section Statistical validation. From a statistical point of view it is recommendable to use these modules if possible since they give generalizable models (module 4), performance estimates (module 5) and insight in the relevance of the model and the data (module 6). Invoking these validation tools enhances the trustworthiness of the model and the biomarkers.



An issue that we have not yet addressed in this review is power calculations. A power calculation determines the sample size necessary to observe a known effect. Such calculations are standard in clinical trials [100], but are not yet developed for clinical proteomics. There are two problems involved in power calculations for clinical proteomics: (i) unknown effect size, (ii) highly multivariate data. For power calculations the expected effect size (or the minimal wanted effect size) has to be known a priori. This is problematic in clinical proteomics. Moreover, power calculations are well developed for univariate analysis, but the results for multivariate analysis are very limited [101]. Obviously, the larger the sample sets, the more accurate the result. Unfortunately, the number of measurements is usually limited due to the cost of measurements or the limited availability of suitable samples. Validation strategies help overcome some problems. However, Rubingh et al. show that statistical tests become unreliable for data sets with small sample size [102]. 8.3. Increasing complexity of data sets The technology of mass spectrometry is improving, see for example the developments in hyphenated techniques, such as the combination of liquid chromatography and mass spectrometry (LC/MS). This implicates that the data sets, which are already complex, will be even more complex in the future. We see a tendency in the literature to analyze combinations of different types of omics data [3]. 9. Conclusions



Fig. 6. Modular view of proteomics data analysis.



Proteomics research, despite the large effort in recent years, knows many issues that are still subject to debate. This review discussed some issues related to the analysis of proteomics data. Due to the complex nature and the high dimensionality of the data it generates it is easy to find differences between groups. But these differences are possibly just chance results. The goal is to develop classifiers and/or biomarkers that perform well on new data. Furthermore, a proper estimate of the performance is desirable for forming realistic expectations for the prediction of
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