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Abstract Operating a refined von Neumann stability analysis of the transport equation, we demonstrate why some explicit schemes involve a CFL-like stability condition of the type δt ≤ Cδx2r/(2r−1) with δt the time step, δx the space step and r an integer, when applied to convection-dominated problems.
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Introduction



In numerical fluid mechanics, many simulations for transport-dominated problems employ explicit second order time discretization schemes, either of Runge-Kutta type [10, 6] or Adams-Bashforth [13, 14]. Although widely in use and proved efficient, the stability domains of these order two numerical schemes (see fig 1) exclude the (Oy) axis corresponding to transport problems. Nonetheless, actual experiments [18, 6] show that even in this case, a convergent solution can be obtained. If the problem admits a sufficiently smooth, classical solution, the second order time-stepping is stable at worst under a condition of type δt ≤ C(δx/umax )4/3 , where δt is the time step, δx the space step, and umax the maximum velocity of the transport problem. A close look at the von Neumann stability criterion applied to transport equation provides an explanation. To the best of our knowledge, this result is new –for instance, it is not presented in [17] which has collected the state of the art in numerical stability– despite the fact that it applies to a wide variety of numerical problems. Under some smoothness conditions, it readily extends to Burgers equation, incompressible Euler equations, Navier-Stokes equations with a high Reynolds number on domains possibly bounded by walls, and to conservation laws. For the single step numerical method (i.e. the explicit Euler scheme), a stability result relying on a similar approach and providing a stability constraint of the type δtmax ≤ C(δx/umax )2 has been presented by several authors [9, 12, 16]. The square originates from a completely different kind of numerical instability than the usual stability condition for the heat equation with explicit schemes. As we will see in this article, it comes from the order of tangency of the stability domain to the (Oy) axis and applies only to some first order schemes while for the heat equation it comes from the second derivative notwithstanding the order of the scheme. We present the generalization of this stability constraint to other schemes. Incidentally, we show that for transport dominated problems there exists a direct connection between the order and the stability of a given numerical scheme. As the numerical viscosity may stabilize the time scheme, this 34 -CFL1 criterion applies essentially to pseudo-spectral methods and numerical methods with high order accuracy in space [18]. A basic numerical experiment allows us to validate our approach. ∗ Laboratoire de M´ ecanique, Mod´ elisation et Proc´ ed´ es Propres, 38 rue Fr´ ed´ eric Joliot-Curie 13451 MARSEILLE Cedex 20 (France), [email protected] 1 CFL stands for the names of the three authors of the founding paper [4]: R. Courant, K. Friedrichs and H. Lewy
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The paper is organized as follows: first we recall the definition and the computation of the von Neumann stability; then we focus on the linear transport problem, predicting a CFL condition of the type δt≤ C(δx/u)2r/(2r−1) with r an integer, for several schemes; then we construct numerical schemes for which such a stability condition appears for r = 1, 2, 3, 4, and corresponds to exponents equal to 2, 34 , 65 and 87 ; finally we show how this stability criterion extends to non-linear equations, and to multicomponent transport equations (including wave equations).
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The von Neumann stability condition



Let us consider the equation u(0, ·) = u0



∂t u = F (u), d



(2.1)



d



where u : R+ × R or R+ × T → R and F is a linear operator. We denote by σ(ξ) the symbol [ associated to F , i.e. F (u)(ξ) = σ(ξ)b u(ξ). In the following, we explain how to apply the von Neumann stability analysis as presented in [13, 16, 17]. We do not take into account the spacial discretization and note uk ∼ u(kδt, ·) the approximation at time kδt for k ≥ 0, δt denoting the time step. We consider we have a spectral discretization, or that all the terms are orthogonally reprojected in our discretization space. The scheme can be of Runge-Kutta type, relying on the computation of intermediate time steps u(`) : u(0) = un ,



u(`) =



`−1 X



a`i u(i) + δt



i=0



`−1 X



b`i F (u(i) ) for 1 ≤ ` ≤ s0 ,



un+1 = u(s0 )



(2.2)



i=0



with (a`i )`,i and (b`i )`,i well chosen to ensure the accuracy of the integration. Or it can be an explicit multi-step (Adams-Bashforth) scheme involving the previous time steps: un+1 =



s X



ci un−i + δt



s X



di F (un−i ).



(2.3)



i=0



i=0



We can also mix these two types of integration schemes: u(`) =



`−1 X i=1



a`i u(i) +



s X i=0



c`i un−i + δt



`−1 X



b`i F (u(i) ) + δt



s X



d`i F (un−i ) for 1 ≤ ` ≤ s0 ,



i=0



i=0



un+1 = u(s0 ) .



(2.4)



The von Neumann stability analysis consists in isolating a Fourier mode ξ by taking un (x) = π π φn eiξ·x . Actually, if δx is the space step, then − δx ≤ ξ` ≤ δx for 1 ≤ ` ≤ d. In the case when several previous time samples are necessary, like in the case of an Adams-Bashforth scheme, we put   un  un−1    Xn =  .  . (2.5)  ..  un−s Seeing that each time we apply F to a term in (2.4), we also multiply this term by δt, it turns out that Xn+1 = M (σ(ξ)δt)Xn (2.6) where, putting ζ = σ(ξ)δt, M (ζ) is a (s+1)×(s+1) square matrix whose elements are polynomials δt in (ζ` ). Note that |ζ ≤ A δx α , where A is a constant and α represents the maximal space derivative inside F . Let λ0 (ζ), . . . , λs (ζ) denote the eigenvalues of M (ζ). The spectral radius is defined by ρ(M (ζ)) = max0≤i≤s |λi (ζ)|. 2



Runge-Kutta



Adams-Bashforth



Figure 1: Von Neumann stability domains for the first four Runge-Kutta and five Adams-Bashforth schemes.



Then ρ(M (ζ))n ≤ kM (ζ)n k ≤ kM (ζ)kn . For almost every ζ, ∃Kζ > 0 such that ∀n ≥ 0, kM (ζ)n k ≤ Kζ ρ(M (ζ))n where the constant Kζ becomes large near the singularities of M (ζ) (see [16]). Overlooking this latest point, the von Neumann stability of the scheme (2.4) is assured by: ∀i, ζ,



|λi (ζ)| ≤ 1 + Cδt



(2.7)



with C a positive constant independent of δx and δt. Sometimes, C is taken equal to zero to enforce an absolute stability. The assumption (2.7) allows any error ε0 to stay bounded after an elapsed time T , since: kεT k = kM (ζ)T /δt ε0 k ≤ Kζ (1 + Cδt)T /δt kε0 k ≤ Kζ eCT kε0 k.



(2.8)



The von Neumann stability domain of the scheme (2.4) is given by {ζ ∈ Cd , ρ(M (ζ)) ≤ 1}. In Fig. 1, 2 and 5, d = 1 so the x-axis represents the real part of ζ and the y-axis its imaginary part. We plot this domain by plotting all the curves (hypersurfaces) {ζ ∈ Cd , |λ` (ζ)| ≤ 1} taking λ` (ζ) = eiθ , θ ∈ [0, 2π[, for 0 ≤ ` ≤ s. The stability domain is delimited by these curves. On Fig. 1 we plotted such domains for the first four Runge-Kutta schemes and the first five AdamsBashforth schemes. Actually the lines correspond to all the values ζ, symbol of the operator δt F , for which there exists an eigenvalue with modulus equal to one. So the stability domain only corresponds to the inner semi-disk near zero. In particular for orders four and five of the AdamsBashforth schemes, the loops on the right do not correspond to any stable domain. The behavior of the stability domain along the axis (Oy) indicates how the scheme will be stable under the condition ρ(M (ζ)) ≤ 1 + Cδt –which gives more relevant stability conditions than ρ(M (ζ)) ≤ 1– for convection-dominated problems. The next parts of our study will be dedicated to finding precise stability conditions on δt and δx in the frame of von Neumann stability.
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Stability conditions for the transport equation



The von Neumann stability analysis for the transport equation presents some subtleties which explain why Runge-Kutta order two and Adams-Bashforth order two schemes are still used in numerical fluid dynamics although the transport operator iξ, ξ ∈ [], is located outside the stability domains of these schemes. In this section, we show that what matters is the behavior of the
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stability domain along the (Oy) axis. We apply our analysis to some popular schemes in fluid dynamics. Let us consider the most basic transport equation: with u : R+ × R → R.



∂t u + a ∂x u = 0,



(3.1)



Since fb0 (ξ) = iξ fb(ξ), the symbol of the operator F (u) = −a ∂x u is equal to: σ(ξ) = −i a ξ. As explained in the previous section, considering an explicit scheme (2.4), taking un (x) = φn ei ξ x , and putting Xn as in equation (2.5), we can write: Xn+1 = A(ξ)Xn



(3.2)



with A a matrix whose coefficients are polynomials in −i a ξ δt. In the case the numerical scheme is of Runge-Kutta type, then A(ξ) is a polynomial: A(ξ) =



s X



β` (−i a ξ)` δt` .



(3.3)



`=0



The coefficients (β` ) of this polynomial playP an important role in our stability analysis. In [13], s this polynomial put under the form g(ζ) = `=0 β` ζ ` is called the amplification factor. We are able to compute the norm of A(ξ) explicitly: |A(ξ)|2 =



s X



S` δt2` a2` ξ 2`



(3.4)



(−1)`+j βj β2`−j .



(3.5)



`=0



with (assuming βj = 0 for j > s) S` =



2` X j=0



The von Neumann stability condition |A(ξ)| ≤ 1 + Cδt for all ξ in the computational domain and π 1 ], (usually the computational domain is rather [0, δx ], but for a given C, implies that for ξ ∈ [0, δx we discard π for simplicity): s X S` δt2` a2` ξ 2` ≤ 1 + 2Cδt. (3.6) `=0



For sake of consistency of the numerical scheme, β0 = β1 = 1 so S0 = β02 = 1. Then if S1 = · · · = Sr−1 = 0 and Sr > 0 for a given integer r, we can write for small δtξ, |A(ξ)|2 = 1 + Sr δt2r a2r ξ 2r + o(δt2r ξ 2r )



(3.7)



with (3.6) it implies Sr δt2r a2r δx−2r ≤ 2Cδt, so δt2r a2r ξ 2r → 0 for δt → 0 implies δtξ = o(1) i.e. as ξ ∼ 1/δx, we must have δt = o(δx). Hence the equation (3.7) is valid for all the computational 1 domain [0, δx ]. And the stability condition (3.6) is reduced to: Sr δt2r a2r δx−2r ≤ 2Cδt i.e.  δt ≤



2C Sr



1  2r−1 



δx a



(3.8)



2r  2r−1



.



(3.9)



This surprising stability condition is directly linked to the tangency of the stability domain {ζ ∈ C, max |λi (ζ)| ≤ 1} to the vertical axis (Oy). Actually, we have the following theorem: Theorem 3.1 If near zero, the border of the stability domain in C satisfies for some integer r: ζ = i(θ + o(θ)) + T2r θ2r + o(θ2r ),



for θ → 0,



(3.10)



with T2r < 0 a negative constant, then the stability condition for the transport equation is provided by: 1 2r   2r−1   2r−1 C δx δt ≤ . (3.11) −T2r a 4



Remark that T2r = − S2r with our previous notations. Proof: Let us write the amplification factor g(ζ) = λmax (A(ξ)) with |λmax (A(ξ))| = max |λi (ζ)|, as it is the eigenvalue of a matrix whose elements are polynomials, it is an holomorphic function: X g(ζ) = β` ζ ` = 1 + ζ + β2 ζ 2 + · · · + βs ζ s + . . . (3.12) `≥0



where, for consistency reasons, we put β0 = β1 = 1. We already know that for (S` ) given by (3.5) satisfying S1 = · · · = Sr−1 = 0 and Sr > 0, the CFL stability condition (3.9) applies. We show that this same condition provides the tangency to (Oy) at zero. Near 0, let ζ = p + i q, g(ζ) = 1 + p + iq + β2 (p + iq)2 + · · · + βs (p + iq)s + . . .



(3.13)



with p and q independent variables close to zero. Then, |g(ζ)|2 = (1 + p + β2 (p2 − q 2 ) + . . . )2 + (q + 2β2 p q + . . . )2 .



(3.14)



The first terms appearing in this sum are 1 and 2p, but we do not know which is the lower power of q appearing in this sum yet. Nevertheless, all the terms p` q j and p` are negligible in front of p, so we have from (3.12) |g(ζ)|2



= |1 + p + iq + β2 (iq)2 + · · · + βs (iq)s + . . . |2 + o(p) =



1 + 2p + Sr q 2r + o(p) + o(q 2r )



(3.15)



with q 2r the lowest power of q with none zero coefficient Sr (given by (3.5)). As a result, the tangent {|g(ζ)| = 1} is given by p = − S2r q 2r i.e. if we inverse the relation g(ζ) = eiθ for θ close to 0 writing X ζ= iT2`−1 θ2`−1 + T2` θ2` (3.16) `≥1



by ζ = i(θ + o(θ)) −



Sr 2r θ + o(θ2r ), 2



θ ∈ R.



(3.17)



Hence this tangency implies the CFL (3.9). 2 This provides the following stability conditions for some of the most used schemes for transport problems: • The simplest example is the Euler explicit scheme, order one in time: un+1 = un − δt a∇un . For this scheme, g(ζ) = 1 + ζ so r = 1, S1 = 1 and we find the CFL condition:  2 δx . δt ≤ 2C a



(3.18)



(3.19)



• An improved version of this scheme allows us to construct an order two centered scheme: ( un+1/2 = un − δt 2 a∇un . (3.20) un+1 = un − δt a∇un+1/2 For this scheme, g(ζ) = 1 + ζ + 21 ζ 2 so r = 2 because S1 = 0 and S2 = 14 . Compared to the previous case, the stability is improved:  4/3 δx δt ≤ 2C 1/3 . (3.21) a 5



• For Runge-Kutta scheme of order 4:   un(1) = un − δt  2 a∇un   δt  u n(2) = un − 2 a∇un(1)   un(3) = un − δt a∇un(2)    δt un+1 = un − δt 6 a∇un − 3 a∇un(1) −



, δt 3 a∇un(2)



−



(3.22)



δt 6 a∇un(3)



computations show that actually: S1 = S2 = 0



and S3 = −



1 1 , S4 = . 72 576



(3.23)



As S3 < 0, our study doesn’t apply to this case, and the stability domain, Fig. 1, indicates that a classical linear CFL condition has to be satisfied. • The order two Adams-Bashforth scheme goes as follows: 1 3 (3.24) un+1 = un − δt a∇un + δt a∇un−1 . 2 2   un So, according to Sec. 2, we put Xn = , and taking un (x) = φn eiξ x , we obtain: un−1   1 + 32 ζ − ζ2 Xn+1 = Xn (3.25) 1 0 with ζ = −iaδtξ. We compute the eigenvalue of this 2 × 2 matrix, the characteristic polynomial is given by χ(Y ) = Y 2 − (1 + 32 ζ)Y + ζ2 . Owing to the fact that δt = o(δx), we have ζ → 0. An expansion of the larger eigenvalue Y0 in terms of powers of ζ provides Y0 = 1 + ζ +



ζ3 ζ4 ζ2 − − + o(ζ 4 ) 2 4 8



(3.26)



δt With ζ = −ia δx , we obtain



δt4 1 δt4 |Y0 | = 1 + a4 4 + o( 4 ) 4 δx δx



(3.27)



As we want |Y0 | ≤ 1 + Cδt, this drives to the following stability condition: 2/3



δt ≤ 2



C



1/3







δx a



4/3 (3.28)



Therefore, two popular second order schemes, Runge Kutta two (RK2) and Adams-Bashforth two (AB2) require a CFL-like condition: δt ≤ Cδx4/3 . The δtmax is 21/3 larger for RK2 than for AB2, but RK2 necessitates twice more computations than AB2. So, regarding only the stability, AB2 is 22/3 cheaper than RK2. Not all the second order numerical schemes need to satisfy a 4/3-CFL condition. For instance, the Leap-Frog scheme calls a usual linear CFL stability condition. The following second order scheme is also stable under a linear CFL condition:   un + un−1 un+1 = un + δt F + δt F (un ) (3.29) 2 Its stability domain is drawn in Fig. 2. The fact that r = 2 with S2 < 0 is reflected by a tangent to (Oy) oriented to the right.
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Figure 2: Von Neumann stability domain for the pseudo-Leap-Frog scheme equation (3.29).



Theorem 3.2 An order 2p numerical scheme applied to the transport equation is, at worst, stable under the CFL-like condition:   2p+2 δx 2p+1 δt ≤ C (3.30) a Proof: For an order 2p scheme, we have: un+1 = un + δt ∂t un +



δt2 2 δt2p 2p ∂t un + · · · + ∂ un + o(δt2p ) 2 (2p)! t



(3.31)



As the transport equation is linear, F and ∂t commute. So iterating ∂t u = F (u) we obtain ∂t` un = F ` (un ). Hence equation (3.31) yields the amplification factor: g(ζ) = 1 + ζ +



ζ2 ζ 2p + ··· + + o(ζ 2p ) 2 (2p)!



(3.32)



with o() gathering the negligible terms under the condition δt = o(δx). In this case, the (β` ) of equation (3.12) are given by β` = `!1 . Then for q ∈ [1, p], the coefficients Sq of the sum (3.4) are given by: 2q 2q X 1 1 (−1)q X ` Sq = (−1)(q−`) = C2q (−1)` = 0 (3.33) `! (2q − `)! (2q)! `=0



`=0



Hence, in the worst case regarding the stability, the first non zero significant term in the sum (3.4) is Sp+1 δt2p+2 a2p+2 ξ 2p+2 implying, if Sp+1 > 0, the stability condition (3.30). If Sp+1 < 0 then a linear CFL condition is sufficient.
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Numerical experiment with the Burgers equation



In order to test our assertions. we proceed to a numerical experiment with the inviscid Burgers equation ∂t u + u∂x u = 0 for (t, x) ∈ [0, T ] × T, and u(0, ·) = u0 . (4.1) Here we show numerical evidence that stability conditions (3.19), (3.21), (3.28) and (3.30) hold for this problem (replacing a by kukL∞ ). We solve equation (4.1) numerically using a Fourier pseudo-spectral method [1]. The scheme is de-aliased by truncation. Most of the time integration methods presented in this paper are tested on this classical basic problem. 7



Figure 3: Numerical solution obtained at time T = 1 for three different time steps: 0.97 δtmax , δtmax and 1.03 δtmax for N = 256 with RK2 (order two Runge-Kutta).



The initial condition for the numerical experiment is u0 (x) = 10 − 0.1 sin(πx), in a periodic domain x ∈ Ω = [−1, 1]. For t < tmax = 10/π the equation admits a smooth exact solution u(x, t) = u0 (a), where a = a(x, t) is solution of the equation a − x + u0 (a)t = 0. However, the numerical solution is only sought for t ∈ [0, 1], in order to satisfy some regularity requirements on the solution (see Theorem 7.1). To determine the admissibility of the numerical solution, we apply a criterion based on the total variation norm (which ought to stay constant): the numerical solution un have to satisfy ||un ||T V ≤ K||u0 (x)||T V with K = 1.1 for all n such that nδt ≤ T = 1. The δtmax we compute, has very little dependence on the divergence criterion. actually, below δtmax (97%), the numerical solution shows no spurious oscillations, while above it (103%), these oscillations create some kind of explosion destroying the profile of the solution completely, see Fig. 3. The computations are performed for different numbers of grid points, 16 ≤ N ≤ 7758. For each N , we find δtmax by dichotomy with a 0.5% accuracy. The results are represented as δtmax (N ) curves in Fig. 4. They evidence the theoretically predicted power law δtmax = CN α when the number of grid points is sufficiently large. The explicit Euler scheme displays α = −2 slope in Log-Log scale. The two curves corresponding to the second-order schemes asymptotically both have −4/3 slope, but the constant C is 21/3 times larger for the Runge–Kutta scheme. When the order is increasing to 3 and 4 for Runge–Kutta schemes and Adams–Bashforth schemes, the slope equals −1. But, while the constant C increases with the order for Runge–Kutta (yielding a larger stability domain), it diminishes for Adams–Bashforth schemes with the increasing order (see Fig. 1 or e.g., [1]).
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Simple 2N -storage numerical schemes with exotic CFL conditions



In order to illustrate the phenomenon presented in Sec. 3, we construct numerical schemes having  2r/2r−1 δx stability conditions of the type δt ≤ C A , and which only necessitate two time levels to 0 be stored in the computer memory. Four of the five schemes presented here need to satisfy a CFL stability stability condition with exponents 2r/(2r − 1) different from 1: 2, 43 , 65 and 87 . It is not advisable to use these two latest numerical schemes due to their poor consistency. Other efficient low storage schemes can be found in [13] and [8].
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Figure 4: Maximal time step δtmax depending on the number of points N for Runge–Kutta schemes and Adams–Bashforth schemes, obtained experimentally. To solve the equation ∂t u = F (u),



(5.1)



let us consider the following family of schemes: u(0)



= un



u(1)



= un + αp δtF (u(0) )



... u(`)



= un + αp−` δtF (u(`−1) )



(5.2)



... un+1



= un + α1 δtF (u(p−1) )



These can also be written as: un+1 = un + α1 δtF (un + α2 δtF (un + α3 δtF (un + · · · + F (un + αp δtF (un )) . . . )))



(5.3)



If F is linear, this corresponds to



with βm



un+1 = un + β1 δtF (un ) + β2 δt2 F 2 (un ) + β3 δt3 F 3 (un ) + · · · + βp δtp F p (un ) Qm = `=1 α` . Owing to F ` (u) = ∂t` u, un+1 = un + β1 δt∂t un + β2 δt2 ∂t2 un + β3 δt3 ∂t3 un + · · · + βp δtp ∂tp un .



(5.4)



(5.5)



Here we recognize an expansion similar to the Taylor expansion of the function un , and we are able to tell exactly the order of the scheme by comparing the coefficients β` with those of the Taylor
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expansion which is provided by: un+1 =



+∞ X δt` `=0



`!



1 1 ∂t` un = un + δt∂t un + δt2 ∂t2 un + δt3 ∂t3 un + . . . 2 6



(5.6)



and the smallest ` such that β`+1 6= 1/(` + 1)! indicates the order of the scheme. The interest of such schemes is that the coefficients α` are easily deduced from the β` . We assume that F is a convection operator. Using the stability analysis Sec. 3, we know that the values of S` = β`2 − 2β`−1 β`+1 + 2β`−2 β`+2 − . . . (5.7) provide the stability condition. We verify the validity of this stability condition using the numerical test with the Burgers equation Sec. 4 (see Sec. 7 for theoretical justification). For a given p, maximizing the number of S` equal to zero leads to the following schemes with determined orders and stability conditions: • with β1 = 1 and β` = 0 for ` ≥ 2, this is the Euler explicit scheme: un+1 = un + δtF (un ) β2 6=



1 2



so it is of order 1, and S1 = 1 implies δt ≤ 2C



(5.8)



 δx 2 a



.



• with β1 = 1, β2 = 1/2 and β` = 0 for ` ≥ 3, this is a second order Runge-Kutta scheme: 1 un+1 = un + δtF (un + δtF (un )) 2 β3 6=



1 6



so it is of order 2, and S2 = 1/4 implies (3.21) δt ≤ 2 C 1/3



(5.9)  δx 4/3 . a



• with β1 = 1, β2 = 1/2, β3 = 1/8 and β` = 0 for ` ≥ 4, it is an order two numerical scheme (β3 6= 1/6), 1 1 (scheme 3) un+1 = un + δtF (un + δtF (un + δtF (un ))) (5.10) 2 4 and as S1 = S2 = 0 and S3 = 1/64, we have the stability condition 7/5



δt ≤ 2



C



1/5







δx a



6/5 .



(5.11)



• the schemes verifying β` √ = 0 for ` ≥ 5, and S1 = S2 = S3 = 0 is given by β1 = 1, β2 = 1/2, √ 2± 2 3±2 2 β3 = 4 and β4 = 8 . If we choose the minus sign for β3 and β4 , this means: √ √ 1 2− 2 2− 2 (scheme 4) un+1 = un + δtF (un + δtF (un + δtF (un + δtF (un )))) (5.12) 2 2 4 It is a second order scheme and has to satisfy the CFL-like stability condition  1/7  8/7 2C δx δt ≤ . 2 β4 a



(5.13)



• if now we impose the scheme to be of order 3 with five non zero β` , maximizing the number of S` equal to zero provides β1 = 1, β2 = 1/2, β3 = 1/6, β4 = 1/24 and β5 = 1/144. Hence it is written (scheme 5) un+1 = un + δtF (un +



δt δt δt δt F (un + F (un + F (un + F (un ))))) 2 3 4 6



(5.14)



As S4 = β42 − 2β3 β5 < 0, a classical linear CFL condition δt ≤ C δx a applies. Even, as β` = 1/`! until ` = 4, this scheme is of order 4. 10



Figure 5: Von Neumann stability domains for schemes of Runge-Kutta type.



Figure 6: Experimental stability obtained with the test of Sec. (7.12) for the Runge-Kutta schemes with exotic CFL δt ≤ Cδx2r/(2r−1) for r = 1, 2, 3 and 4. Axis (Ox) represents the number of points 2 N = δx and (Oy) the maximal time step δtmax above which, the numerical solution becomes unstable. 11



In Fig. 6, the slopes of stability condition on δt issued from numerical experiments confirm our predictions for these schemes. Remark 5.1 Maximizing the tangency of the stability domain to the (Oy) axis is equivalent to optimizing the energy conservation scale by scale. This explains why people simulating convection dominated problems prefer using the Crank-Nicholson scheme un+1 = un + δt 2 (F (un ) + F (un + 1)) (see [5] for instance) whose stability domain boundary coincides with the (Oy) axis.
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Adams-Bashforth schemes with exotic CFL conditions



Let us consider an Adams-Bashforth scheme with coefficients (αk ): un+1 = un +



K X



αk δt F (un−k ).



(6.1)



k=0



The order of scheme (6.1) depends on the sums (different from (3.5)): S` =



K X



k ` αk



(6.2)



k=0 `



for 0 ≤ ` ≤ K. The scheme has order m, iff for 0 ≤ ` ≤ m − 1, S` = (−1) `+1 (see [13]). Solving the system for m = K + 1 provides the Adams-Bashforth schemes properly speaking. The von Neumann stability domain is computed as indicated in Sec. 2. Let   un  un−1    and δt\ F (u` ) = ζ ub` with ζ ∈ C. (6.3) Xn =   ..   . un−K 2 c \ Then X n+1 = M (ζ)Xn , with the matrix M (ζ) ∈ MK+1 (C) given by   1 + α0 ζ α1 ζ . . . . . . αK ζ  1 0 ... ... 0     ..  . . .. .. . . 0 M (ζ) =      .. . . . . . . . .  . . . . .  0 ... 0 1 0



(6.4)



The characteristic polynomial is given by P (X) = det(X Id − M (ζ)) = X K+1 − X K −



K X



αk ζX K−k .



(6.5)



k=0



As the eigenvalues of this polynomial provide the multiplication factor of the scheme (6.1), the boundaries of the stability domain are therefore obtained by considering the curve {ζ ∈ C s.t. ∃θ ∈ [0, 2π], P (eiθ ) = 0}, i.e. eiθ − 1 ζ = PK , θ ∈ [0, 2π]. (6.6) −ikθ k=0 αk e According to Theorem 3.1, the stability condition depends on the the tangency to the imaginary axis (Oy) obtained for θ close to 0. Assuming order one at least (i.e. S0 = 1), a Taylor expansion of expression (6.6) provides: P  ! κ ! Y PK k n αk κn q P X X X n n≥1 (−1) κ r r k=0 ζ= i θ (−1) n≥1 n Q p! P n! n≥1 κn ! n≥1 r≥1 nκ =q n n≥1 p+q =r p ≥ 1, q ≥ 0 (6.7) 12



to compare with the expansion (3.16). The first two elements of this sum are given by 1 T2 = −S1 − , 2



T4 =



1 1 1 1 S1 − S2 − S1 S2 + S3 + S12 + S13 6 4 6 2



(6.8)



with S` from (6.2). For a given K, maximizing the tangency to (Oy) (i.e. the number of T2` equal to 0) provides the following numerical schemes: and α1 = − 21 , i.e. Adams-Bashforth scheme of order two. 4/3 As T4 = − 14 , it is stable under the condition (3.28) δt ≤ 22/3 C 1/3 δx . a



• for K = 1, T2 = 0 implies α0 =



3 2



• with three time steps, T2 = T4 = 0 leads to the scheme we call (ABsch3) with α0 = 53 , α1 = − 56 and α2 = 61 . Given that S1 = −1/2 and S2 = −1/6 6= 1/3, it is of order two. And T6 = −1/12 induces the CFL condition δt ≤ 12



1/5



C



1/5







δx a



6/5 .



(6.9)



• with four time steps, enforcing T2 = T4 = T6 = 0 yields the scheme (ABsch4) with 7 21 7 1 (α0 , α1 , α2 , α3 ) = ( , − , , − ) 4 20 20 20 As S1 = −1/2 and S2 = 1/10 6= 1/3, this is also a second order scheme. On the other hand, 1 we have T8 = − 40 , so this scheme is stable under the condition δt ≤ 401/7 C 1/7







δx a



8/7 .



(6.10)



We plot the stability domains corresponding to these schemes on Fig. 7, and verify our stability predictions with the Burgers equation test Sec. 4. The results of these experiments on Fig. 8 confirm the predicted stability conditions (3.28), (6.9) and (6.10), but less accurately than for Runge-Kutta schemes (3.21), (5.11) and (5.13).
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Extension to some non-linear equations



We show that these results extend to regular solutions of non-linear problems such as the incompressible Euler equations or the Navier-Stokes equations when the Reynolds number is large, on a domain Ω bounded with walls, and scalar conservation laws. We proceed in three steps with gradually increasing complexity: • First we consider the transport equation with non constant velocity, on bounded domains. Hence we go out of the strict frame of von Neumann stability analysis. • Then we study the most simple non-linear equation of transport type: the 1D Burgers equation, and show that the previous results are still valid under some smoothness condition on the solution. • Then we transpose our results to the incompressible Euler equations on a domain Ω possibly bounded by walls. And we show that, when the viscosity plays a minor role in comparison with the transport –i.e. when the Reynolds number is large– the numerical schemes behave like in the previous cases.
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Figure 7: Von Neumann stability domains for modified Adams-Bashforth schemes maximizing the tangency to the axis (Oy).



Figure 8: Stability conditions obtained experimentally with the 1-D Burgers equation (7.12) for Adams-Bashforth schemes. It evidences 4 slopes: δt ≤ Cδx2r/(2r−1) for r = 1, 2, 3 and 4.
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7.1 Transport by a non-constant velocity We consider the transport of a scalar θ by a divergence-free velocity u on an open set Ω ⊂ Rd with regular boundaries: ∂t θ + u(x) · ∇θ = 0, and div(u) = 0



for x ∈ Ω, t ∈ [0, T ],



u(x) · n = 0



(7.1)



for x ∈ ∂Ω.



In order to generalize the stability analysis to this case, we need the following lemma (which derives θ ϕ θ ϕ from lemma 7.2 by taking v = ( , . . . , ,) and w = ( , . . . , )): d d d | {z d} | {z } d times



d times



d



Lemma 7.1 Let θ, ϕ : Ω → R, u : Ω → R such that div(u)= 0 on Ω, and u · n = 0 on ∂Ω then: hθ, u · ∇ϕiL2 (Ω) = −hu · ∇θ, ϕiL2 (Ω)



(7.2)



hθ, u · ∇θiL2 (Ω) = 0



(7.3)



As a result, we also have: Let F (θ) = u · ∇θ, or F (θ) = Pδx (u · ∇θ) if we take the space discretization into account and note Pδx the orthogonal projector onto the space of discretization. For the scheme (2.2), we find the following expression for θn+1 : θn+1 =



k X



βi δti F i (θn )



(7.4)



i=0



Starting from this expression and using the fact that according to lemma 7.2,  0 if i + j = 2` + 1 for ` ∈ N i j , hF (θn ), F (θn )iL2 (Ω) = if i + j = 2` for ` ∈ N (−1)`−i kF ` (θn )k2L2



(7.5)



we compute the L2 norm of θn+1 as a function of the L2 norm of θn . From (7.4) and (7.5), we have: k X 2 kθn+1 kL2 = S` δt2` kF ` (θn )k2L2 (7.6) `=0



with (S` ) given by (3.5), i.e. min(`,k−`)



S` =



X



(−1)j β`−j β`+j



(7.7)



j=−min(`,k−`)



For consistency needs of the numerical scheme, we must have S0 = 1. On the other hand suppose that S1 = S2 = · · · = Sr−1 = 0 and Sr > 0. Assuming that in the discretized Vδx 3 θn , for un ∈ C r−1 , kθn kL2 , kF r (θn )kL2 ≤ kun krL∞ δxr and knowing that for x ≥ −1, √ x 1+x≤1+ , 2 we derive from (7.6): kθn+1 kL2 ≤



let us space (7.8)



(7.9)



 1/2   2r−1   δt2r δt Sr 2r ∞ + o(1) 1 + 2r Sr kun k2r kθn kL2 ≤ 1 + ku k δt kθn kL2 n L∞ + o(δt) L δx 2δx2r (7.10)
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where o() gathers all the negligible terms. Let us note A0 = max(kun kL∞ ), then the numerical scheme (2.2) is stable for small perturbations under the condition: 2r   2r−1 δx . (7.11) δt ≤ C A0 Hence the results obtained in the von Neumann stability framework remain valid in the case of the convection by a non-constant velocity on a bounded domain which is still linear but outside the von Neumann stability analysis framework which assumes a periodic or unbounded domain. 7.2 The Burgers equation In order to clarify the role of the non-linearity and validate our analysis under smoothness conditions on the solution, we will study the most simple non-linear case, the one-dimensional (as some inequalities are affected by the dimensionality, we introduce d sometimes) inviscid Burgers equation: ∂t u + u∂x u = 0 for (t, x) ∈ [0, T ] × R, u(0, ·) = u0 . (7.12) The non-linearity obliges us to linearize in time the stability problem: assume we have a discretized version un of the solution u in time and in space. Then we consider a perturbed solution un + εn . And under regularity assumptions on u, each time discretization will involve a specific evolution equation on εn . Actually, the small error εn that we introduce corresponds to oscillations at the smallest scales in space Vδx . This instability propagates and may increase at each time step. In what follows, we demonstrate that under the CFL-like conditions similar those of Sec. 3, the L2 norm of this small error εn is amplified such that: kεn+1 kL2 ≤ (1 + Cδt)kεn kL2



(7.13)



where C is a constant that neither depends on δx nor on δt. Thus, after an elapsed time T , the error increases at most exponentially as a function of the time: T /δt



kεt0 +T kL2 ≤ (1 + Cδt) kεt0 kL2 ≤ eCT kεt0 kL2 (7.14) P As ∂t u = −u∂x u, ∂t` u = α λα uα1 (∂x u)α2 . . . (∂x`−1 u)α`−1 + (−1)` u` ∂x` u, so we remark that there is a kind of equivalence between the space regularity and the time regularity. If ∂x` u ∈ L∞ then ∂t` u ∈ L∞ . In the general case, for Runge-Kutta schemes (2.2), we have for 0 ≤ ` ≤ s, u(`) + ε(`) =



`−1 X



a`i (u(i) + ε(i) ) + δt



`−1 X



b`i F (u(i) + ε(i) )



(7.15)



i=0



i=0



and un+1 + εn+1 = u(s) + ε(s) , so ε(`) =



`−1 X



a`i ε(i) + δt



i=0



`−1 X



b`i (F (u(i) + ε(i) ) − F (u(i) ))



(7.16)



i=0



and εn+1 = ε(s) . Theorem 7.1 For δt = o(δx), assuming u s-times differentiable such that k∂xs ukL∞ (R×[0,T ]) < +∞, a stability error εn+1 issued from an explicit scheme, small enough at the initial time: kε0 kL2 = o(δx3/2 ) can be put under the form εn+1 = εn +



s X



βi δti uin ∂xi εn + δtεn ∂x un + Rn



(7.17)



i=1



with kRn kL2 = o(δtkεn kL2 ). The coefficients (βi ) are derived from scheme (2.2) similarly as those in (3.3). 16



proof: All the terms we have to deal with are projections in the space discretization V (δx). In order to lighten the notation, we omit this projection that we assume orthogonal. We prove that ε(`) can be put under the form (7.17) by recurrence on ` = 0 . . . s. As ε(0) = εn , the assertion is true for ` = 0. Let us assume the assertion true for i from 0 to ` − 1: ε(i) = εn +



i X



β(i)j δtj ujn ∂xj εn + α(i) δtεn ∂x un + R(i)



(7.18)



j=1



with kR(i) kL2 = o(δtkεn kL2 ). The coefficients (β(i)j ) correspond to the partial step i of the RungeKutta scheme distant by α(i) δt from the time nδt. Remark that α(s) = 1. Then, given that P`−1 i=0 a`i = 1, ε(`)



=



`−1 X



a`i ε(i) + δt



i=0



=



`−1 X



b`i (F (u(i) + ε(i) ) − F (u(i) ))



i=0



εn +



`−1 X



  i X a`i  β(i)j δtj ujn ∂xj εn + α(i) δtεn ∂x un + R(i) 



i=0 `−1 X



+δt



(7.19)



j=1



 b`i u(i) ∂x ε(i) + ε(i) ∂x u(i) + ε(i) ∂x ε(i) .



i=0



Knowing that ∂x ε(i) = ∂x εn +



i X



  β(i)j δtj ∂x (ujn )∂xj εn + ujn ∂xj+1 εn + α(i) δt ∂x εn ∂x un + εn ∂x2 un + ∂x R(i) ,



j=1



(7.20) then R(`)



=



`−1 X



a`i R(i) + δt



i=0



`−1 X i=0



b`i



u(i)



i X



! j



β(i)j δt



∂x (ujn )∂xj εn



+ δt ∂x εn ∂x un +



 εn ∂x2 un



+ ∂x R(`)



j=1



+ε(i) ∂x ε(i) + (ε(i) ∂x u(i) − εn ∂x un ) + (u(i) − un )



i X



! j



β(i)j δt



ujn ∂xj+1 εn



.



(7.21)



j=1



Now, we need to show that these terms are o(δtkεn kL2 ). Thanks to assumption (7.18), ε(i) = (1 + o(1))εn in the sense ε(i) = εn + η(i) with kη(i) kL2 = o(kεn kL2 ) (the stability condition being kε(i) kL2 = (1 + O(δt))kεn kL2 ). As we assumed kεn kL2 = o(δx3/2 ), then (with d = 1 in our case), kεn kL∞ ≤



kεn kL2 = o(δx). δxd/2



(7.22)



As a result, the cross term δtε(i) ∂x ε(i) satisfies kδtε(i) ∂x ε(i) kL2 ≤



δt kε(i) kL∞ kε(i) kL2 = o(δtkεn kL2 ). δx



(7.23)



As for i ≤ s − 1, u(i) = un + δtB(i) (un , ∂x un , . . . , ∂xi un , δt)



(7.24)



with B a polynomial, kBkL∞ is bounded, as well as k∂x BkL∞ so ku(i) − un kL∞ =o(1) and k∂x u(i) − ∂x un kL∞ =o(1). It allows us to replace u(i) by un in the expansion (7.19), the difference going into R(`) , see (7.21). Hence, using the fact that ε(i) , R(i) ∈ V (δx) the discretization space, k∂xj ε(i) kL2 ≤ same for R(i) . Let r be an element of the sum R(`) , then it satisfies: krkL2 ≤



δtp τ (kun kL∞ , k∂x un kL∞ , . . . , k∂x` un kL∞ )kεn kL2 δxq 17



kε(i) kL2 δxj



and the



(7.25)



with τ a polynomial, and p ≥ q + 1. Given the fact that δt = o(δx), we obtain that kR(`) kL2 = o(δtkεn kL2 ). Using the recurrence, we obtain the result for ` = s i.e. for εn+1 . Actually, taking into account the orthogonality of εn ∂x εn with εn , we can relax one of the assumptions i.e. it is sufficient to have kε0 kL2 = o(δx1/2+d/2 ), and with the cancellations, it is even only necessary that kε0 kL2 = o(δxd/2 ), with d = 1 in our case. 2 Thanks to theorem 7.1, we are able to write: kεn+1 kL2 ≤ kεn +



s X



βi δti uin ∂xi εn kL2 + δtkεn ∂x un kL2 + o(δtkεn kL2 )



(7.26)



i=1



On the other hand we have kεn ∂x un kL2 ≤ k∂x ukL∞ kεn kL2 and since for i, j ≤ s,  if i + j = 2` + 1  o(δtkεn k2L2 ) i i i j j j 2 hδt un ∂x εn , δt un ∂x εn iL =  (−1)`−i δt2` ku`n ∂x` εn k2L2 + o(δtkεn k2L2 ) if i + j = 2` (7.27) we derive s 2s X X (7.28) kεn + βi δti uin ∂xi εn k2L2 = S` δt` ku`n ∂x` εn k2L2 + o(δtkεn k2L2 ) i=1



`=0



with Si given by (3.5). kεn kL2 Then, as S0 = 1, and ku`n ∂x` εn kL2 ≤ kun k`L∞ δx , ` kεn +



s X



βi δti uin ∂xi εn k2L2 ≤



i=1



so kεn +



s X



s X



 S`



`=0



δt δx



s



βi δti uin ∂xi εn kL2



≤



i=1



1X 1+ S` 2 `=1



2`







δt δx



2 2 kuk2` L∞ kεn kL2 + o(δtkεn kL2 )



2`



(7.29)



! kuk2` L∞



+ o(δt) kεn kL2



(7.30)



and finally s



kεn+1 kL2 ≤



1X S` 1+ 2 `=1







δt δx



2`



! kuk2` L∞



+ δtk∂x ukL∞ + o(δt) kεn kL2 .



(7.31)



Let r be the first power in the sum where Sr 6= 0, and let us assume that Sr > 0. Then, the stability condition kεn+1 kL2 ≤ (1 + Cδt) kεn kL2 is reduced to 1 δt2r−1 Sr kuk2r L∞ ≤ (C − k∂x ukL∞ ) 2 δx2r i.e.  δt ≤



2(C − k∂x ukL∞ ) Sr



1  2r−1 



δx kukL∞



(7.32)



2r  2r−1



.



(7.33)



We recognize the same power law as the one obtained in the linear case (3.9). The term −k∂x ukL∞ should usually be discarded since its contribution is external to the instability phenomenon and random.
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7.3 Incompressible Euler equation The Euler equations model incompressible fluid flows with no viscous term: ∂u + (u · ∇)u − ∇p = 0, ∂t



div u = 0.



(7.34)



The use of the Leray projector P which is the L2 -orthogonal projector on the divergence-free space, allows us to remove the pressure term: ∂u + P [(u · ∇)u] = 0. ∂t



(7.35)



The stability analysis of this case somehow works as a synthesis of the previous two sections Sec. 7.1 and Sec. 7.2. An important property is then the skewness property of the transport term (see [7], chapter IV, Lemma 2.1 or [6] for the proof, also utilized for the stability of the incompressible Navier-Stokes equations in [12]): Lemma 7.2 Let u, v, w ∈ H 1 (Ω)d , H 1 (Ω) denoting the Sobolev space on the open set Ω ⊂ Rd , be such that (u · ∇)v, (u · ∇)w ∈ L2 . If u ∈ Hdiv,0 (Ω) = {f ∈ (L2 (Ω)))d , div f = 0}, then hv, (u · ∇)wiL2 (Ω) = −h(u · ∇)v, wiL2 (Ω) .



(7.36)



Corollary 7.1 With the same assumptions as in lemma 7.2, Z hv, (u · ∇)viL2 (Ω) = v · (u · ∇)v dx = 0.



(7.37)



x∈Ω



Considering the scheme (2.2), we introduce a stability error ε(`) at level `. Then, under the condition δt = o(δx) and for εn small enough, most of the terms appearing in the expression of ε(`) are negligible in front of: • the terms δti F i (εn ) where F (εn ) = P[(un · ∇)εn ] and F i = F ◦ · · · ◦ F}, | ◦ F {z i times



• the term δt P[(εn · ∇)un ]. Then most of the arguments used in Sec. 7.2 apply with even more accuracy since we have the orthogonality relation:  0 if i + j = 2` + 1 for ` ∈ N i j hF (un ), F (un )iL2 (Ω) = (7.38) (−1)`−i kF ` (un )k2L2 (Ω) if i + j = 2` for ` ∈ N instead of (7.27). This leads to the following result: Theorem 7.2 For a solution u of the Euler incompressible equation (7.34), s-times differentiable such that k∇s ukL∞ ([0,T ]×R) < +∞, the stability condition associated to an error εn+1 issued from an explicit scheme, small enough at the initial time: kε0 kL2 = o(δxd/2 ), satisfies  δt ≤



2C Sr



1/(2r−1) 



δx kukL∞



2r  2r−1



(7.39)



with δt the time step, δx the space step, and r and Sr obtained as in (7.7). This theorem extends to Navier-Stokes equations for high Reynolds number. The incompressible Navier-Stokes equations are written:   ∂t u + u · ∇u − ν∆u + ∇p = 0, divu = 0, x ∈ Rd , t ∈ [0, T ] (7.40)  u(0, x) = u0 (x) 19



Using the Leray projector P –the orthogonal projector on divergence-free vector fields– we reduce the equation to: ∂t u + P [u · ∇u] − ν∆u = 0 (7.41) Two second order schemes are widely in use for the solution of this equation: the order two Runge-Kutta scheme [10, 6] as well as the second order Adams-Bashforth scheme [13, 14]. ∞ When the Reynolds number Re = kukLν L is sufficiently large, the contribution of the heat kernel to the stability vanishes [6], and the same instability effects as for the incompressible Euler equation appear as it was observed in 2D experiments [6]. New tests with boundaries comply the stability condition δtmax ≤ Cδx4/3 for dipole/wall numerical experiments. These results will be presented in a forthcoming paper. 7.4 Scalar conservation laws Scalar conservation laws group equations of the type ∂t u +



d X



∂xi fi (u) = 0



for (x, t) ∈ Rd × [0, T ]



(7.42)



for x ∈ Rd



(7.43)



i=1



u(0, x) = u0 (x)



with fi : R → R differentiable functions and u : Rd → R the scalar unknown function. A stability analysis of the solution of these equations in the frame of Discontinuous Galerkin Runge-Kutta formulation was presented in [18] for space accuracy of order two and three, with the δt ≤ Cδx4/3 CFL-like condition, but as the byproduct of a long and rigorous computational process. This work was the continuation of [3] where the authors observed that first and second order Runge-Kutta methods are unstable under any linear CFL conditions when the space discretization is sufficiently accurate and so does not dissipate too much. In this section, we link their results to our analysis and refine the stability criteria. Actually we have the following result: Theorem 7.3 Let us apply the numerical scheme (2.2) to solve the equation (7.42). If f ∈ C p+1 and u ∈ C p i.e. f (p+1) , u(p) ∈ L∞ and if the (S` ) defined by (7.7) satisfy S1 = · · · = Sr−1 = 0 and Sr > 0, then, given a constant C limiting the exponential growth of the stability error: εT ≤ eCT ε0 , the numerical scheme is conditionally stable under the CFL-like condition:  δt ≤



2C Sr



1/(2r−1)



2r ! 2r−1



δx Pd



i=1



.



kfi0 (u)kL∞



(7.44)



proof: The proof is more or less the same as for the Burgers case cf part 7.2, using the following facts: • fi (un + εn ) = fi (un ) + fi0 (un )εn + o(εn ), • u(`) − un = o(1), • ∂xi (fi0 (un )ε) ∼ fi0 (un )∂xi ε for stability analysis, and • for all functions η and ε, * d d + * d + d XX X X  η, ∂xi fi0 (un )fj0 (un )∂xj ε =− fi0 (un )∂xi η, fi0 (un )∂xi ε i=1 j=1



i=1



(7.45)



i=1



allowing equalities of the type (7.38) Finally, we obtain: kεn+1 k2L2 = (1 + 2C1 δt + o(δt))kεn k2L2 



X



2r + Sr δt 



i∈[1,d]r 20



r Y s=1



! fi0s (un )



r Y s=1



! ∂xis 



2 



εn (7.46) 



2 L



Then, knowing that for εn ∈ V (δx), 



X 



i∈[1,d]r



r Y



! fi0s (un )



s=1



r Y



! ∂xis



s=1 



2 



εn 



2



 ≤



X



r Y



i∈[1,d]r



s=1







L



kfi0s (un )kL∞



2 kεn kL2  δxr



2 2 kε k n L  , kfi0 (un )kL∞  δxr r



 ≤



!



X  i∈[1,d]



(7.47)



and neglecting the constant C1 , the von Neumann stability criteria kεn+1 k2L2 ≤ (1 + 2Cδt + o(δt))kεn k2L2 is satisfied if



2r



 X 



kfi0 (u)kL∞ 



i∈[1,d]



Sr δt2r ≤ 2Cδt, δx2r



(7.48)



(7.49)



i.e. condition (7.44).
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Multi-component transport



We extend the scope of application of the stability conditions (3.9) to other cases with multiple derivatives in time, like wave equations, or multiple components, like in some MHD models [5]. Let us consider the one dimensional equation:   u1  u2    ∂t X = M ∂x X, with X =  .  , u` : R → R, and M ∈ Mn (R). (8.1)  ..  un  0 1 , we obtain the wave equation ∂t2 u = ∂x2 u. 1 0 Regarding the general case, we diagonalize the matrix M in C:   λ1 0   .. M = P −1 DP, with D =  (8.2) . . 0 λn



For example, for X = (u, v)t , and M =







Considering Y = P X, the equation ∂t Y = D∂x Y has physical meaning only if λ` ∈ R for all `. Under this form all the components are independent. Therefore all our results on the transport equation apply to this case taking a = max` |λ` |.   1 1 When the matrix M cannot be diagonalized, like in the case when M = , this does 0 1 not change anything since the second component is independent from the first component:  ∂t u1 = ∂x u1 + ∂x u2 (8.3) ∂t u2 = ∂x u2 then the term ∂x u2 in the first equation plays the role of a source term. In the case when there are several space variables: ∂t X = M1 ∂x1 X + M2 ∂x2 X + · · · + Mn ∂xn X
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(8.4)



applying a von Neumann stability analysis, we obtain: ˆ = (M1 iξ1 + M2 iξ2 + · · · + Mn iξn ) X. ˆ ∂t X



(8.5)



We put M (ξ) = M1 ξ1 + M2 ξ2 + · · · + Mn ξn , and diagonalize M (ξ) = P (ξ)−1 D(ξ)P (ξ). As ˆ we obtain the same stability constraints. Similarly, linearizing the previously, taking Yˆξ = P (ξ)X, non-linear equations, like the ones in [5], yields the same result.
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Conclusion



The stability CFL-like conditions presented in this paper may be encountered in many simulations of convection-dominated problems using explicit numerical schemes. Although these stability criteria can be readily obtained using a classical von Neumann stability analysis, they had not been disclosed until now. Two arguments support our approach. First we explain some CFL effects for second order schemes already in use: people remarked that they had to take C → 0 in the usual linear CFL 2r condition δt ≤ Cδx. Secondly, we predict some exotic CFL conditions δt ≤ Cδx 2r−1 for some Runge-Kutta schemes and Adams-Bashforth schemes which optimize the energy conservation. Numerical tests validate these predictions. We showed why increasing the temporal order of a scheme increases the stability. We even linked the order of a scheme, its stability and the tangency of its stability domain to the (Oy) axis in the von Neumann stability analysis. Nevertheless, the numerical viscosity may erase these instability effects especially when the space order is low [3]. We extended the domain of application of these results to different equations, including equations on bounded domains, non linear equations, and equations with multiple derivatives in time. These extensions assume some smoothness properties of the solution. This smoothness assumption restrains the frame of application to a rather limited area. Nevertheless, this clear explanation and these accurate stability conditions should be useful to a wide community, in particular to those who perform numerical simulations of turbulent flows with spectral codes.



Acknowledgements The author gratefully acknowledges the CEMRACS 2007 organizers for his stay in the CIRM in Marseilles and for his access to its rich bibliographical resources, as well as Institute of Fundamental ´ Technological Research Polish Academy of Sciences (IPPT PAN) and Commissariat `a l’Energie Atomique (CEA) for his stays there in 2007/2008 and 2009 respectively. He also wishes to express his gratitude to Yvon Maday and Fr´ed´eric Coquel for fruitful discussions, as well as to Dmitry Kolomenskiy for his help in the redaction of this paper and in the realization of the numerical experiments.



References [1] C. Canuto, M.T. Hussaini, A. Quarteroni, and T.A. Zang, Spectral methods in fluid dynamics, Springer-Verlag, New-York, 1988. [2] J.G. Charney, R. Fj¨ ortoft, J. von Neumann, Numerical Integration of the Barotropic Vorticity Equation, Tellus, 2 237–254, 1950. [3] B. Cockburn, C.-W. Shu Runge-Kutta discontinuous Galerkin methods for convection-dominated problems, J. Sci. Comput. 16 173–261, 2001. [4] R. Courant, K. Friedrichs, H. Lewy, On the Partial Difference Equations of Mathematical Physics, IBM Journal, march 1967, translation from a paper originally appeared in Mathematische Annalen 100 32–74, 1928. [5] O. Czarny, G. Huysmans, B´ezier surfaces and finite elements for MHD simulations, Journal of Computational Physics 227(16) 7423–7445, 2008.



22



[6] E. Deriaz and V. Perrier, Direct Numerical Simulation of turbulence using divergence-free wavelets, E. Deriaz et V. Perrier, SIAM Multiscale Modeling and Simulation 7(3) 1101–1129, 2008. [7] V. Girault, P.A. Raviart, Finite element methods for Navier-Stokes equations, Springer-Verlag Berlin, 1986. [8] S. Gottlieb, C.-W. Shu and E. Tadmor, Strong stability-preserving high-order time discretization methods, SIAM Review 43(1) 89–112, 2001. [9] D. Gottlieb and E. Tadmor, The CFL condition for spectral approximations to hyperbolic initialboundary value problems, Mathematics of Computation 56(194): 565-588, 1991. [10] R. Kupferman and E. Tadmor, A fast, high resolution, second-order central scheme for incompressible flows, Proc. Natl. Acad. Sci. USA, Vol. 94, pp. 4848-4852, May 1997 Mathematics. [11] D. Levy and E. Tadmor, From Semidiscrete to Fully Discrete: Stability of Runge–Kutta Schemes by The Energy Method, SIAM Review, 40(1) 40–73, 1998. [12] M. Marion and R. Temam, Handbook of Numerical Analysis, Vol. VI, Numerical Methods for Fluids (Part 1), Elsevier Science, 1998. [13] R. Peyret, Handbook of computational fluid mechanics, Academic Press, 2000. [14] K. Schneider. Numerical simulation of the transient flow behaviour in chemical reactors using a penalization method. Computers & Fluids, 34 1223–1238, 2005. [15] R. Temam, The Navier-Stokes equations, North-Holland, Amsterdam, 1984. [16] L. N. Trefethen, Finite Difference and Spectral Methods, book not published, available on the author’s webpage, 1994. [17] P. Wesseling, Principles of Computational Fluid Dynamics, Berlin et al., Springer-Verlag 2001. [18] Q. Zhang and C.-W. Shu, Error Estimates to Smooth Solutions of Runge–Kutta Discontinuous Galerkin Methods for Scalar Conservation Laws, SIAM J. Numer. Anal. 42(2): 641–666, 2004.



23



























des documents recommandant







[image: alt]





L2-stability of explicit schemes for incompressible ... - Erwan DERIAZ 

Dec 18, 2007 - assume a divergence-free space of discretisation. ... Lemma 3.1 Let u,v,w âˆˆ H1(Î©)d, H1(Î©) denoting the Sobolev space on the open set .... The order two Adams-Bashford scheme doesn't remain to the definition (2.1). It goes.










 


[image: alt]





Numerical approximation of multivariate differential ... - Erwan DERIAZ 

Dec 16, 2008 - â€ Centrale Marseille/LATP, TechnopÃ´le de ChÃ¢teau-Gombert, 38 rue F. ... differentiation of wavelet bases that shows that the above families of ...










 


[image: alt]





Wavelet methods For the numerical simulation of ... - Erwan DERIAZ 

Feb 16, 2006 - that forms a basis (sometime orthogonal) of a functionnal .... 8. B. #Ð¹Ð¸ is an orthogonal basis change (orthogonal matrix). ..... Scale separation.










 


[image: alt]





DIRECT NUMERICAL SIMULATION OF ... - Erwan DERIAZ 

the example of the merging of three vortices in dimension 2. ..... condition: Î´t â‰¤ CÎ´x2. This study is inspired by the approach of Temam in his book ... (3.5). = 1 Î´t. [. PJ. (âˆ« (n+1)Î´t nÎ´t. âˆ‚tu dt. )] âˆ’ (Î½Î”un+1 âˆ’ P [(un Â· âˆ‡)un]),










 


[image: alt]





Compact AMR schemes for Conservation Laws - Erwan DERIAZ 

Interaction of two Plummer models v=(0.3,0,0) x v=(0,0.3,0) .... We approximate the term âˆ‚x u by a finite difference formula at order pi : (âˆ‚x u)i âˆ¼ Î´ui = 1 li. âˆ‘.










 


[image: alt]





Von Neumann stability analysis of the upwind finite ... - Erwan DERIAZ 

Jul 26, 2013 - It presents an axial symmetry along (Ox). To be consistent ..... p=1, q=5, alpha=9/5 ... with skew-symmetric discretizations, SIAM J. Numer. Anal.










 


[image: alt]





Direct Numerical Simulation of Turbulence using ... - Erwan DERIAZ 

Apr 17, 2008 - âˆ—Institute of Mathematics, Polish Academy of Sciences. ul. ..... In the vector case, the algorithm should be applied on each component of the vector ...... For higher thresholdings, the effects of the anisotropy begin to be visible.










 


[image: alt]





STABILITY CONDITIONS FOR THE NUMERICAL 

condition appears for r = 1, 2, 3, 4 and corresponds to exponents equal to 2, 4. 3. , 6. 5 ...... let us consider the following family of schemes: ..... Let r be an element of the sum R(l); then it satisfies .... Scalar conservation laws group equati










 


[image: alt]





Fourier analysis of wavelet algorithms for PDE's ... - Erwan DERIAZ 

Two examples for Navier-Stokes equations. Numerical experiments. Observed convergence rates. Numerical simulations of Navier-Stokes. Bibliography. Outline.










 


[image: alt]





High order numerical schemes for linear elasticity 

A high order method on unstructured staggered meshes ..... Numercal experiments. Diffuse interface. Numerical experiments time xi. 0. 0.2. 0.4. 0.6. 0.8. -0.4.










 


[image: alt]





High order numerical schemes for linear elasticity 

May 25, 2018 - E is the usual stiffness tensor according to the Hooke law Ïƒij = Eijkl Ïµkl ...... Main results. A novel diffuse interface method (DIM) for the simulation of seismic ... The interface between solid and gas is not moving, i.e. vI = 0;.










 


[image: alt]





sedimentation of solid particles at the bonduary of ... - Erwan DERIAZ 

NANO- SCALE SOLIDIFICATION OF ALLOYS. Justyna ... molecular dynamics numerical simulation. chemical element. Al. Cu. Mg Sn. Si atomic mass (g/mol).










 


[image: alt]





Stability of finite difference schemes for capillary thin films 

Stability of difference schemes: von Neumann stability. Remark: due to the presence of the third order derivative, the energy equation is hardly satisfied in the ...










 


[image: alt]





A high-order adaptive scheme for six-dimensional ... - Erwan DERIAZ 

Feb 4, 2015 - the Gaussian comes back with its initial shape to its initial position at integer t, so we can compute .... matter, the distribution function of matter in the phase space (x,v) âˆˆ R6,. 12 ..... Spherical Stellar Systems, Publ. Astron. 










 


[image: alt]





Six-dimensional adaptive mesh refinement for Vlasov ... - Erwan DERIAZ 

Dec 9, 2015 - order accuracy of the finite difference method, in six dimensions. keywords: ..... two plasma simulations, the bump-on-the-tail instability in one dimension ... to a speed of 65,000 points time-steps per second per thread. In Fig.










 


[image: alt]





SIX-DIMENSIONAL ADAPTIVE SIMULATION OF THE ... - Erwan DERIAZ 

We present an original adaptive scheme using a dynamically refined grid for the ...... physical space while in the gravitational case it collapses, allowing the ...










 


[image: alt]





All-regime Lagrangian-Remap numerical schemes for the gas 

All-regime Lagrangian-Remap numerical schemes for the gas dynamics equations. Applications to the large friction and low Mach regimes. Christophe Chalons.










 


[image: alt]





Erwan Deriaz , Margarete O. Domingues , ValÃ©rie Perrier , Kai 

... pour la dÃ©composition d'un champ turbulent homog`ene isotrope, issu d'une ..... The figures show for the three cases that the PDF of the coherent vorticity is ...










 


[image: alt]





Lattice vibrations and stability of reconstructed ... - Erwan ADAM 

or smaller, and in particular in the case of Au(110) when the (1Ã—2) and (1Ã—3) reconstructions are close in .... Au, Pt and Ag. The bulk lattice constant is a and.










 


[image: alt]





Erwan Deriaz , Margarete O. Domingues , ValÃ©rie Perrier , Kai 

Abstract. In this paper we investigate the use of divergence-free wavelet bases for the Coherent. Vortex Extraction (CVE) of turbulent flows. We begin with a short ...










 


[image: alt]





using simple numerical schemes to compute visual 

these solutions are dedicated to manipulator arms be- cause such robotic systems offer a sufficient number of degrees of ... fixed landmark, the variation of the visual signals Ë™s is related to Tc by ..... simulated using Matlab software. We aim at 










 


[image: alt]





This article appeared in a journal published by ... - Erwan DERIAZ 

Mar 1, 2010 - copy is furnished to the author for internal non-commercial research ... First applications of the Craya decomposition to the dynamics of turbulent fluctua- .... The motivation is to dispose of an efficient algorithm for local Crayaâ€“H










 


[image: alt]





Stability of ADI schemes applied to convectionâ€“diffusion equations 

Jan 10, 2006 - problem for a multi-dimensional convectionâ€“diffusion equation. ..... applied to a standard finite difference discretization of (1.17) in the two-dimensional ... In addition, they provide insight into the actual convergence behavior o










 


[image: alt]





Precipitation distributions for explicit versus 

case study and then present an analysis of probability density distributions of ... except for domain-mean precipitation values, PERSIANN data analyzed in Dai et ...... what convection does directly (the subgrid terms), the 4 km. 3Dsmag model ..... a










 














×
Report Stability of explicit numerical schemes for smooth ... - Erwan DERIAZ





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



