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Evolutionary psychology can shed light on mathematical abilities. To do so, it must be supplied with a strong model of cultural evolution. Natural selection endowed us with some modules, like the number sense or the logical module, useful for mathematics. Then cultural evolution tinkered with them to create modern mathematics. Of particular significance during cultural evolution is ancient Greece, where a feedback loop that stressed the importance of formal proofs was engaged. Ever since, mathematicians have been engaged in a quest for relevance that uses formal proofs as an indicator of relevance. This led to modern mathematics. Nonetheless, mathematics relies on cognitive mechanisms that were empirically acquired during phylogenetic evolution, and this explains their “unreasonable effectiveness”. Keywords: Evolutionary psychology, logical module, cultural evolution, mathematics, logic.



1. Introduction This chapter belongs to the large (indeed) enterprise of evolutionary epistemology. It throws some ideas as to how mathematical skills evolved and try to analyse the evolutionary mechanisms involved. Because it relies on phylogenetic and cultural evolution, it is somehow between the evolution of epistemological mechanisms and the evolutionary epistemology of theories programmes. Culture and language are both given an important place in the proposed view. Together they supposedly managed to turn cavemen into members of the Bourbaki group, primitive cognitive modules into amazing mathematical skills. So the aim of this chapter is to show how an evolutionary analysis can be useful to study the way we do mathematics. This can be quite surprising: evolution deals with survival and reproduction, doesn’t it? How manipulating quaternions could help me thrive and have kids? My remote ancestors knew nothing of them, and they did quite well. Mathematics must be a purely cultural product of some civilisations, most developed in the west during the last centuries. There are a lot of problems with an extreme cultural view of mathematics, the first one being the numerous convergences observed in civilisations that had no contact. Pythagoras’ theorem was separately discovered by at least Babylonians, Greeks, Chinese and Indians. Those resemblances can be readily explained if we posit the same cognitive apparatus for would be mathematicians all around the world. Obviously, differences in exact formulation of theorems, or the degree of mathematical refinement attained are to be found among diverse cultures. Far from undermining the evolutionary view, I shall argue that they can be envisioned as experiences helping us to uncover our shared cognitive abilities. More on this later. Admitting common capabilities to cope with mathematics is admitting that they are a legacy from evolution (if not, where could they come from?). However, this opens other interesting questions. First of all, are they adaptations, by-products or just the result of some chance processes? Those hypotheses have all been supported for another high-level activity: language. The by-product hypothesis, i.e. that language is derived from other adaptations, was supported by the late Stephen Jay Gould. Noam Chomsky, quite surprisingly, once argued that it was just a product of some mysterious physical mechanism among our neurons, given that there are so many. But now, adaptationist theories are growing, and even if we are far from a consensus about what the function of language is, more and more people agree that it has one (or several) function, and that it evolved gradually by natural selection (Pinker and Bloom 1990; Jackendoff 2002). To be clear, we need to introduce a distinction similar to the one between LAD (Language Acquisition Device) and language. What adaptationists are saying is that the LAD is an adaptation to learn language, which is itself adapted to communication. If we posit a MAD (Mathematics Acquisition Device), we could say that everybody shares it, and that its product (mathematics) differs among different communities, as language does. But mathematics, as we practice them now, is very different from language. Perhaps is it closer to linguistics than to language: it is a formal science that needs a long and difficult training (indeed). Quite the opposite of natural language. Moreover, among different cultures we can observe huge differences of complexity in mathematical practices. Conversely, differences in the complexity of languages are reduced. So the MAD can not be a strict equivalent of the LAD, because in this case we would expect the same properties in language and mathematical skills. It seems more sensible, and this is the idea I will develop in this paper, to posit that mathematics are based on a bunch of cognitive devices which are more or less expressed depending on the culture you belong to. Among these cognitive devices, some are close to basic mathematical capabilities, and others are very distant. How do they work together? The hypothesis is that culture can plug some cognitive adaptations into others, so that the end product is nothing that natural selection would have ever dreamed



to produce. In some groups, cultural evolution managed to recruit our cognitive mechanisms in such a way as to produce modern mathematics. So the distinction between adaptation and by-product can be split into two questions: (1) are those cognitive devices adaptations or byproducts? And, (2) what is the status of novel, culturally acquired capacities? If they are based on adaptations, but that their product is new, and not explicitly designed by natural selection, they are in between. At this second level, the dichotomy adaptation/by-product blurs and loses its relevance. As we begin to see, we will need to study both our evolutionary legacies and what culture can make of them, how it can turn a gazelle hunter into a Fields Medal laureate. To do so, a good method must be chosen to study the evolution of the human mind. The first part will try to show the respective advantages and drawbacks of the different propositions that have been made in the last thirty years. As cultural evolution will also play a big role, the second part will be dedicated to it. Next, some proposals will be made as to which modules, shaped by evolution, can be useful to the practice of mathematics. Those modules will have a more or less direct connection with mathematical abilities as such, so the fourth part will be dedicated to the way cultural evolution linked all those elements to create a professional mathematician. Last but not least, some suggestions will be thrown as to how the evolutionary view can help to disentangle some philosophical problems. 2. Phylogenetic evolution Since the sixties, different propositions have emerged as to the use of evolutionary theory to unravel the mysteries of the human mind and behaviour. To summarize, after E.O. Wilson’s monumental and controversial Sociobiology (Wilson 2000), we find several more or less related descendants1. First, memetics and gene-culture coevolution (GCC). Both are related to Wilson’s later work with Lumsden (Lumsden and Wilson 1981), which aimed at integrating cultural and genetic evolution. Richard Dawkins launched memetics, with the core idea of considering cultural elements, or memes, as self-replicating entities somewhat similar to genes (Dawkins 1976; 1982). This approach faces several problems, the worst one being its psychological implausibility: we do not copy the representations in other minds, but each representation has to be reconstructed by means of inference (see Sperber 2000b). These mechanisms render the comparison with genes quite tricky: remember the last course you followed, would you say that the teacher’s ideas were reproduced in your mind with a 10-6 mutation rate? Perhaps memetics will develop, if effectively amended, but at any rate, it does not have enough empirical results to be really useful yet. Gene-culture coevolution was developed independently by Cavalli-Sforza and Feldman, and by Boyd and Richerson (Cavalli-Sforza and Feldman 1981; Boyd and Richerson 1985). As memetics, it relies on theoretical, mathematical models of evolution, but it combines the effects of genetic evolution upon cultural evolution, and vice et versa. GCC can count some rare empirical studies, and its models are more refined than those of memetics, but they both share the same flaw: lack of grounding in psychology. They fail to take advantage of the huge advances done in cognitive science. As for now, they are not easily applicable to any practical case, and we will not consider them any further. The two other heirs of sociobiology are human behavioural ecology (HBE) and evolutionary psychology2 (EP). HBE is the more direct successor of sociobiology. It sees
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These approaches have been thoroughly reviewed by Kevin Laland and Gillian Brown (Laland and Brown 2002), but I will take a less neutral stance here. 2 Here I limit the use of evolutionary psychology to what has been dubbed the Santa Barbara School. Founded by Donald Symons and precisely defined by Leda Cosmides and John Tooby, it contrasts with broader uses of the name EP to regroup all the different approaches to the evolution of the human mind and behaviour (for an



human behaviour as a way to maximise fitness. Our mind should be designed so as to produce behaviours that help us transmit as many genes as possible to the next generation, by means of direct reproduction or by helping our relatives. Some of its practitioners are anthropologists, and their method has been cast the counting babies approach, which is quite explicit. However, this method does not seem appropriate for the case at hand. One can hardly see how the average mathematician promotes his genes by computing complex numbers. Even discarding extreme cases like Hippasos or Evariste Gallois, brilliant mathematicians do not seem to show a particular reproductive success. Anecdotal evidence apart, HBE has a more fundamental flaw: its agnosticism concerning cognitive mechanisms. That is where evolutionary psychology enters the play. Evolutionary psychology has its roots in sociobiology and in cognitive psychology. It tries to combine them in its own way, to surmount the deficits of each approach. From sociobiology, it retains the evolutionary stance, and its huge heuristic power, but it discards the emphasis on behaviour to put it on cognitive mechanisms. From cognitive science, it retains the experimental method, and all the advances in the scientific study of the mind, but it discards the “intuition and instinct blindness” (Cosmides and Tooby 1994). By “intuition and instinct blindness”, evolutionary psychologists mean that their colleagues used to rely on mere intuition to find the function of cognitive mechanisms. Evolutionary psychologists try to compensate this by exploiting Darwin’s theory as a very powerful heuristic. They view the mind as a set of modules (close to the Fodorian meaning, see Fodor 1983), each one having been designed by natural selection to perform a particular task. Those modules are adaptations. This view is known as the Swiss army knife model of the mind. Here we already have two quite contentious claims: (1) the mind is a set of modules and, (2) they are adaptations shaped by natural selection. I will take a humble view on both points, and argue that they may not be the ultimate truth, but that they are the most valuable heuristics we have by now. First, modularity. If we journey back to 1983, Fodor denies modularity to central systems on the ground that they are, among other things, isotropic and Quinean. This leads to the conclusion that, to put it bluntly, we will never know anything of them. However, the a-modularity of central cognitive processes has been challenged by proponents of massive modularity (e.g. Sperber 2001; forthcoming). They propose to discard some of the more exacting aspects of Fodorian modularity (such as strict innateness or mandatoriness), in order to apply it to all cognitive processes. This allows modules to be culturally modified and avoids most of the difficulties of more classical modules. Moreover, neuroscience used to offer arguments against modularity, but by now a more or less modularist interpretation takes the edge (see, e.g. Marcus 2004). So, if modularity is neither psychologically nor neurophysiologically implausible, I do not see any good reason to deprive ourselves of its huge heuristic power. As Fodor himself repeated in his recent book: “The real appeal of the massive modularity thesis is that, if it is true, we can either solve this problems [with viewing cognition as computational], or at least contrive to deny them center stage pro tem” (Fodor 2001: 23). Secondly, adaptation. What is the advantage of characterizing cognitive mechanisms as adaptations? Well, as already mentioned, it gives us clues as to what their function is. In David Marr’s very useful framework (Marr 1982), it is indispensable to know the goal of a cognitive device to understand the way it works. Without the Darwinian stance, we are left with our intuitions. But a lot of fuss has been made around the adaptationist program3. It has been forcefully assaulted by Gould and Lewontin more than twenty years ago, and some of the scars are still visible (Gould and Lewontin 1979). One of their points was that it is always example of such a broad use under the banner of human evolutionary psychology, see Daly and Wilson 1999; Barrett, Dunbar, and Lycett 2002). 3 It corresponds, more or less, to the statement that organisms are somewhere near the optimum.



possible to create a new adaptationist theory that will fit the facts, and therefore they are justso stories that cannot be falsified. There is truth in this idea. One can always think of another adaptationist account. However, each of those accounts is testable, and discarded if it does not fit the facts. So, even if the adaptationist program in itself is not testable4, each and every subproposition it makes is testable, and scientists all over the world devote their time to do exactly that, Gould and Lewontin warnings notwithstanding (Alcock 2001). As much as others evolutionary minded scientists, evolutionary psychologists are well aware of the numerous constraints that preclude organisms from being perfect (Dawkins 1982; Maynard Smith et al. 1985). They know that natural selection has a limited bearing on a lot of what happens in evolution (genetic drift, founder effect…). Nevertheless, they use the adaptationist stance because it is the only one, as for now, (1) to have such a heuristic power and, (2) to easily yield testable hypotheses. So should we just take the EP framework and try to carve mathematics at its joints? No, because its treatment of culture is far from sufficient. Perhaps was it foreseeable, since both its parents somewhat share this drawback. Sociobiology was fiercely assailed by anthropologists for its simplistic view of culture. Cognitive psychology, despite the cultural penchant of some of its initiators (e.g. Jerome Bruner), tried to maintain cultural phenomena apart, and considered cultural variations of cognitive mechanisms as mere quirks. Classically, EP distinguishes between evoked and transmitted culture (Tooby and Cosmides 1992). Evoked culture is just another way to adapt to the environment, and is directly triggered by it. Transmitted culture, on the other hand, propagates by means of imitation and communication. It is based on the Sperberian epidemiology of representations (Sperber 1996). Happily, things are evolving5. The birth of cognitive anthropology, and recent work by mainstream cognitive psychologists (e.g. Nisbett, Peng, Choi and Norenzayan 2001) are beginning to show (1) that cognition is indeed relevant to the study of culture and, (2) that cultural differences can have strong effects on cognitive mechanisms. Here, I will expose a different way to mix cultural and phylogenetic evolution, one that gives more power to cultural evolution than what is usually consented in EP. Instead of seeing culture as a kind of stuff that fills in the boxes designed for it in the mind, I will argue that it can change the respective importance of the boxes and of the links between them. 3. Cultural evolution In a very broad view of evolution, it is useful to distinguish three time scales: phylogenetic evolution, cultural (or historical) evolution and ontogenetic evolution. Clearly there is a lot of interaction between those three time scales. Some tried to model those interactions, most notably in the framework of gene-culture co-evolution, but this approach remains too far from cognitive mechanisms and empirical tests for our present purpose. Among the authors who gave a more empiric look, we should note Tomasello’s work (see Tomasello (1999) for a summary). With his colleagues, he developed a very fruitful research program of comparative studies between human children and apes. In his theory, most differences between us and the apes rest on the ability to “‘identify’ with conspecifics, which led to an understanding of them as intentional and mental beings like the self.” (Tomasello 1999: 10). Given the very rich social environment in which human children develop, it allowed them to acquire a lot of skills 4



Which it may very well be, at least in the case of other animals, see Orzack and Sober (2001). For humans, I am quite dubious that it can ever be really tested on any grand scale. 5 In later works, Cosmides and Tooby seem to use a more elaborate vision of culture as “the serial reconstruction and adoption of representations and regulatory variables found in others’ minds through inferential specialisations evolved for the task.” (Cosmides and Tooby 2000: 55) With this definition, the distinction evoked / transmitted culture fades away. However, this dichotomy is still a textbook example (Buss 1999) and is still worth criticizing.



and knowledge from other people. This, in turn, triggered cultural evolution and its cumulative properties (the ratchet effect). Tomasello’s theory has an undeniable aesthetic appeal, partly caused by its apparent simplicity, and is backed up by a lot of data. However, I think it rests on a disputable premise carried on by a disputable assumption. The disputable premise is that human uniqueness rests mainly upon one cognitive ability. Trying to force all human particularities into one mould will always lead to somewhat far-fetched theoretical scaffoldings. Say that a new and powerful ability arises in our remote ancestors. Given the opportunistic character of natural selection, it is hard to figure out why it would not take advantage of this new toy to tinker with it. New cognitive devices drawing on this one could evolve. Moreover, the arms race principle could lead to the evolution of ripostes and counterattacks. Tomasello’s answer is that we did not have time to do all this. For him, natural selection did not have enough time since the splitting of our common lineage with apes, some millions years ago, to fine tune several important cognitive abilities. He uses this argument against classical EP and its host of new modules. This is a very disputable assumption. The relationship between genes (the only material with which natural selection can directly play), brain and mind is far too obscure for us to be so secure about any conclusion. Some researchers maintain that the very quick human brain expansion is fully compatible with modularity and adaptationism (e.g. Marcus 2004). If we let the assumption aside, the premise is no longer justified hence it should be abandoned6. Instead, I propose that we use a broadly Sperberian framework. This framework accommodates modularity and cultural variation. Seeing the mind as a bunch of fixed and mandatory computational mechanisms faces several problems. Some are technical problems: how to explain conceptual integration or context-sensitivity. They have already been answered (Sperber 1994; forthcoming). But modularity also seems to be at odds with cultural variation. So we are caught between two fires: on the one hand we must deal with computational constraints, and this usually leads to modularity and domain-specificity (Hirschfeld and Gelman 1994); on the other hand, we must account for the huge diversity of human culture, and the behavioural flexibility we typically display. To solve both problems, we need something like a modularist anthropologist, but they are a rare breed. The framework getting nearer to the solution is probably Sperber’s. In a few lines, here is how it explains cultural variation with a modular mind. The first important element is the distinction between proper and actual domains. The proper domain of a module is the kind of input it evolved to compute. If a fear-of-spider module existed, its proper module would be real spiders. The actual domain of a module is what it actually takes as input. Our imaginary fear-of-spider module could take spiderlike bugs as input. Natural selection cannot calibrate exactly the input domains of the different modules, hence some mismatches are bound to appear. The size of the actual domain compared to the proper domain depends of the relative importance of false positives and false negatives. This mismatch could be amplified in humans, at least because some of our modules were explicitly designed to deal with highly variable information (social or contextual for example). This could lead to modules now being used for quite different purposes from the one they evolved to fulfil. This idea can be expanded in at least two directions: the creation of novel modules and the alteration of the functioning of existing ones. For the later, we can propose a distinction between proper and actual processing. Along the lines of proper and actual domains, this partition reflects the fact that modules cannot function exactly as natural selection has intended them to work. Depending on the course of development and local environment, 6



One might answer that Tomasello’s theory, being simpler, remains preferable on aesthetic grounds only. However, I find it very unlikely that a unique (or even a small cluster) of ability will ever account for the gap separating us from the apes, so if there is no scientific reason to prefer the one ability solution, I think we should reject it.



modules should show differences in the way they process information. Richard Nisbett and his collaborators have shown a host of differences in the processing of information between easterners and westerners – even at a low level (e.g. Nisbett et al. 2001; Nisbett 2003). Those differences seem to be consistent with the different systems of thought and of social organisation found in the east and the west. In all the experiments reviewed, inputs were similar but were processed in different ways depending on the group to which the subject belonged. Hence the functioning of modules can be significantly altered while remaining efficient. What of the creation of brand new modules? If we let aside the innateness requisition for modules, we can consider culturally created ones (Sperber forthcoming). Reading is a paradigmatic case: it looks like a module, but cannot be innate. Stanislas Dehaene proposed a neurophysiologically plausible account of the way a reading module could be created, by “selection and local adaptation of pre-existing neural region” (the so called visual word form area) (Dehaene forthcoming). A module is probably never completely novel in the sense that new capabilities cannot emerge ex nihilo, with absolutely no bases. In the case of reading, we needed abilities to see and differentiate small patterns. A part of the visual system specializes in the recognition of letters during development because letters are such an omnipresent and important part of our environment. However, this sub-module has taken such importance and is so different from its basic form that it might be better to call it a novel module. In a similar way, connections between modules can be reinforced when they are often used, leading to unanticipated results. Again in the case of reading, not only the visual word form area but also its link to the semantic memory must be particularly developed in literate persons. We thus have several mechanisms capable of modifying the input of modules, their functioning, the link between them, and even of creating novel ones. I would now like to stress the purported mechanisms driving cultural evolution. So modules can change. Very well but why, and in which direction? If it was just for random evolution due to ecological variation or chance processes, it would be quite surprising that some modules evolved to give us something as complex and coherent as modern mathematics. We need not explain the apparition of modern mathematics ex nihilo, but we need to explain why every step that led to them was in the direction of more complexity and coherence. For Sperber, the force driving cultural evolution is the search for relevance during communication. What is it to be relevant? To be relevant is to produce in the listener the greatest cognitive effect for the least cognitive effort. How can this be achieved? By activating the different modules, i.e. aiming at their domains. Given that we are such a highly communicating species, the input of some modules will soon consist in a lot of transmitted information instead of information acquired by yourself. When I tell you stories about animals that contain interesting information, you will listen to me, and it will save you the pain of checking that lions are dangerous. A lot of modules will soon see their domains extended in unprecedented ways: they will acquire a cultural domain. Inputs falling in this domain are different from others in the actual domain because they were deliberately created by other human beings to engage such or such module. Back to our fear-of-spider module. Some of us now live in a quite spider free environment. So the module is hardly ever activated by inputs falling in its proper domain. However, stories about spiders are exciting and movies with spiders frightening (even if not good, admittedly). All those fake spiders belong to the cultural domain of the fear-of-spider module. They have a different status from a spiderlike bug (actual domain) because they were designed by other human beings to fill in the input conditions of our fear-of-spider module. Pascal Boyer has devoted much of his work to show how religious beliefs can be explained: they usually fit into one of our modules (naïve psychology, naïve biology, naïve physics…), which make them understandable, but blatantly contradict one expectation (e.g. a human that can pass through the walls), which make them interesting and rememberable (Boyer 2001). A very important point about relevance is its



context-dependence. To be relevant is to be relevant in a given context. If you transmit already known information, you will not give rise to a great cognitive effect. I will now give a brief account of some of the modules with which cultural evolution can tinker to produce modern mathematics. 4. Some modules useful for mathematics When Andrew Wiles elaborated his demonstration to Fermat’s Theorem, he must have used a host of different modules. Some of those are very low-level: motor control for writing, vision for reading and so on. Others are more sophisticated, but still quite basic: number sense, spatial representations and mental imaging, etc. Some are high-level ones, like metarepresentations or language. It would be a colossal enterprise to enumerate them all. Here, I will just choose some of those modules and try to see why they evolved. Some will seem quite unrelated to mathematics, but the next part will be dedicated to show how culture can put them together to produce novel mathematical outcomes. 4.1. Number sense Instead of reviewing several basic capabilities useful for mathematics, the number sense will be used as an example7. It will show the diversity of resources on which EP can dwell to investigate modules. First, comparative studies. Rats required to press a lever a particular number of times, then another lever, are able to count up to 24. They can also count the number of paths before turning in a maze (like when you take the fourth alley on your right). Experiments with canaries, raccoon, and other animals show that a more or less developed number sense is widely shared. Closer to humans, studies on rhesus monkeys and cotton-top tamarins show that they can add or subtract small numbers of items. Even closer, chimpanzees are able to categorize items based on the fraction they represent (a quarter of an apple with a glass a quarter full). One of their conspecific, dutifully trained, was even able to associate the Arabic numerals 0 to 4 to the quantity they represent, and make basic operations with them. Another field that has provided a lot of evidence for domain specificity, and is therefore a golden land for evolutionary psychologists, is developmental psychology. The number sense is no exception. Karen Wynn conducted groundbreaking studies showing how clever infants are with numbers. Using the habituation paradigm, she showed Mickey dolls to infants (aged four and a half month and older). First, a doll is placed in front of the baby then a screen hides it. A second doll is then brought behind the screen, and the screen is dropped. In the experimental condition, only one Mickey is left, and babies are surprised (they look longer at the lonely Mickey than when there are two of them). Babies also find faulty subtractions funny (Wynn 1992). Several mechanisms have been proposed to account for this number sense. The most fashionable seems to be the accumulator model. An accumulator is filled by a kind of pacemaker, with a switch allowing it to be filled only at specific times, and for a chosen duration. The quantity is represented by the countenance of the accumulator. This model accounts for a lot of experimental evidence. It explains for example why we, as other animals, are much better at estimating small than large quantities. Among the hypothesized functions of this basic number sense, we find its utility for foraging (choose the tree with the most berries) or for tracking sets of objects (when three lions are running after you, it is not a good idea to stop when two of them have lost your track). However, this is far from sufficient to explain even basic mathematics. Abilities to deal with spatial representation, for example, are also required. Some reasoned that those abilities 7



The part on the number sense is based on the numerous previous reviews. See: Hauser and Carey (1998), Wynn (1998), Butterworth (1999), Dehaene (1999), Hauser and Spelke (in press).



partly evolved to help us foraging, finding the way to edible berries or tracking wild game (Silverman and Eals 1992). More generally, abilities to exploit mental imagery must have been very useful for a broad range of tasks (Shepard 1987). Surely other less explored abilities might count as basic mathematical skills. 4.2. The cheater detection module and the natural frequency module I will now turn to two modules explored by mainstream EP: Gigerenzer’s natural frequency module and Cosmides’ cheater detection module (CDM). Both take place in the context of the psychology of reasoning, where it has been fashionable to show how poorly human beings reason. Kahneman and Tversky made a long standing attack against our ability to make proper Bayesian inferences. When people are presented some kind of problem and asked to give an estimate of a posterior probability (e.g. given such and such information about a given disease and a given person, what is the probability for her to be ill?), they fail to take into account the base rate (e.g. 0.1% of the total population has this disease), committing the base rate fallacy. However, Gigerenzer and his colleagues showed that if the problems are presented in the proper manner, the subjects can become very good at the same task. Instead of giving them probabilities in the form of percentages, they gave the subjects natural frequencies (e.g. one out of 1000 instead of 0.1%). In this new format, people manage to take into account the base rate and obtain good results. Gigerenzer claims that this is due to a mental algorithm dedicated to the calculation of natural frequencies (e.g. Gigerenzer 1998). Percentages and other sophisticated probability formats being unavailable to our ancestors, they had to reason with the observed number of cases (e.g. such thing happened X times out of Y occasions it had to happen). To function, this algorithm obviously needs to count events or things, and to operate basic calculations. So it could take as input some very basic mathematical abilities and turn them into something much more powerful. Studies on the cheater detection module were launched by Cosmides’ 1989 paper (Cosmides 1989). She used the Wason selection task (the most studied task of the psychology of reasoning) to show that people are very good at looking for cheaters8. Her evolutionary argument follows these lines: (1) as a species, we engage in a lot of social interaction and exchange; (2) a likely explanation for these altruistic acts is reciprocal altruism (Trivers 1972); (3) it can be modelled using computer simulations, where a strategy called Tit for Tat wins repeated prisoner’s dilemma (Axelrod 1984). Finally (4) both reciprocal altruists and Tit for Tat need a way to recognise cheaters, otherwise they cannot function. So natural selection must have endowed us with a Darwinian algorithm able to recognize this special kind of wrongdoers: the cheater detection module (CDM). A cheater is defined as someone who takes a benefit without filling the associated requirement. As for the natural frequency module, it will often rely on the number sense, for example to determine a proper cost/benefit balance. Even if the CDM in itself does not yield new mathematical abilities, we will see that it might serve as a drive to elaborate novel mathematical instruments. 4.3 Language All the capacities described so far can probably be found in other animals9. I will now give a brief look at two of the cognitive abilities that distinguish us from other animals, namely language and metarepresentations. The evolution of language is one of the hottest topics in 8



Unhappily, the CDM still finds its main support in the Wason selection task and it faces strong problems of methodology and interpretation (e.g. Sperber, Cara and Girotto 1995). Before we can be sure that the CDM exists, more evidence will have to be gathered. 9 It is unequivocal for the number sense and mental imagery, and we can imagine that the calculation of something akin to natural frequencies might be useful to a range of animals. For the CDM, perhaps we could find an equivalent in species practicing reciprocal altruism (such as some kinds of blood sharing bats).



human evolution at the moment. As succinctly stated in the introduction, more and more researchers agree that human language is an adaptation, but there is no consensus as to the way it evolved. It must have increased the fitness of the most talented orators among our forefathers, but how? We sometimes give valuable pieces of information to potential contenders in the struggle for reproduction! We do not only speak to our close relatives; neither do we strictly apply reciprocal altruism, so two of the favourite explanations for altruism are ruled out. Perhaps the answer lays in two allied principles: sexual selection and the handicap principle. Both are advocated by Geoffrey Miller, and his argument boils down to this phrase of Woody Allen in Hollywood Ending: “talk is what you suffer through so you can get to sex”10. More precisely, language is a good fitness-indicator: people who speak movingly, eloquently, with humour or in a poetic way must have good genes, because those abilities are very susceptible to genetic variation or accident. The handicap principle is supported by Jean-Louis Dessalles (Dessalles 2000). Here are his main points: (1) we are a political species, where coalitions and alliances are very important; (2) the coalition leader(s) enjoys a better reproductive success; (3) to become a leader, one as to display capacities useful for the coalition; (4) among these is the ability to gather relevant information; (5) language renders the display of this very ability possible by allowing us to share information with others. To put it bluntly: we are speechifiers. Sexual selection and the handicap principle are not mutually exclusive, and they probably both explain some of the advantages gained thanks to language. The problem of those models is that they are too far from linguistic reality; they fail to predict the main features of language. Models of the evolution of communication are far from being well understood (Maynard Smith and Harper 2003) and it is too soon to settle for any specific hypotheses. I just highlighted the two aboves, because they could explain some feature of language potentially important for the example of cultural evolution proposed here. Anyway language indubitably evolved, and its advent played a huge role in human cognitive evolution. Natural selection probably tinkered in two ways: from pre-linguistic cognitive abilities to create some parts of the language capacity, and from the newly formed language capacity to enhance other cognitive devices. Concerning mathematical abilities, if we start from the number sense, it must have aided the construction of quantifiers and numerals. The comprehension of words like a lot of, some, or more probably rely on some non linguistic capacity to deal with quantity. With others words, they might have formed the vocabulary for relational concept, a postulated element in the evolution of language (Jackendoff 1999). Once language was acquired, it could help the number sense. The accumulator upon which it relies soon becomes inaccurate: it distinguishes two from three readily, but with 27 and 28, the matter is much trickier. Experiments with humans and animals show that as the numbers grow, the estimation becomes more and more imprecise. Here language can be of invaluable assistance: it allows us to create different words for each number, so we can distinguish and operate calculations with them much more easily (the link between language and number sense is quickly explored by Hauser and Spleke (in press)). As a cognitive tool, language can be useful in a lot of other ways, but I will not belabour the point and I will go to its other huge role for mathematics: communication. Communicating “propositional structures over a serial channel” (Pinker and Bloom 1990: 712) is a proposed proximal function of language. How can this help the development of mathematics? Clearly modern mathematicians would not go very far without an important learning phase for which language is indispensable (spoken or written; even Ramanujan draw inspiration from a book). They have to discuss their results, whether directly or by means of 10



Obviously this does not make justice to the complexity of Miller’s though. See Miller (2000) for the real account. He does not claim that language as a whole evolved by sexual selection, only its more gratuitous aspects, like our huge vocabulary apparently devoid of any direct use.



publication. They share their ideas, debate… We would indeed be hard pressed to imagine how mathematical thought might have arrived where it is without language. But knowing that language is used for mathematics does not explain why. Why do mathematicians speak of Zermelo-Fraenkel set theory with choice rather than of the beautiful potential mate over there?11 Any evolutionary minded scientist should wonder why mathematicians (and other scientists, including himself) devote so much time speaking about something apparently so remote from reproductive success. This question yields at least two answers, a general and a particular one. The general one rests on the EP framework. Evolutionary psychologists often explain non fitness enhancing behaviours by the fact that our minds were specifically designed for the environment of evolutionary adaptedness (EEA)12. Our modern world being considerably different, some non adaptive conducts should therefore be expected. It can explain, for example, that some otherwise successful mathematicians remain celibate. But it crudely under-determines mathematical thinking: why should anyone engage in such a sophisticated and complex enterprise when there is a lot of easier ways not to be adapted? A lot of the remainder of this paper will be dedicated to the particular answer, but before we can continue to explain why some of us do mathematics, we need some more explanations about how it is possible. So we now turn to one of the other human novelties: metarepresentations. 4.4. Metarepresentations and the logical module As humans, we engage in an awful lot of metarepresenting activity. Classically, we read other minds, thanks to our theory of mind (aka ToM). To do so, something like that has to happen in our minds: Gosh, why does Julie think that [first level of representation] I have finished the chocolates. [second level of representation] ToM is among the most studied example of metarepresentations. However, Cosmides and Tooby (Cosmides and Tooby 2000) propose that they play a much larger role in our minds: to keep some representations apart from others (see also Nichols and Stich (2003) for a broader review of the problem and some criticisms). Why should we quarantine some representations? Because if we don’t, we risk to mix true things with suppositions, falsehoods and fictions. In the example above, admit (however hard it is) that I have not finished the chocolates. I am nevertheless able to conceive that Julie thinks that I have done so. For the two propositions (that I have not finished the chocolate and that I have finished the chocolate) not to clash, they must be kept apart, and this is the role of the embedding in “Julie thinks that…”. This inclusion prevents the first representation from interacting with other representations. This reasoning applies to a lot of cases: when you desire a meringue and plan to go to the bakery, neither the goal nor the course of event are realised (yet). When you listen to a story teller, you know her tale is unreal. When, as a child, you pretend to be mommy, you know you are not her. Very often do we need to embed a representation into another. Those metarepresentations can be considered as different kinds of tags, which indicate the truth condition of a representation, the moment when something happened, the person who said or thought something, etc. This ability distinguishes us from most animals: they are naïves realists. True is the basic state of all their representations, so they do not even need to be tagged. It probably also is the basic state for our representations. By isolating suppositions, stories, goals, other’s thought, etc. from other representations, it allows us to think of something as false. Without this ability, you would clearly not go very far in mathematical 11



Admittedly, both are not incompatible, but why do they also speak of ZFC ? The argument is that since the dawn of agriculture, 10.000 years ago, there has not been enough time for important evolution by natural selection to take place, so our minds were designed for an environment roughly spanning from a few millions years ago to 10.000 years. Hence the slogan: “our modern skulls house a stone age mind”. 12



practice. However, if this ability is necessary for mathematics, it is far from sufficient. As for language, it allows complex mathematical thought, but radically under-determines it. We will get nearer with the last relevant module that I wish to highlight: a logical module. In a pragmatic view of language, understanding an utterance involves a lot of metarepresentational activity. You have to infer the communicative intention of the speaker. In relevance theory, this is achieved by means of inferring the most relevant interpretation of the utterance given the context (Sperber and Wilson 1995). These are the normal and indispensable metarepresentations that we have to compute in order to communicate. However, perhaps are we also endowed with other, more specialized, devices. Sperber (Sperber 2000a) postulates the existence of a logical module, aimed at checking the consistency of others’ utterances, and at giving ours appearance of consistency. What is the evolutionary justification for such a module? It is quite straightforward: language, being such a powerful communicative tool, is a potential lethal manipulation weapon. Imagine that you were to believe everything people tell you. You would soon find yourself ruined and doing some nasty works for other people (if still alive). There is a number of ways not to fall into this pit. One could trust only his family, or his friends. At least, we surely grant people with different degrees of trust. One could also rely on supposed cues to lying, such as abundant sweating or numerous hesitations (but we seem to be quite bad at that, see Ekman (2001)). A general solution is to check the external and internal consistency of what others tell you. Lying is not easy: the liar has to be careful (1) not to say anything that clashes with what is already known by the listener and (2) not to state two things incoherent with each other. Perhaps the first task (checking external consistency) is already achieved by our normal inference mechanisms for comprehension. But the second task has to be carried out by a specialised logical module. Roughly, it takes the output of the language comprehension module as input, and checks its internal consistency13. But this is only the first step: once you are protected from others’ lies, perhaps you could try a little manipulation yourself… You have this brand new module, which enables you not to be fooled by average smooth talkers. Why not try to use it to take advantage of your fellow man? By using logical relations and new words designed to express them (if…then, hence, therefore…), you might be able to convince others. You could gain a little advantage. Nothing very important, but it can allow you to take the edge in discussions. Given the importance of language in our species, this is all but trivial. Soon an arms race will engage, with people becoming cleverer and cleverer at breaking others’ fallacies and devising more and more convincing arguments. This phenomenon would stop only when the computing costs outweigh the benefits of being hard to fool. The end product might be a quite powerful logical ability applied to the content of what we hear and utter. It could allow us to follow and devise complex rhetorical arguments. Stressing the importance of logical thinking in mathematics would be ludicrous. However, at prima facie, this ability doesn’t apply directly to mathematical arguments, and cultural evolution will have to play a linking role. What do we have so far? A number sense to estimate large quantities and count precisely small ones. Capacities to deal with mental imagery. Some modules to calculate important results, but in very limited domains. Language, which helps us to think and to share the products of those thoughts. An ability to metareprensent propositions, so that we can think of them as false. A logical module to check the internal consistency of utterances and devise logical ones. Surely a lot is missing but this will allow me to sketch a story of how cultural evolution tinkered with these elements and created modern mathematicians. 5. Application to mathematics 13



Admittedly, we lack empirical evidence for the particular form of this module. Experiments are under way.



What was the state of the art before the first recorded cultural invention related to mathematics? On the one hand people talked, using their modules for language comprehension, and their logical module to devise and understand rhetoric. On the other hand, they had this number sense ability that allowed them to count up to small amounts and estimate bigger ones. The first link between those two sets of abilities was the use of words for numbers. It is hard to decide whether they belong to the cultural or the proper domain of the number sense. During production, we can surmise that the number sense feeds the language production module, and during comprehension, the output of the language comprehension module is fed into the number sense, so that we can estimate the quantities that words represent. This link probably partly evolved by natural selection, but only in a very rudimentary form. That is, the proper domain of the number sense was likely to widen to accommodate words for number as a new kind of normal input. However, the huge differences in the number of words for numbers found across cultures seems to indicate that beyond the first words, the others belong to the cultural domain of the number sense14. Anyway, words for numbers could then be processed by the logical module, via our language comprehension or production modules. This gave our ancestors the possibility of devising the first rudiments of mathematics. But why would they do so? Probably for practical purposes, like keeping count of game killed or guarantying the fairness of exchanges. Trade is not new indeed. Archaeology and anthropology points to traditions of trade that may be as old as modern human beings (Ridley 1996: 197 and passim). In order to make good deals, one has to keep track of quantities, and sometimes to operate basic operations with them. If one axe is worth four spears, then one shall not be happy to exchange his two axes against six spears. Here we meet again the cheater detection module. If we follow Cosmides’ argument and accept that we are endowed with a set of mechanisms for dealing with social exchange situations, then they could provide the urge for a great deal of mathematical advances. Recall that the CDM computes costs and requirements. They can consist of a single act or a single good, but they can also consist of repeated acts or of several goods. In this case, the unaided number sense would soon show his limits (e.g. the fact that it quickly becomes inaccurate). Language could be used to precise the numbers involved in the transaction. But as soon as language is used to establish the terms of the contract, the logical module enters the play. It would be very tempting to try to fool the other into believing that he is concluding an honest deal while you are duping him. And it would be very useful not to fall into that kind of trap. Thus the first mathematicians might have been swindlers and would be swindlees. The invention of cognitive artefacts (i.e. objects that help us to think) and the further advances of mathematics will confirm this trend. 37.000 years ago, someone made 29 notches on a baboon’s fibula. This is the first cognitive artefact created for mathematical purposes. What did the anonymous carver intend to keep track of, we will never know. But we know for sure that these notches belonged to the cultural domain of her number sense. They were intentionally created to fit in the domain of the number sense: they were an icon for the number 29. Thanks to this bone, a number could be indefinitely kept in memory and passed on with no communication mistakes to anybody. Calculations were made easier. But this is nothing compared to the next big step: the invention of writing, the cognitive artefact among all. Writing allows the storage of huge quantities of information and their unaltered transmission across generations. For the (then few) literates, this invention meant an explosion of their cultural domains. Their language comprehension module was no longer fed only by oral input, but also by written one. The 14



The fact that we find a particularity (words for small numbers here) in every culture needs not mean that they are innate; they may just be a Good Trick upon which every culture stumbled at least once (Dennett 1995). However, as already pointed, the emergence of a new module or link between modules ex nihilo is quite unlikely, so I prefer the explanation that relies on the reinforcement of existing links or modules.



same scheme that occurred for the oral language could be repeated with all the advantages provided by writing. Whereas the first cognitive artefacts (notches in bones) fed directly into the number sense, written symbols had to pass by the language module. In its turn, the language module, aided by the number sense, can give a meaning to the numerals (e.g. the quantity “six” for 6), and feed the logical module with it. So the logical module could now work with written symbols for numbers. With this new technique at hand, Babylonians devised advanced mathematics. One point is worth stressing here: all their algebra was expressed in words. They solved equations using rhetoric. This is a nice example of a direct application of the logical module, designed to do just that –rhetoric, for mathematics. Why did Babylonians devote so much work to mathematics? Their purposes can be divided into two groups: a more theoretical tradition dealt with astronomy and astrology, and a more practical one with finance, measurement, etc. I will not try to explain the mechanisms underpinning religious beliefs here, but Pascal Boyer has done so in a framework close to the one used here. Anyway, they sure are a force that can motivate people to do mathematics. For example, if your religious beliefs grant an importance to the cycles of the moon, it would be relevant to devise a way to predict the next full moon. As for the more practical purposes, a lot of them can be explained by the same urge we described above: to establish honest deals. To give but one example, Babylonians left us sophisticated tables of inverses, squares and cubes, used to calculate interest rates. We find a similar pattern among Egyptians, with mathematics relying heavily upon religious beliefs, but also well designed for practical purposes. Their system of unitary fractions gave them precise results, much more useful than approximations when it comes to the sharing of an inheritance or the exchange of goods with no money available. Then we meet the Greeks, who avowedly owed a great deal to Egyptians, but who revolutionized mathematical thinking in their own particular way. What is so special about the ancient Greeks? They were the first to do mathematics just for mathematics, with no practical use in sight. This probably came from their taste of formal proofs and sound logic. To explain these tastes, Richard Nisbett compiled the views of philosophers, historians and sociologists (Nisbett 2003). He explains how some particular ecological and economical conditions led to a distinctive kind of thought. One of his conclusions is that due to those conditions, ancient Greeks were endowed with a strong sense of agency. They were very conscious that they were individuals, with their own view of the world which could be quite different from their neighbour’s. And instead of trying to reconcile those different views of the world, they had a tendency to think that their own was better, and to try to convince the neighbour that he was wrong. This lead to their taste for public debates and arguments. Hence the development of rhetoric, and even of formal logic: “[Aristotle] is said to have invented logic because he was annoyed at hearing bad arguments in the political assembly and in the agora” (Nisbett 2003: 25). This last point is particularly interesting for us, and I will try to see in more detail what happened. When you must evaluate an argument or try to refute it, you can check its internal or its external consistency. Apparently, the Greeks favoured the former, and this can be indirectly tested. If we surmise, with Nisbett and his colleagues, that modern Western populations show some similarities with the Greek system of thought, we can go and test them. That is what they did (Norenzayan, Nisbett, Smith and Kim 2000), studying differences in the strength of the belief bias between Western and Eastern populations. The belief bias is the tendency to believe in a logically invalid conclusion that is plausible, and not to believe in a logically valid conclusion that is implausible. It is a measure of the relative importance given to internal coherence (validity of the deduction) vs. external coherence (plausibility of the conclusion). They found that belief bias was weaker for Westerners. Hence internal consistency was favoured. And it is the logical module that is in charge of checking the internal consistency. This is only one argument (and an indirect one at that) but others can be found in the literature reviewed by



Nisbett that show how much the Westerners (hence Greeks also, if we pursue this line of reasoning) rely on the logical module. More precisely, that means that if you wanted to be relevant in this context, you had better devise arguments that pass the test of the logical module. To do so, one can carefully design valid deductions, and this gives Aristotelian syllogisms. But the logical module is not error free, so one can create demonstrations that merely look logic but are flawed and this gives sophistic. Anyway, soon the proper domain of the logical module is overwhelmed and those new logical forms develop its cultural domain. The important thing is that each increase in the cultural domain of the logical module means (1) new standards of relevance if others want to interest and/or trick you and, (2) the ability to meet those standards yourself. When you learn new logical tricks, you are not impressed by them anymore, but you can use them to impress others. In a world where being logical plays an important part in being relevant, this process sets a positive feedback loop in motion: To be more relevant you devise new logical effects, after a while others get them, and they have to devise still new tricks, and so on and so forth…up to modern logicians and their complex logical systems. More precisely, in the feedback loop described above, two mechanisms can intertwine: arms race for manipulating the other and quest for relevance. The former is identical to the mechanism that promoted the logical module during our phylogenetic evolution: you devise more and more complex logical tricks for manipulation and defence against manipulation. The latter relies on a different mechanism: it is a by-product of your tendency to seek relevance while communicating. In the special context created by the Greeks, if you wanted to be relevant, you had to create new ways to aim at the domain of the logical module. This second phenomenon most likely played a more important role in cultural evolution. Concretely, it means that when someone devises a new advance in logic, it is not directly to manipulate his colleagues, but to impress them with the relevance of his invention. In this context, you had to respect the constraints imposed by the logical module, but that does not mean that you were restricted to it in your quest for relevance. Roughly, when you try to be relevant by taping in the logical module, you have three choices: (1) use your logical module to be relevant in another domain. That is what the Babylonians did: they used their number sense in conjunction with their logical module (in the form of rhetoric) to solve equations of algebra, and they did so because the results obtained where relevant for commerce, astrology, etc… (2) You can also design new logical effects that will be relevant for the logical module, and only for him. That is what the Greeks did when they invented formal logic. And, (3) you can use different inputs to feed the logical module in order to attain new levels of relevance for the logical module. When those other inputs come from modules related to mathematics, you obtain formal proofs of mathematical statements15. To summarize: “Science, in this view, is an extension of rhetoric. It was invented in Greece, and only in Greece, because the Greek institution of the public assembly attached great prestige to debating skill. […] A geometric proof is […] the ultimate rhetorical form.” (Cromer 1993: 144, quoted in Nisbett 2003: 3738) This created a new context in which not only did you had to respect the constraints of the logical module, but also the intuitions coming from other modules. Being relevant in this context meant devising formal mathematical proofs that were new and respected all those constraints. A positive feedback loop, similar to the one that occurred for logical thinking, may now engage. It led to the expansion of the cultural domains of several modules, including the number sense and the logical module, and the reinforcements of links between those modules, up to modern mathematicians. Moreover, remember that for Miller and Dessalles at least some features of language evolved as a means to display our abilities. This would give another rationale for the quest for relevance: not only would we seek relevance for the sake of 15



And when other inputs are used, perhaps does it lead to Western philosophy…



efficient communication, but also to boast. If this were to be true, we could analyse the respective part played by those two processes in cultural evolution in general, and in the historical evolution of mathematical thought in particular. So the answer to the question asked in the third part (why do we speak of quaternions or ZFC?) would be something like this: The forces of cultural evolution tinkered with our phylogenetic legacy, creating a set of formal mathematical knowledge; some individuals acquire parts of this set during ontogenetic development, and this creates a context in which their urge to be relevant will lead them to speak of quaternions or of ZFC. 6. Some tentative philosophical considerations In the framework of the philosophy of mathematics, where would those ideas fit? The more direct relevance of this proposals would probably bear on the “unreasonable effectiveness of mathematics”, to quote Eugene Wigner. To explain that, I will claim that mathematics are somehow empirical. I will begin by explaining how all the abilities we need to do mathematics were empirically acquired during our phylogenetic history. This is quite straightforward for the number sense and other basic capacities. They result from the innumerable experiments made during evolution. We can consider each new genetic change (mutation, duplication…) as a new experiment. Natural selection plays the role of the scientist: it sees which experiments work, and keeps them. What is the epistemic value of this process? We can assume that it is advantageous for organisms to be accurately informed about the environment they live in. Natural selection deals with the statistical regularities of the environment. If you place an organism in an environment in which one plus one always equals two, and if the capacity to understand such a relation is useful and cognitively accessible, then natural selection will probably endow the organism with the expectation that one plus one equals two16. The same is probably true of mental imagery: it would be quite useless if it did not reflect some properties of the world. To quote Roger Shepard: “The universality, invariance, and elegance of principles governing the universe may be reflected in principles of the minds that have evolved in this universe […]” (Shepard 2001: 581) Things get more indirect with the logical module. Here is how it relates to the external world: (1) As seen above, our perception and inference mechanisms should usually yield accurate information about the world. For the sake of the discussion, I will call this information true information. (2) When we communicate, we generally wish to communicate true information, but we can also try to fool others by communicating false information17. (3) The logical module evolved to sort out these two kinds of information. Therefore, it has an epistemic value. The logical module could be compared to a control system that checks the output of another instrument. Hence even if its relation to the world is indirect, it is there nonetheless. Moreover, the logical module should be quite efficient at sorting true from false information, because the non-efficient logical modules were selected out as their owners were duped. So we can say that the logical module has an epistemic value empirically acquired. But even admitting that those abilities were somehow empirically acquired during our phylogenetic evolution, one might say that this does not explain the whole edifice of modern mathematics. Obviously not, this is why I described a possible route of cultural evolution leading to modern mathematics from these abilities. The point I wish to make now is that every little piece of mathematical knowledge can be traced back to our more basic abilities. To explain this, I will take a very sketchy example. Let’s imagine two hypothetical human 16



The problem is then: can we ever be sure that natural selection endowed us with abilities that exactly reflect the world? I am quite pessimistic about the answer, given that the very capacities we use to search for it are also legacies from evolution. 17 Admittedly, we can sometimes manipulate by telling the truth, or advantage someone by lying to him, but I take for granted that these cases are exceptions.



beings endowed with all the modules needed, but with no cultural knowledge on top of it18. That is, no part of the domains of their modules is cultural. They begin to talk, and they try to be relevant. To do so, one of them uses his abilities to devise an utterance that, once understood by the other, will fall into the cultural domain of one of his modules. The second one then uses his abilities in conjunction with this new knowledge to devise an utterance that will, in its turn, fall in the cultural domain of the first character. The mechanism of the feedback loop engages, and they acquire bigger and bigger cultural domains. The important point here is that every little advance can be traced back to the initial, bare modules. Our two protagonists have children. As they grow up, the children quickly see their cultural domains widen at a far more important rate than the ones of their parents. They take cultural evolution were their parents had left it, and the same mechanism engages. But even in this case, every single piece of knowledge possessed by the descendants can be traced back to the moment it was first created. Our ancestors invented more and more efficient ladders to step on the shoulder of giants (from notches in bones to encyclopaedias) but the basic mechanism remains the same. More formally put, it would give something like: The initial modules are symbolised by X. Our first individuals just had X. Then, using these capacities, they devised the first Y, i.e. the first cultural invention. Y is entirely explainable in terms of X. They went on and from X+Y, devised Y’, which is entirely explainable in terms of X+Y. From X+Y+Y’, they created Y’’, and so one and so forth. Now we have an awful lot of “ ’ ”, and not only Y, but also W, T, J… but in theory (not in practice, admittedly) we can explain each new component in terms of its antecedent, and so go back to the bare modules. What are the conclusions? That mathematics, even advanced ones, is somehow derived from abilities that were empirically acquired during our phylogenetic history. So maybe their effectiveness is not so unreasonable. I am even tempted to say that it is more interesting to take the problem in the other way around: what can the effectiveness of mathematics tell us about their evolution? This leads to a different, somewhat weaker, version of the indispensability argument: (P1) cognitive mechanisms of which products are good at explaining the world, particularly those related to science, must have evolved to efficiently reflect some aspect of the world; (P2) the cognitive mechanisms underlying mathematics yield products that are not only good, but probably indispensable to understanding the world; (C) therefore, the cognitive mechanisms underlying mathematics must efficiently reflect some aspect of the world. This argument confirms the above statements about the number sense and the logical module. It is particularly relevant for the logical module: the fact that logic, in conjunction with other abilities, yielded so many important results in science, may be used as a good indicator that the logical module has an epistemic value, i.e. is quite good at sorting out true from false propositions. This whole argument could give credence to the idea of some mathematicians that mathematical or logical ideas can be evaluated by their efficiency. For example, in the battle around the excluded middle, some have claimed that they prefer to stick to this principle because it is indispensable to huge branches of mathematics, some of them used in science. This very fact might indicate that the excluded middle principle is a component of our logical module. And if it is really the case, then perhaps it is here for a good reason: because it reflects some property of the world. However, one should be very cautious with this kind of claims, and investigating other cultures is indispensable before we can draw any conclusion. In the case of the excluded middle, this principle may seem more intuitively appealing to Westerners than to Easterners (see Nisbett (2003) for clues in this direction). To be sure that any cognitive mechanism is anywhere near universality, we should look for it in several very different cultures. Otherwise, we might be lured into thinking that the cultural development of some trait is the norm. 18



They are hypothetical indeed. Cultural and classical evolution interacted for some times, but I don’t think this would really interfere with the argument.



Moreover, each culture can bring new clues as to the way cultural selection can tinker with our cognitive mechanisms, and therefore clues to those very mechanisms. The ideal case would be to study a culture, see it split into two sub-cultures that differ only for one trait, and test the influence of that difference on the cognitive mechanisms of the members of the two cultures. Obviously this cannot be done. Nonetheless, systematic studies of cultural variability will surely shed light on the influence of ecological or socio-economical traits of a culture on its members, but will also illuminate our understanding of universal cognitive mechanisms. 7. Conclusion This chapter tried to show that we can use methods drawn from evolutionary psychology to explore some universal cognitive modules that are useful for mathematics. This point was illustrated with several modules, like the number sense which is now quite well defined within several fields (neurosciences, cognitive and developmental psychology, comparative studies). It then went on to explain how cultural evolution, pushed forward by the search of relevance in communication, can tinker with these modules. In this context the case of ancient Greece seems particularly important since it is the purported place of birth of formal logic and formal mathematics. A tentative explanation of this phenomenon is given using a broadly Sperberian framework and the findings of Richard Nisbett. If the ideas exposed are correct, they give some clues as to why mathematics is so effective in science. So this chapter uses ideas related to evolutionary epistemology since it postulates that phylogenetic evolution as endowed us with epistemic capabilities. It opens to language and culture in ways not often followed, by stressing the importance of cognitive mechanisms in cultural evolution.
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