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Abstract. We present an approximation method that solves a class of Decentralized hybrid Markov Decision Processes (DEC-HMDPs). These DEC-HMDPs have both discrete and continuous state variables and represent individual agents with continuous measurable state-space, such as resources. Adding to the natural complexity of decentralized problems, continuous state variables lead to a blowup in potential decision points. Representing value functions as Rectangular Piecewise Constant (RPWC) functions, we formalize and detail an extension to the Coverage Set Algorithm (CSA) [1] that solves transition independent DECHMDPs with controlled error. We apply our algorithm to a range of multi-robot exploration problems with continuous resource constraints.
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Introduction



Autonomous exploratory robots roam unknown environments where uncertainty is pervasive. For a single robot, a prevalent direct or indirect consequence of the uncertainty is observed in the form of highly variated resource consumption. For example, the terrain soil or slope directly affects a rover’s battery usage: this potentially leads to high failure rates in the pursuit of rewarded objectives. In such a case, the best strategy is an optimal trade-off between risk and value. It comes in the form of a tree of actions whose branches are conditioned upon resource levels [6]. The multiagent problems can be represented as decentralized hybrid Markov decision problems (DEC-HMDPs). Versions of dynamic programming (DP) that solve centralized HMDPs use functional approximations to the true value functions. They can find near-optimal policies with controlled error [4, 7, 8]. Discrete decentralized MDPs (DEC-MDPs) have been proved to be of high computational complexity [2], ranging from PSPACE to NEXP-complete. A handful of recent algorithms can produce optimal solutions under certain conditions. [3] proposes a solution based on Dynamic Programming (DP), while [12] extends point based DP to the case of decentralized agents, and [13] applies heuristic search. Of particular interest to us in this paper, work in [1] has focused on transition-independent decentralized problems where agents do not affect each other’s state but cooperate via a joint reward signal instead. However,



these algorithms are not targeted at the solving of DEC-HMDPs and cannot deal efficiently with the continuous state-space. In this paper, we study the solving of transition independent DEC-HMDPs. Our theoretical approach remains within the brackets of [1]. This approach is attractive because it allows to consider each agent individually: the core idea is to compute the coverage set of each agent, that is the set that regroups the agent strategies such that all of the possible behaviors of the other agents are optimally covered. Therefore the continuous decision domains of individual agents can be decoupled during the computations. We extend the Coverage Set Algorithm (CSA) to DEC-HMDPs. We show how to aggregate those continuous Markov states for which an agent coverage set is identical. This eases the computations drastically as the algorithm considers far fewer points than a naive approach. The true joint value function of the multiagent problem is approximated with controllable precision. Our contribution is twofold. First, we bring the formulation and the computational techniques from the solving of HMDPs to that of DEC-HMDPs. Second, we solve problems of increasing difficulty in a multiagent version of the Mars rover domain where individuals act under continuous resource constraints. Results shed light on the relation between the computational complexity of the problems, and the level of collaboration among agents that is expressed in the domain. In Section 2 and 3 we detail computational techniques for continuous and decentralized problems respectively, and formulate the general problem. In section 4 we present our solution algorithm. Section 5 provides a thorough analysis of the algorithm on decentralized planning problems with various characteristics. While to our knowledge this is the first algorithm to near optimally solve this class of DEC-HMDPs, much work remains, and we briefly outline future research threads in section 6.
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Decision Theoretic Planning for Structured Continuous Domains



A single agent planning problem with a multi-dimensional continuous resource state is a special case of a hybrid MDP (HMDP). 2.1



Hybrid Markov Decision Process (HMDP)



A factored Hybrid Markov Decision Process (HMDP) is a factored Markov decision process that has both continuous and discrete states. Definition 1 (Factored HMDP). A factored HMDP is a tuple (N, X, A, T, R, n0 ) where N is a discrete state variable1 , X = X1 , · · · , Xd is a set of continuous variables, A is a set of actions, T is a set of transition functions, R is a reward 1



Multiple discrete variables plays no role in the algorithms described in this paper and for simplifying notations we downsize the discrete component to a single state variable N.



function. n0 is the initial discrete state of the system, and Pn0 (x) the initial distribution over continuous values. The domain N of each continuous variable Xi ∈ X is an interval of the real line, and X = i Xi is the hypercube over which the continuous variables are defined. Transitions can be decomposed into the discrete marginals P (n′ | n, x, a) ′ ′ ′ and conditionals R P (x ′| n, x, a, n′ ). For all (n, x, a, x ) it holds P the continuous ′ n′ ∈N P (n |n, x, a) = 1 and x∈X P (x |n, x, a, n ) = 1. The reward is assumed to be a function of the arrival state only, and Rn (x) denotes the reward associated with a transition to state (n, x). The reward function in general defines a set of goal formulas gj , j = 0, · · · , k. Thus the non-zero Rn (x) are such that n = gj , and noted as the goal reward Rgj (x). We consider a special case of HMDP in which the objective is to optimize the reward subject to resource consumption. Starting with an initial level of nonreplenishable resources, an agent’s action consumes at least a minimum amount of one resource. No more action is possible once resources are exhausted. By including resources within the HMDP state as continuous variables, we allow decision to be made on resource availability. Typically time and energy are included as resources. This model naturally gives rise to over-subscribed planning problems, i.e. problems in which not all the goals are feasible by the agent under resource constraints. Over-subscribed problems have been studied in [11, 14] for deterministic domains, and in [9] for stochastic domains. Here, it leads to the existence of different achievable goal sets for different resource levels. Each goal can be achieved only once (no additional utility is achieved by repeating the task), and the solving of the problem leads to a tree-like policy whose leaves contain achieved goals and branches depend on resource levels. 2.2



Optimality equation



The Bellman optimality equation for a bounded-horizon HMDP is given by Vn (x) = 0 when (n, x) is a terminal state. Z hX i Vn (x) = max P (n′ | n, x, a) P (x′ | n, x, a, n′ )(Rn′ (x′ ) + Vn′ (x′ ))dx′ a∈An (x)



x′



n′ ∈N



(2.1) where An (x) is the set of eligible actions in state (n, x), and a terminal state such that An (x) = ∅. Given a HMDP with initial state (n0 , x0 ), the objective is to find a policy π : (N × X) → A that maximizes the expected cumulative reward. Given a policy π, Pn (x | πi ) represents the state distribution over resources in state n under the policy π. It is given by Pn (x) = Pn0 (x) when (n, x) is the initial state. X Z Pn′ (x′ | πi )P (n | n′ , x′ , a)P (x | n′ , x′ , a, n)dx′ Pn (x | πi ) = (n′ ,a)∈ωn



X′



where ωn = {{n′ , a} ∈ N × A : ∃x ∈ X, Pn′ (x | πi ) > 0, πi (x) = a}.



(2.2)



4000



3500



3000



50 40



2500 30 20



2000



10



1500



0 40 35 30 40



25 20



1000



30 15



20



10



500



10



5 0



0



0 0



(a) Initial discrete state value function: the humps and plateaus each correspond to achieving a goal.
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(b) Dynamic partition of the continuous space.



Fig. 1. Initial discrete state value function for an HMDP with two goals and two resources.



Dynamic programming for structured HMDPs Computationally, the challenging aspect of solving an HMDP is the handling of continuous variables, and particularly the computation of the continuous integral in Bellman backups and equations 2.1 and 2.2. Several approaches exploit the structure in the continuous value functions of HMDPs [4, 7, 8]. Typically these functions appear as a collection of humps and plateaus, each of which corresponds to a region in the state space where similar goals are pursued by the policy. The steepness of the value slope between plateaus reflects the uncertainty in achieving the underlying goals. Figure 1(a) pictures such a value function for a three goals, two resources problem. Taking advantage of the structure relies on grouping those states that belong to the same plateau, while naturally scaling the discretization for the regions of the state space where it is most useful such as in between plateaus. This is achieved by using discretized continuous action effects to partition the continuous state-space, thus conserving the problem structure. It contrasts with the naive approach that consist in discretizing the state space regardless of the relevance of the partition. Figure 1(b) shows the state grouping result for the value function on the left: discretization is focused in between plateaus, where the expected reward is the most subjected to action stochastic effects. Theorem 1 (From [4]). For an HMDP such that Vn′ (x) is Rectangular Piecewise Constant (RPWC), then Vn (x) computed by Bellman backup (Equation 2.1) is also RPWC. Our implementation follows [4] and represents both value functions and continuous state distributions as kd-trees [5]. Tree leaves are RPWC values and probabilities. We have implemented the two main operations that solve equa-



tions 2.1 and 2.2 respectively, and that we refer to as the back-up and convolution operators.
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Decentralized HMDPs (DEC-HMDPs)



Now, we consider any number of agents, operating in a a decentralized manner in an uncertain environment, and choosing their own actions according to their local view of the world. The agents are cooperative, i.e. there is a single value function for all the agents. This value is to be maximized, but the agents can only communicate during the planning stage, not during the execution, so they must find an optimal joint policy that involves no exchange of information. Definition 2 (Factored Locally Fully Observable DEC-HMDP). An mˆ0 ). N is a set agents factored DEC-HMDP is defined by a tuple (N, X, A, T, R, N of m discrete variables Ni that refer N to each agent i discrete component, and ni m denotes a discrete state in Ni . X = i=1 Xi is the continuous state space, and xi denotes a continuous state in state-space Xi . A = A1 × · · · × Am is a finite set of joint actions. T = T1 × · · · × Tm are transitions functions for each agent i. R is the reward function, and Rn (x) denotes the reward obtained in joint state (n; x). N0 = {ni0 }i=1,··· ,m are initial discrete states, with initial distributions over continuous values {Pni0 (x)}i=1,··· ,m . In this paper, we focus on the class of transition-independent DEC-HMDPs where an agent actions have no effects on other agent states. However agents are not reward-independent. 3.1



Reward Structure



The reward function for a transition independent DEC-HMDP is decomposed into two components: a set of individual local reward functions that are independent; a global reward the group of agents receives and that depend on the actions of multiple agents. We assume a set of identified goals {g1 , · · · , gk }, each of which is known and achievable by any of the m agents. Basically, a joint reward structure ρ is the distribution of a global reward signal over combinations of agents over each goal. In other words, ρ maps the achievement of a goal by possibly multiple agents to a global reward (or penalty), added to the system global value. For example, in the case of multiple exploratory robots, it would model a global penalty for when several robots try to achieve the same goal. The joint reward structure articulates the effect of individual agent actions on the global value function of the system. Thus the joint reward value for a set of given policies, one per agent, is a linear combination of the reward signals and the probability for each agent to achieve each of the goals. For simplifying the notations, we formally study the case of a single combination of agents per goal: JV (ρ, x1 , · · · , xm | π1 , · · · , πm ) =



k X j=0



cj (x1 , · · · , xm )



m Y l=1



Pgj (xl | πl )



(3.1)



where the cj are the global reward signals of ρ, and P the Pgj (x | πi ) naturally derive from equation 2.2 such that Pgj (x | πi ) = n s.t. n|=gj Pn (x | πi ). Now, the global value GV of a joint policy for all agents can be expressed as the joint gains of individuals and the global signals. GV (x1 , · · · , xm | π1 , · · · , πm ) m X Vn0i (xi ) + JV (ρ, x1 , · · · , xm | π1 , · · · , πm ) . (3.2) = i=1



The optimal joint policy thus writes ∗ {π1∗ (x1 ), · · · , πm (xm )} = argmaxπ1 ,··· ,πm GV (x1 , · · · , xm | π1 , · · · , πm ) .



3.2



Cover Set Algorithm (CSA)



The influence of other agents on an agent’s policy can be captured by the probabilities these agents have to achieve each of the goals and thus rip some of the reward. We denote subscription space the |k|-dimensional space of agent probabilities over goal achievements. In [1] this space is referred to as the parameter space. In a factored DEC-HMDP, the continuous state often conditions the reachability of the goals. Therefore the parameter space is resizable and related to the goal subscription of each agent. Points in the subscription space are referred to as subscription points. Definition 3 (Subscription Space). For two agents, the subscription space for k goals {gj }j=1,··· ,k is a k-dimensional space of range [0, 1]k . Each policy π over joint continuous state x corresponds to a subscription point s such that s = [Pg1 (x), · · · , Pgk (x)]. Following [1], and for m MDPs, the CSA has three main procedures. Procedure augment(M DPi , ρ, s), that creates an augmented MDP: an agent’s MDP with reward enriched with the joint reward ρ evaluated at a given subscription point s. Procedure CoverageSet(M DPi , ρ) that computes the optimal coverage set, that is the set of all optimal policies for one agent, considering any possible policy applicable by the other agents. This set is found by sequentially solving series of augmented MDPs at carefully choosen subscription points. Given agent’s coverage sets, procedure CSA(M DP1 , · · · , M DPm , ρ) finds the optimal joint policy. The optimal joint policy returns the maximal global value. Algorithm 1 puts the three main steps of the CSA together for a two agents problem. The algorithm remains similar for a larger number of agents. Unfortunately, by lack of space, we need to refer the reader to [1] for the necessary foundations and algorithmic details of the CSA.
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Solving Transition-Independent DEC-HMDPs



This section extends the CSA from DEC-MDPs to DEC-HMDPs.



1: Input: M DP1 , M DP2 , ρ. 2: optimal coverage set ← CoverageSet(M DP1 , ρ) (Algorithm 2). 3: for all policies π1 in optimal coverage set do 4: Augment(M DP2 , ρ, s1 ) with s1 subscription point computed from π1 . 5: policy π2 ←“solve augmented M ” DP2 . 6: GV ∗ = max GV ∗ , GV (π1 , π2) . 7: return GV ∗ and optimal joint policy (π1∗ , π2∗ ).



Algorithm 1: Cover Set Algorithm for 2 agents [1] (CSA(M DP1 , M DP2 , ρ)).



4.1



Policy value in the subscription space



We assume the Rgj (x) and cj (x) of relation 3.1 are Rectangular Piecewise Constant (RPWC) functions of x. An RPWC is a rectangular partition of the statespace by a set of rectangles, each with a constant value. The agent transitions Ti are approximated with discrete (dirac) or RPWC functions, depending on the approximation method [4, 7]. DP leads to value functions that are represented by tuples (dj , ∆j ) where the dj are real, and the ∆j form a rectangular partition of the state-space. Figure 3(a) depicts RPWC value functions. Following [1] an augmented HM DPisl for agent i, for a subscription point sl computed from a policy of agent l is such that: Rg′ j (xi , xl ) = Rgj (xi , xl ) + Pgj (xl | πl )cj (xl , xi ) Z Pgj (xl | πl )cj (xl , xi )dxl . Rg′ j (xi ) = Rgj (xi ) + Xl



RGiven that individual agents’ resource spaces are independent, Pgj (xi | πl ) = P (xl )dxl . Xl gj Theorem 2 (Adapted from [1]). If Rgj (x), cj (x) are RPWC for all goals j = 0, · · · , k and states n ∈ N , the value of a policy πi for HM DPisl is Piecewise Linear (PWL) in the subscription space. Proof. From theorem 1, and suming over all goals: Vns0l (xi , xl ) = i



k X



Pgj (xi | πi )Rg′ j (xi , xl )



k X



i h Pgj (xi | πi ) Rgj (xi , xl ) + Pgj (xi | πl )ck (xi , xl )



j=0



=



j=0



Vns0l (xi ) i



= Vnˆ 0i (xi ) +



Z



JV (ρ, xi , xl | πi , πl )dxl



(4.1) (4.2)



Xl



The optimal coverage set (OCS) is defined as the set of optimal solutions to augmented HMDPs.



Definition 4 (Optimal Coverage Set (OCS)). The OCS for agent i is the set of optimal policies to augmented HM DPisl such for any point sl of the subscription space: OCSi = {πi | ∃sl , π = arg max (Vnˆs0l (xi ))} ′ πi



(4.3)



Relation 4.2 shows that solutions to augmented HMDPs form a set of linear equations if goal rewards and joint reward signals are RPWC. The solving of the linear equations yield the Pgj (xi |πl ) that are the subscription points of interest. Given a policy π(xi ) with value Vn0i (xi ) for all xi ∈ Xi , we note planes(πi (Xi )) the set of hyperplanes (planes in short) defined over the subscription space by equation 4.2. 4.2



Computational Solution to the discrete problem



Let us consider an MDP with a single resource fixed point. Since the subscription space is continuous, there are infinitely many joint reward values w.r.t. this space. Thus there are infinitely many MDPs to be considered for each individual agent. However, those that are relevant correspond to policies of other agents. Thus there is a finite number of MDPs of interest. It follows that the coverage set must be finite. Theorem 2 ensures that the value of an agent policy w.r.t. other agent strategies is linear the subscription space of these agents’ policies. This is also easily seen from relations 3.1 and 3.2, and it implies that the relevant subscription points can be found by solving sets of linear equations. These equations define hyperplanes that are agent optimal policy values w.r.t to the subscription space. Hyperplane intersections yield the subscription points of interest. Computing augmented MPDs at these points recursively builds the optimal coverage set of an agent. At these points, the agent must change policy w.r.t. to the subscription space. A case-study computation is pictured on figure 2. 4.3



Computational solution to the continuous problem



Relaxing the hypothesis of a single fixed resource point produces an infinite number of policy values per subscription point. The original CSA cannot directly deal with this problem since it would be forced to consider infinitely many linear equations. A possible extension to the CSA for solving equation 4.2 is to consider a high number of naively selected resource points. In practice this can work for problems of reduced size. But most notably, it does not take advantage of the structure of the continuous space w.r.t. to problem. However, several situations occur that can be exploited to build a more scalable solution: 1. As exposed in section 2, value functions in equation 4.2 exhibit a structure of humps of plateaus where continuous points can be regrouped. 2. Several agent policies have similar values over part of the resource space. 3. Similarly, agent policies can be dominated in sub-regions of the resource space.
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Fig. 2. Cover Set computation for an agent i over single goal, and a single resource point. Vns01 (x)
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(a) RPWC value functions for two optimal policies at subscription points s0 = 0 and s1 = 1.



(b) The Coverage Tree (CT) groups the continuous Markov states that yield identical coverage sets.



Fig. 3. Grouping the OCS over continuous Markov states with a Coverage Tree.



Situation 1 is already exploited by the DP techniques mentionned in section 2. Situation 2 can potentially lead to great saving in computation, and this is precisely what our algorithm is designed for. To see this, consider a two agents problem with multiple goals. Imagine agent 1 often performs the same goal first as it lies near its initial position, and that it does so before dealing with remaining targets. In this case, many of the solution policies to augmented HMDPs could be regrouped over resources while w.r.t. different subscription points. In other words, identical sets of linear equations can cover entire regions of the continuous state-space. Situation 3 considers the dual problem where policies, and thus linear equations, are dominated in localized regions of the continuous space. Eliminating these policies locally is key to computational efficiency. 4.4



Implementation



Our implementation represents and manipulates value functions and probability distributions as kd-trees [5]. The number of continuous dimensions does not affect



1: Initialize boundaries to Pgj = 0; Pgj (x) = 1 for all j = 0, · · · , k. 2: Initialize coverage set to ∅, planes=empty CS, subscription points=find intersections of boundaries. 3: repeat 4: for all s in subscription points do 5: Remove s from subscription points. 6: Do Augment(HM DPi , ρ, s). 7: πi∗ (Xi ) ← solve augmented HM DPi . 8: Do planes ← planes ∪ planes(πi∗ (Xi )). 9: Do Depth First Search in planes and prune dominated planes in leaves. 10: If πi∗ (xi ) is not dominated over X, add πi∗ (xi ) to the coverage set. 11: subscription points ← find intersection points of planes ∪ boundaries. 12: until subscription points is empty



Algorithm 2: Coverage (CoverageSet(HM DPi , ρ)).



Set



computation



for



HM DPi



this representation. Each Vns0l (xi ) calculated with equation 4.2 is also captured i by a kd-tree. Therefore, an OCS translates into a special kd-tree whose leaves contain the linear equations in the subscription space defined by 4.2. We refer to this tree as the Coverage Tree (CT). Each node of the CT corresponds to a partition of the continuous state-space of an agent. Moving from the root toward the leaves yields smaller regional tiles. Within a tree leaf lay the linear equations that define the coverage set for continuous Markov states within this tile. Figure 3(b) pictures the CT for two RPWC functions at different subscription points, on figure 3(a). The linear equations are solved locally within each tile. Access to the leaves requires a depth-first search of the CT. The max operator of relation 4.3 leads to a pruning that is performed within each leave. It thus removes dominated equations. Dominance is computed by solving a linear program. Whenever a policy is dominated in all leaves, it can be eliminated from the OCS. Algorithm 2 computes the optimal coverage set of an HMDP. It recursively grows a set of subscription points of interest at which it solves augmented HMDPs. planes is represented by a CT. It groups continuous Markov states that are covered by identical sets of linear equations (step 8). It solves these equations (step 11), augments HMDPs (step 6) and solves them (step 7) by performing DP. Step 8 is a crucial source of complexity since it unionizes all policy planes in the subscription space over the continuous state-space. This union of planes is a kd-tree intersection [10]. The sequential processing of subscription points yields an equivalently denser mesh of continuous regions, and thus a deeper CT. To mitigate the blowup in the number of tree leaves, leaves with identical coverage sets are merged.
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Results



Experimental Domain We consider a multi-robot extension to the Mars rover domain [6]. Robots have internal measurable continuous resource states and navi-



gate among a set of locations. Some are goal locations where robots earn reward for performing analyses. Both navigation and analyses stochastically consume individual continuous resources, time and/or energy. Continuous state is irreversible since no action can be performed when resources are exhausted. Therefore an optimal policy for a robot is in the form of a tree whose branches are conditioned upon resource values [6]. The Mars rover domain has been widely studied and results can be found in [1, 9, 4, 7, 8]. We study two variations of the reward structure: a non collaborative (NCL) form where for each goal that is achieved more than once the system suffers a penalty that is equal to that goal reward; a collaborative (CL) form where full reward can only be obtained by a succession of unordered analyses, one per robot.



Table 1. Results on exploration problems. m: number of agents;X:resource dimensions;G:number of goals;rds:reachable discrete states;rms:reachable Markov states given the problem’s action discretization;ssp:subscription space size;ocs:optimal cover set size;I:number of computed plane intersections;HM DP s:number of solved HMDPs;pp:number of pruned policies;ph:number of pruned planes;time:solving time;b:number of branches in the optimal joint policy;size:number of actions in the optimal joint policy. Model



m X G rds



sp2 1d sp2 2d sp3 1d sp3 1d 3a sp3 2d sp4 1d sp5 1d sp5 1d 3a



2 2 2 3 2 2 2 3



1 2 1 1 2 1 1 1



2 2 3 3 3 4 5 5



≈ 210 ≈ 210 ≈ 215 ≈ 223 ≈ 215 ≈ 219 ≈ 221 ≈ 232



sp2 1d sp2 2d sp3 1d sp3 1d 3a sp3 2d sp4 1d sp5 1d sp5 1d 3a



2 2 2 3 2 2 2 3



1 2 1 1 2 1 1 1



2 2 3 3 3 4 5 5



≈ 210 ≈ 210 ≈ 215 ≈ 223 ≈ 215 ≈ 219 ≈ 221 ≈ 232



rms ssp ocs I HMDPs pp Non Collaborative problems ≈ 218 2 3 420 16 10 ≈ 225 2 4 2560 38 30 ≈ 224 3 27 46270 84 30 ≈ 230 9 17 770484 186 145 ≈ 224 3 8 107555 19 3 ≈ 228 4 31 121716 147 85 ≈ 227 5 32 746730 164 75 ≈ 237 15 85 170M 2735 1768 Collaborative problems ≈ 218 2 2 300 8 4 ≈ 225 2 4 2240 52 44 ≈ 224 3 4 21455 21 13 ≈ 230 9 17 592020 181 136 ≈ 224 3 2 44905 13 4 ≈ 228 4 7 83916 49 35 ≈ 227 5 13 107184 62 38 ≈ 237 15 113 125M 3679 1497



ph



time (s) br size



12 0.29 2 22 3549 25.56 7 39 18055 104 4 36 10762 233 11 87 5457 22.4 8 48 41816 1007 21 241 15245 2246 18 94 128570 44292 27 160 18 0.16 2 22 5040 65.3 8 62 4946 30.55 8 78 10642 164 11 101 7290 33.4 44 234 14084 359 35 313 5858 820 65 303 149074 72221 74 380



Planning results We run our planner on several problems with variated parameters. Table 1 present results on NCL and CL problems. NCL problems exhibit a more complex structure than CLs: larger cover sets, high number of intersections, and more HMDPs solved. However, they produce optimal plans that are



more compact and with less branching on resources than those produced for CL problems. This can be explained as follows. First, individual agents involved in a NCL problem are more dependent on the strategy of others, since they are forced to avoid goals possibly achieved by others. This leads to more intersected planes, and more meaningful subscription points. On the other hand, collaborative agents are facing more goals, and thus choose strategies with more branches, and thus actions. However, in CL problems, goals are less constrained by other agents behavior, and greedy policies of individuals are more likely to be globally optimal. Overall, the small size of the optimal cover sets (OCS) is striking. The observed difference between that of CL and NCL problems is explained by the number of meaningful points in the subscription space. In NCL problems, agents must distribute the goal visits among themselves. A consequence is that numerous joint policies achieve the same maximum global plan value. In CL problems, the set of optimal joint policies (and global Nash equilibria) is reduced since agents have interest in visiting all goals. A good measure of the efficiency of our algorithm is given by the number of pruned policies and planes. A naive approach that considers the isolated continuous Markov states would not group the planes, and thus not be able to perform the two pruning steps. Clearly, using the problem structure drastically eases the computational effort. Subscription space analysis In over-subscription problems, the amount of initial resources determines the reachable states and goals. The size of the OCS is not a linear function of the initial resources (figure 4(a)). This is because the difficulty of a decision problem varies with the level of resources: as risk is high, optimal policies for agents with low resources tend to exhibit many branches. High level resources in general lead to simpler, because less constrained, policies. Thus similarly, the size of the OCS scales with the difficulty of achieving a good risk vs. reward trade-off. However, the number of goals, that is the size of the subscription space is expected to be a main driver of problems’ complexity. Figure 4(b) pictures solving results w.r.t. the number of goals. Clearly, the solving time is crucially affected. Interestingly, the number of solved HMDPs drops with more goals. This is a typical consequence of the over-subscribed nature of the considered problems: adding more goals can ease up the local decision of individual agents by dominating the expected reward of more risky goals. Global value function Figures 4(c) and 4(d) respectively report the global value functions for both CL and NCL versions of a three goals problem with two agents, and a single resource dimension per agent. The expected reward is better balanced among agents by the solution policy to the CL problem. Subscription points per resource The efficiency of our planner can be studied by looking at the resource partitioning achieved by the CST. Our planner regroups resources with identical cover sets. As seen above, decision is more
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(a) Global value and optimal cover set size w.r.t. initial resources on a 3 goals problem with a single resource.



(b) Planning result w.r.t. the number of goals. We used a 5 goals problem and removed goals while keeping all locations.



(c) Non-Collaborative problem: agent 2 leaves two goals to agent 1. This accounts for the clear asymmetry in the value function.



(d) Collaborative problem: the symmetry of the function comes from the fact that both agents have incentive to visit all goals.



Fig. 4. Planning results (1).
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(c) Precision control.
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Fig. 5. Planning results (2).
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difficult in certain regions of the resource space than in others. It follows that meaningful subscription points are not uniformly distributed in the resource space. Figure 5(a) pictures the number of meaningful points for a NCL problem with two resources. Interestingly, regions that correspond to high resource levels support very few subscription points. This means that for these levels, an individual agent can drive the game and is almost independent. Figure 5(b) pictures the partition of the resource space achieved by the CT for the same problem. As can be seen, the upper right corner of high resource levels is captured by a single tile. Error control Figure 5(d) reports on the algorithm’s behavior when varying the discretization step of the Ti . As expected, the number of plane intersections jumps exponentially as the step closes zero. The plan value does not vary significantly and this shows that the algorithm returns solutions that are close to the optimal. Similarly, varying the numerical precision on real values dj does not affect the plan value significantly. This is reported on figure 5(c). These results are encouraging, and we believe our algorithm efficiently reduces the computational burden of finding near-optimal plans for DEC-HMDPs, and does so while remaining very close to the true functions.
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Conclusion



We have formalized the extension of the CSA to agents modelled as HMDPs. To our knowledge, this paper reports on the first multiagent planner for agents with continuous independent state-spaces. Performances are promising, but much research remains, mostly on non transition independent DEC-HMDPs. We note that our technique does not apply straightforwardly to existing planners for DEC-MDPs and DEC-POMDPs [3, 13, 12]. This is because agent action spaces cannot be easily decoupled. However, we have reasons to believe that policies with equal expected reward in local continuous regions are often found around Nash equilibria. Therefore the grouping of individual agent policies appears to be a good prospect. We also note that other techniques for solving HMDPs such as [8] use analytical building blocks. They yield a usable partition of the continuous state-space and can be used to further improve our planner at no cost. Acknowledgements Emmanuel Benazera is supported by the DFG under contract number SFB/TR-8 (A3).
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