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Abstract-In the context of autonomous network management, the Autonomic Managers (AMs) need to collect management information from other elements in order to infer an overall state of the network considered by the decision making process. Two concurrent strategies are commonly used to achieve this



performance of these aggregation categories in order to learn exactly when using each of them. In this paper, we propose a comparative study of the performance of situated and global aggregation schemes. For



operation. On one hand, approaches based on a situated view only



this we implement three typical aggregation schemes, one from



gather information in a bounded neighborhood, thus providing a



the situated view with two global ones, a gossip and a tree



high reactivity to AMs for control operations. On the other hand, approaches based on a global view provide a good accuracy at the cost of a larger convergence time. Being able to choose the best approach in a given context is crucial to ensure the efficiency



aggregation schemes. Then, we compare them according to standard evaluation criteria that are convergence time, compu tation and communication costs, scalability and accuracy.



of an autonomous management system. Thus, in this paper, we



This paper is organized as follows. We first present the



perform an exhaustive performance analysis of these approaches



related work on the evaluation of aggregation schemes in



by considering typical schemes of both of them, namely a one-hop and two-hops situated view against gossip- and tree-based global aggregation schemes. Metrics we consider are the convergence time, communication and computation cost, scalability and the



Section II. We give an overview of the existing global and situated aggregation schemes and we describe the aggregation schemes that we have implemented from each category in



accuracy of estimated aggregates. Given them, we show under



Section III. Subsequently, we present our evaluation of the



which conditions an approach outperforms the others.



developed schemes in Section IV. Finally, we conclude and



Index Terms-Autonomous Networking, Decentralized Aggre



we present our perspectives in Section V.



gation, Situated View, Management Information.



II. RELATED WORK Because of the emergence of several decentralized aggrega



I. INTRODUCTION



tion protocols, many studies have been performed in order to The



Autonomic



Managers



(AMs)



of



an



autonomous



compare their performance.



management system need to collect management information



Bawa et al. [1] propose a set of aggregation schemes for



from the network elements in order to infer an overall state



estimating basic aggregates on a P2P network. They compare



of the network for the decision making process. Thus, the



one gossip-based scheme Propagate2AII to two tree-based



performance of the management system is directly depending



schemes: SingleTree and MultipleTree. This study shows that



on the quality of collected information that must meet some



the tree outperforms the gossip in terms of time, communi



constraints such as accuracy, consistency and availability.



cation and computation costs, but the latter is more accurate



This information is collected through aggregation schemes



under churn. The authors compare these global schemes, but



according to a situated view (SV) where each node has the



do not discuss the situated view in their comparison.



knowledge of a subset of the network nodes or according to



Wuhib et al.



[2] present G-GAP (Gossip-based Generic



a global view (GV) where global aggregates are computed on



Aggregation Protocol), a gossip protocol for continuous moni



each node to infer the overall state within the network.



toring of aggregates, where the tradeoff between the estimation



Previous studies show that each aggregation scheme is



accuracy and the overhead can be controlled. G-GAP is an



efficient in a given context. For example, gossip schemes are



extension of the push-synopses scheme of [8]. The authors



less sensitive to faults and dynamics than tree ones, but they



compare G-GAP to GAP (Generic Aggregation Protocol), a



need more communication, computation and time to converge.



tree-based aggregation protocol that we describe in the next



Thus far, the existing evaluations on the aggregation schemes



section. Contrary to the first presented study, this evaluation



only propose to compare tree-based and gossip-based schemes.



shows that GAP outperforms the gossip protocol for compar



They do not include the situated schemes in their comparisons.



ative overhead, both in terms of accuracy and robustness.



So, we do not know how this technique behaves in comparison



Birman [3] discusses the strengths and limitations of gossip



to the global schemes. Thereby, there is a need to study the



schemes. On one hand, the author presents their advantages:
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simplicity, bounded load on nodes, topology independence and robustness to transient network disruptions. On the other hand, according to him, the small bounded message sizes and the rel atively slow periodic exchanges limit the information carrying capacity of gossip. Furthermore, gossip scales well in some dimensions but not for all. Gossip is also a community process where all the nodes are dependent upon the correct behavior of all other nodes. Therefore, a malicious or malfunctioning node can delay or even defeat the aggregation. This paper does not provide quantitative comparison results, but only a qualitative analysis of the gossip's limitations and strengths. In our previous work [4], we presented an overview of a set of decentralized aggregation schemes and provided a multi criteria classification of them. The provided theoretical com parison results of this study were collected from the literature. These results are limited, since the original experiments are performed under different test conditions. To summarize, according to these studies, gossip schemes ensure fault-tolerance. However, the large number of ex changed messages causes more cOlmnunication and compu tation overhead than tree-based schemes. Thereby, tree-based schemes execute themselves in a better convergence time and a lower communication and computation cost due to their optimization of the number of exchanged messages on the tree. However, their hierarchical structure with a unique path between each node and the root lets hierarchical schemes be more sensitive to faults than the gossip ones. Globally, these evaluation studies show that each of the aggregation categories is better than the other one in a given context. All these studies consider only global aggregation schemes. To the best of our knowledge there is no work in the literature that compares situated approaches with global ones. Thus, we do not know the performance of the situated schemes in comparison to the global ones. So, it is necessary to clearly identify when we need to use each of these aggregation categories for collecting aggregates. III. COMPARED AGGREGATION SCHEMES We develop and we implement three typical and representa tive aggregation schemes inspired from existing ones. In this section, we give a brief overview of them and we present the algorithms we implemented in our study. A. Global view



According to the global view, aggregates can be collected over a tree or through gossip. 1) Tree: This involves the use of a hierarchical structure for collecting aggregated management information. The com putation of aggregates is done hierarchically in a bottom up fashion. The aggregation algorithm converges when the computed global aggregate is available on the root of the tree [1]. In this category, we implemented a push tree-based ag gregation scheme that is a combination of GAP [5] and the deployment topology proposed in [6]. This scheme consists in a structured P2P overlay where all nodes communicate



their local aggregates through a DHT to a single root node. The latter computes an overall aggregate and uses a publish subscribe mechanism to spread it on all nodes that subscribed to the diffusion group concerning the monitored variable. A node does not know in advance the tree structure and its children, but it discovers it when messages are exchanged. As illustrated in Algorithm I, each node executes two different threads: an active and a passive one. The active thread (Algorithm l.a), executed once on a node i, initiates the information exchange. The passive thread (Algorithm l.b) waits for messages (msg) sent by an initiator to process them. Initially, each node i uses the GetParentO method to select its parent (line a.l) and sends it a couple (i, (Xrawi, 1)) including its Node! d, its raw value and its weight (line a.2). A node i that receives a message from a child j (line b.2), updates its local state over the update(msg) method (line b.3) where it calculates a new partial aggregate through those of all its children. It then forwards the new aggregate in a pair (i, (Xi, Wi» to its parent (lines b.4 and b.5). If node i is the root (line b.6) then it waits until it receives all its children's aggregates (line b.7), and it diffuses the global aggregate Xi over a publish-subscribe system on all the subscribed nodes (line b.8). Thus, each node that receives Xi (line a.3) updates its partial aggregate with the global one (line a.4). Algorithm 1 Push tree scheme executed by a node



(a) Active thread 1: 2: 3: 4:



p+---GetParentO send (i, (Xi, 1)) to p msg+---receive(j, Xj) statei+---update(msg)



i



(b) Passive thread 1: loop 2: msg+---receive (j, (Xj, Wj)) 3: statei+---update(msg) 4: p+---GetParentO 5: send (i, (Xi, Wi») to p if i is root then 6: wait until receive all aggregates 7: 8: diffuse (i, 9: end if' 10: end loop



�;)



2) Gossip: Unlike tree-based techniques, where nodes are organized into a tree, gossip-based schemes do not require a particular structure to perform aggregation. At each round of the aggregation process, a node contacts one or more of its neighbors usually chosen randomly and exchanges information with them [3], [7], [8]. Initially in the network, each node has only its own raw management information. The aggregation algorithm converges when the computed global aggregate is available across all the network nodes. The aggregation scheme developed here is based on the push-pull gossiping scheme [9] with symmetric information exchanges where both nodes send and receive their estimates. As illustrated in Algorithm 2, node i calls the GetNeigh bors(l) method to select uniformly at random one node j from the list of its direct neighbors IDl; which is obtained over the entire set of networks nodes (line a.2). Then, i sends to j a message (i, Xi) containing its local aggregate and waits for a response with the remote node j (line a.3). W hen it receives a couple (j, Xj) from j (line a.4), it updates its local
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state through the update(msg) method that computes a new



Algorithm 3 Pull situated view scheme on node



partial aggregate according to the selected aggregate function (line a.S). The node



i



(line a.6). W hen the passive thread (Algorithm 2.b) of node



i



(b) Passive thread



(a) Active thread



repeats the same process at each round



receives an exchange request message (line b.2), it replies



with its local aggregate (line b.3) and then it updates its local



1: 2: 3: 4:



j[])i+-GetNeighbors(all) send (i, h) to j[])i msg+-receive(j, Xraw) statei+-update(msg)



1)



Testbed and Simulation scenarios: We conducted our



state through the update(msg) method (line bA).



Algorithm 2 Push-pull gossip scheme executed by node 1: loop 2: j+-GetNeighbors(l) 3: send (i, Xi) to j 4: msg+-receive0, Xj)



5:



6: 7:



i



(b) Passive thread



(a) Active thread



statei+-update(msg) wait(round duration)



1: loop msg+-receive0, Xj) 2: 3: send (i, Xi) to j 4: statei+-update(msg) 5: end loop



i



1: loop 2: msg+-receive0, h) send (i, XrawJ to j 3: 4: h+-h - 1 if h > 0 then 5: 6: j[])i+-GetNeighbors(all) 7: send0, h) to j[])i 8: end if 9: end loop



evaluation in the FreePastry simulator, an open-source Java implementation of the Pastry DHT [13]. In order to provide realistic results, we carry out all our experiments with the



end loop



Euclidean network topology model. We also rely for the tree based scheme on Scribe [14] to spread the root's aggregates



B.



on all the subscribed nodes.



Situated view



Based one the realistic parameters summarized in Table I,



In a concurrent way, alternative decentralized management



we run within a static network each of the developed aggre



approaches like [10], [11] propose to limit the view of each



gation schemes to compute an average of randomly generated



node to some nodes by using a situated view. Thus, the



values ranging between 0 and 100. The situated scheme is



knowledge of a node is limited to its direct neighbors or a part



executed with a view limited to the direct neighbors (SV 1) and



of the network nodes [12]. The size of this view is defined by



also with two-hops (SV2). The gossip process is executed with



a number of nodes or a number of hops.



rounds of duration 600ms that corresponds to the maximum



We have implemented a typical situated scheme inspired



time for an information exchange. We consider a network size



from HyParView (Hyper Partial View) [10], where each node



varying from 2 to 1000 nodes. To give a sufficient statistical



maintains a partial view of a part of network nodes, bounded



significance to the results, each value presented here is an



by a maximum number of hops. A node



i



can then obtain an



aggregate of its view by collecting management information



average of the values obtained on 100 executions of the aggregation algorithms.



from its h-hops neighbors. As shown in Algorithm 3,the requesting node



i



TABLE I SIMULATION PARAMETERS



gets the list



]]J)i of all its direct neighbors through the GetNeighbors(all) method (line a.l) and sends them a query message (line a.2). Each node



i



(i, h)



Parameter



Aggregate function



that receives an aggregation request



Network topology model Topology maintaining frequency Values changing fTequency



message (line b.2) verifies if it does not previously answer to the same request coming from j in the same aggregation



Tolerated error (E) Neighborhood degree



cycle. If so, i answers by sending its ID and its local raw value



directly to the requesting node (line b.3).



(i, XrawJ



Then, the node



i



Gossip round duration Number of nodes (N) Number of hops in SV (h)



decrements the number of hops contained



in the received message (line bA). If the maximum number of hops is not reached (line b.S), then the node the received request (j,



Xrawj)



8



600ms [2;1000] [1;2]



B.



Evaluation results



receives an answer



Since in the literature, the acknowledged studied evaluation



from a neighbor (line a.3),it adds this pair of values



criteria for aggregation schemes are convergence time, com



i



to its maintained neighbors set lLi and updates its own state by computing a new partial aggregate (line aA).



munication and computation cost,scalability and accuracy [1], [2], [3], [4], we propose here to carry out a comparison of the developed schemes according to these criteria.



IV. EVALUATION STUDY



1)



We present in this section our evaluation study of the performance of these situated and global aggregation schemes. A.



0



forwards



h) to all its direct neighbors (lines



b.6 and b.7). W hen a requesting node (j,



i



Value



Average Euclidean 200ms 20sec



Convergence time: It is the elapsed time for both the



communication and the computation of a global aggregate [1]. Therefore,it is the necessary time between the initialization of the aggregation process and the time t when all nodes hold the



Experimental framework



aggregation results. Thereby,Tconv=Tagg-Tinit (equations 1,2



We performed simulations in the context of the monitoring service under the testbed and the scenarios described below.



and 3). Thus, in the case of global view, Tconv corresponds to the time when all nodes hold the same global aggregate. In the
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Fig. 1.



Simulation results on: (a) Convergence time; (b) Communication cost; (c) Computation cost [log-log scale]



situated scheme, this condition cannot be reached because each node retrieves only the values of its h-hops neighbors. So, we measure the required time for each node to collect information from its neighbors and to calculate a partial aggregate.



Tinit Tagg(GV) Tagg(SV)



=



t



=



t



=



t



Number of Nodes (e)



Number of Nodes (b)



Number of Nodes (,)



{I, ".,N}, xf X a i (1) 'Vi,j E {l,,,.,N}, IX; -Xjl < E (2) 'Vi,'Vj E {I, ".,K}, X a E lLi (3) 'Vi E



r



=



r



w



wj



We observe in Figure 1.a a large convergence time for the gossip scheme followed by the tree, then a relatively low time for the situated view. Under a network of 1000 nodes, the gossip's convergence time is about 6 times higher than the one of the tree and about 23 times the one of SV2. This high delay is explained by the blind communication used to exchange messages at each round of the gossip. For the tree, the convergence time is the delay required to send all the values to the root node and to spread the computed aggregate on all the subscribed nodes. The situated scheme requires a low time to converge because at one time each node sends simultaneously one request message to all its direct neighbors and then computes a partial aggregate of the received values to two-hops nodes. This time is lower in SV1 when only direct neighbors are contacted. Thus, in terms of convergence time, the situated scheme scales better and converges more quickly than the global ones. 2) Communication cost: The communication cost [1] is the sum of sizes of messages sent between any node pairs (i,j) during the aggregation process. The communication cost for the developed algorithms is considered as the number of messages sent by all nodes because all messages have approximatively the same size, in the sense that each message contains only two or three numerical values. Thus, Ccomm 2::1 Ccommi' where Ccommi is the the number of messages sent by node i and N is the number of network nodes. In Figure 1.b, we see that the cOlmnunication cost is proportional to the number of nodes. Under a network of 1000 nodes, the communication cost of SV2 is almost 3 times higher than the one obtained in the case of gossip and about 42 times the one of the tree. This high cOlmnunication cost is explained =



by the fact that the latter is based on a broadcast algorithm where each node floods its request message on all its h-hops neighbors. SV1 causes more communication overhead than the tree and less than the gossip. In the latter, a node exchanges its value with only one other node, so it causes about 9 times less overhead than SV2. The tree scheme causes the lowest communication overhead that corresponds to the messages sent in a bottom-up fashion to the root and those used by Scribe to spread the global aggregate. For the gossip scheme, it involves more messages to converge than the tree because it uses a blind communication over multiple rounds. Thus, SV2 involves more messages exchanges than the aggregation through the global schemes. This overhead can be reduced by limiting the view size of nodes to the direct neighbors.



3) Computation cost: The computation cost [1] is the max imum computation cost among all the nodes in the network. For a single node, the computation cost is the number of steps taken by the aggregation process that is executed on the node. Thus, Ccomp max(CcompJ, i E {l,.'" N}. =



We notice in Figure 1.c that when we have a large number of nodes, the computation cost of the situated view is less important than the tree one and less than the gossip one. In the latter, exactly one update operation is executed on a node in each round. For the situated scheme, the computation cost depends on the view size of each node, since in one round an update operation is executed at each reception of a neighbor's value. We observe a higher computation cost for the tree-based scheme because according to the developed algorithm, the worst case is registered at the root node where the computation cost is equal to the number of nodes. A lower computation cost was expected which is not the case. It is due to the reactive mechanism in which each node of the tree directly sends the received messages to its parent. Thus, a node does not wait to receive messages from all its children before sending the computed partial aggregate. The situated view causes less computation overhead than the the global schemes. It is also more scalable than them, according to this criterion.



4) Accuracy of estimated aggregates: When messages are exchanged between nodes, the initial average is redistributed
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V. CONCLUSION AND FUTURE W OR K



among them. Thus, the aggregation process does not change the global average but it decreases the variance over the set of all estimates in the system. Thus, in order to show the distribution of estimates over all the network nodes and to show how far these values lie from the average value, we compute the variance over all the estimates (equation 4).



V(X)



=



1



N



-



This paper compares situated aggregation schemes to the global ones. It provides quantitative results on the use of these schemes for collecting aggregates. We evaluate the performance of each scheme according to convergence time, communication and computation costs, scalability and the accuracy of estimated aggregates. Through the obtained sim



N



(Xi - X) L i



-2



.



(4)



=1



ulation results, we confirm that none of the protocols is better than another. Their performance depends on the context in which they are deployed. The situated scheme outperforms



In order to evaluate the accuracy of estimated aggregates



both gossip and tree in terms of convergence time, computation



for each aggregation scheme, we fix the size of the network



cost and scalability. However, for the accuracy of estimated



to 1000 nodes and we measure the variance over the partial



aggregates, the global schemes outperform the situated one.



nodes's aggregates after each cycle of duration 200ms.



Finally, the cOlmnunication cost of the situated view depends on the view size of nodes. In an effort to enhance this study, we are currently working on the establishment of realistic models to represent the level of information dynamics and network dynamics. This will allow us to evaluate the fault-tolerance of each scheme by measuring the impact of both the network and information dynamics on the decision making process quality. We also plan to pursue this work by designing an adaptive management system able to combine the use of global and situated schemes by selecting the suitable scheme to use according to the current context of the management information and its environment. REFERENCES



Cycle (200ms)



[1] M. Bawa, H. Garcia-Molina, A. Gionis, and R. Motwani, "Estimating F ig. 2.



aggregates on a Peer-to-Peer network," Tech. Rep.,2003.



Accuracy of estimated aggregates [semi-log scale];



[2] F. Wuhib, M. Dam, R. Stadler, and A. Clem, "Robust monitoring of network-wide aggregates through gossiping," TNSM, vol. 6, no. 2, pp.



We see in Figure 2 that the variance between the distributed aggregates decreases with an increase in the number of cycles. For the situated scheme, the minimal variance is always greater than O. Thus, it is less accurate than the global schemes. This is caused by the computation of partial aggregates on each node, contrary to gossip or tree where a global aggregate is



95-109,2009. [3] K. Birman,"The promise,and limitations,of gossip protocols," SIGOPS Oper. Syst. Rev., vol. 41,no. 5,pp. 8-13,2007.



[4] R. Makhloufi, G. Bonnet, G. Doyen, and D. Ga'jti, "Decentralized aggregation protocols in peer-to-peer networks: a survey," in MACE, 2009,pp. 111-116. [5] A. G. Prieto and R. Stadler," A-GAP: an adaptive protocol for continu ous network monitoring with accuracy objectives," TNSM, vol. 4,no.



computed. When we restrict the view size in the situated view to the direct neighbors of nodes, this minimizes the overhead



pp. 2-12,2007.



[6] R. Makhloufi,G. Bonnet,G. Doyen,and D. GaHi,"Towards a P2P-based Deployment of Network Management Information," in AIMS, 2010,pp.



and the convergence time. Although, we get less accuracy on the estimation of global aggregates. Thus, the global schemes



26-37. [7] M. Dietzfelbinger,"Gossiping and broadcasting versus computing func tions in networks," Discrete Applied Mathematics, vol. 137, no. 2, pp.



ensure more accuracy than the situated one in the aggregation. Globally, the two-hops situated scheme involves less conver gence time and less computation cost than the global ones. It is also more scalable than them regarding these criteria, with a comparable communication cost. But, it provides less accuracy in the estimation of aggregates than the global schemes. Thus, it is more preferable to use the global schemes when we



127-153,2004. [8] D. Kempe, A. Dobra, and J. Gehrke, "Gossip-based computation of aggregate information," in FOCS, 2003. [9] M. Jelasity,A. Montresor,and O. Babaoglu,"Gossip-based aggregation in large dynamic networks," TOCS, vol. 23,no. 3,pp. 219-252,2005. [10] J. Leitao,J. Pereira,and L. Rodrigues,"Large-Scale Peer-to-Peer Auto nomic Monitoring," in DANMS, 2008,pp. 1-5. [11] D. F. Macedo, A. L. dos Santos,G. Pujolle, and J. M. S. Nogueira, " MANKOP: A Knowledge Plane for wireless ad hoc networks," in



need more accuracy and exactitude and to use the situated one when we need to reduce the time, communication and



NOMS, 2008,pp. 706-709.



[12] T. Bullot,R. Khatoun,L. Hugues,D. GaIti,and L. Merghem-Boulahia, "A situatedness-based knowledge plane for autonomic networking," Int.



computation costs. W hen we limit the view size of nodes to the direct neighbors, we reduce the different costs of the situated scheme but we lose in terms of the accuracy of the estimated aggregates. Moreover, concerning the global schemes, one can note that we obtained consistent and comparable evaluation



I,



1.



[13] A.



Netw. Manag., vol. 18,no. 2,pp. 171-193,2008.



1. T. Rowstron and P. Druschel, " Pastry: Scalable, Decentralized



Object Location, and Routing for Large-Scale Peer-to-Peer Systems," in Middleware, 2001,pp. 329-350.



[14] M. Castro, P. Druschel,A.-M. Kermarrec,and A. Rowstron, "Scribe: a



results with those presented in the related work for the common criteria.



1139



large-scale and decentralized application-level multicast infrastructure,"



lSAC, vol. 20,no. 8,pp. 1489-1499,2002.



























des documents recommandant













Situated vs. Global Aggregation Schemes for ... - GrÃ©gory Bonnet 

Abstractâ€”In the context of autonomous network management, ... operation. On one hand, approaches based on a situated view only .... up fashion. The aggregation algorithm converges when the .... If so, i answers by sending its ID and its local raw .










 








Impact of Dynamics on Situated and Global 

category and then we compare them according to the accuracy of the estimated aggregates and the efficiency of the decision making process. Key words: ...










 








schemes for lagrangian hydrodynamic 

Polytechnique Federale de Zurich,. ETH rep. 91-09, (1991). 10.Y. X. Ren, Comp. Fluids, 32, 1379-1403,(2003). 11.M. Helzel, M.J. Berger, R. J. LeVeques, SIAM ...










 








Holonic Modeling of Environments for Situated 

The environment, represented by a holarchy, defines the organizational and topological ... we have to find recursive concepts which represent the plant's components. The ... The first characteristic is that the short-run behavior of each .... applied










 








Aggregation equations 

May 23, 2018 - Possible Dirac masses creation. The velocity is not Lipschitz continuous, the characteristic method cannot be used. B. Fabr`eges. Aggregation ...










 








Linear vs. Constant Envelope Modulation Schemes in ... - UT Dallas 

Dec 6, 1999 - This requires a more complex receiver at demodulation. In order to create a Gaussian modulator, an NRZ signal comprised of â€“1's and 1's.Missing:










 








High order numerical schemes for linear elasticity 

A high order method on unstructured staggered meshes ..... Numercal experiments. Diffuse interface. Numerical experiments time xi. 0. 0.2. 0.4. 0.6. 0.8. -0.4.










 








On the Generation of Sampling Schemes for 

http://www.siam.org/journals/siims/9-4/M105920.html. Funding: The work of .... A sampling trajectory s : [0,T] â†’ Rd will be said to be admissible if it belongs to the.










 








Perceptual agents: A situated framework for ... - Joseph Machrouh 

curvature points. Some of the features extracted from a test image according to the first PCA axis are rotation- invariant curvature points (Fig 1). These salient ...










 








Model Predictive Control for Autonomous ... - Julien Marzat 

Jul 14, 2017 - consists in exploiting the intrinsic property of the algo- rithm (e.g. ..... 6). The robot is equipped with an Asus Xtion depth sensor to create an.










 








heuristics for herding autonomous, interacting agents 

Nov 14, 2016 - However, the fact that the flock tightens does not tell us how the dog is .... After a short straight driving phase, the shepherd is forced to go to one ...










 








Empathy and placebo for autonomous agents - pagesperso 

Section 3 describes the agents architecture, and section 4 the inter-agent ..... 473â€“484. [7] H. Jiang, J. M. Vidal, and M. N. Huhns, â€œEbdi: an architecture for.










 








PRINCIPLES FOR GLOBAL ACTION 

Commonwealth Office, UK Department for International Development and UK Ministry of Defence for contributing ... 2 Forced marriage is defined as the union of two persons at least one of whom has not given their full and free consent to the marriage. 










 








High order numerical schemes for linear elasticity 

May 25, 2018 - E is the usual stiffness tensor according to the Hooke law Ïƒij = Eijkl Ïµkl ...... Main results. A novel diffuse interface method (DIM) for the simulation of seismic ... The interface between solid and gas is not moving, i.e. vI = 0;.










 








Social Capabilities for Autonomous Virtual ... - Maurizio Mancini 

Behaviour in public places: notes on the social order of gatherings. The Free. Press, New York, 1963. 15. J. Gratch. Emile: Marshalling passions in training and ...










 








Free Space Detection for Autonomous Navigation 

segmentation techniques assuming that the color or the texture of the road is constant, and obstacle detection techniques to work properly. To solve this problem ...










 








Supervised Rank Aggregation Approach for Link ... - LIPN, Paris 13 

17 oct. 2012 - [1972,1975]. [1976,1977]. [1973,1976]. 87. 19245. 82. 18675. M. Pujari & R. Kanawati. Link Prediction by Supervised Rank Aggregation. 18/28 ...










 








Empathy and placebo for autonomous agents - pagesperso 

The context of this research is a project of crisis simulation for the improvement of ... expression representation, dialogue management, ...) for a ..... Mad-. Kit is a general-purpose multi-agent system platform written in Java. To the best of our 










 








Social Capabilities for Autonomous Virtual ... - Maurizio Mancini 

sion approach is more computationally intensive than geometric methods alone [13], ..... S. Reilly. Believable Social and Emotional Agents. Computer science ...










 








Foundations of Aggregation Constraints 

database query languages, and in constraint logic programming languages ... We show how aggregation constraints on queries (i.e., query constraints involving.










 








wellbutrin vs adderall for add 

long term effects of daily adderall use while breastfeeding male on adderall ... is adderall safe with prozac generic ... adderall is the only thing that helps my depression adderall and ... does water make adderall work better with or without food.










 








Guinée - Global Partnership for Education 

88% en zone rurale (de 69% en 2013), et la parité filles/garçons. 0,95 (0,88 en 2013). (ii) améliorer la qualité de l'éducation : le Taux d'Achèvement augmentera ...










 








PAQUET - Global Partnership for Education 

26 févr. 2013 - Les priorités de la formation professionnelle et technique . ..... Le développement de l'enseignement des sciences, de la technologie et des ...... institutions spécialisées telles que l'Université, la SIL, l'Académie des Langues, ...










 








Madagascar - Global Partnership for Education 

telles la subvention des enseignants non fonctionnaires, la dotation de subvention aux Ã©coles pour leur fonctionnement et la dotation de kits scolaires Ã  tous les ...










 














×
Report Situated vs. Global Aggregation Schemes for Autonomous





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



