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Abstract We focus on the problem of shape variability modeling in statistical pattern recognition. We present a nonlinear statistical model invariant to aﬃne transformations. This model is learned on an ordinate set of points. The concept of relations between model components is also taken in account. This model is used to ﬁnd curves and points partially occulted in the image. We present its application on medical imaging in cephalometry. Ó 2003 Elsevier B.V. All rights reserved. Keywords: Invariant statistical model; Spatial relationships; Shape variability; Occulted data



1. Introduction In this paper we present how to statistically model shape variability and spatial relationships. We apply our model for statistical pattern recognition of points and shapes. The approach uniﬁes point and line representations and is used to solve the landmarking problem of partially occulted data. In the ﬁrst part we introduce our problem and a state-of-the-art. We then present our approach: the statistical nonlinear invariant model. We will see how to use such a model and apply it
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to a concrete medical imaging problem (cephalometry).



2. State-of-the-art in statistical modeling Variability and spatial relationships modeling is subject to many studies. In this paper we focus on statistical methods for pattern recognition. The shape concept should then be deﬁned. Kendall (1984) proposes to represent a shape by geometric information invariant to similarity group transformations. This deﬁnition has been enlarged to other transformation groups (Bookstein, 1997; Dryden and Madria, 1998). A shape can be reduced to a ﬁnite set of points that are on its contours. These points are shape landmarks. Correspondence between shapes or
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objects belonging to the same population is then possible. Training a model is possible and consists in three steps: shape landmarks extraction; data alignment; linear or nonlinear modeling of variability and spatial relationships. Henceforward we suppose shape landmarks extracted, and interest on the two other steps. 2.1. Data alignment Data alignment is a diﬃcult problem. Procrustean analysis is often considered as a good solution. Let n be the number of objects, k the number of object features, m space dimension and T1 ; . . . ; Tn a set of k  m matrix. Shape modeling consists in estimating the average conﬁguration l, the population variability and the set of functions G that makes this shape invariant. Let l^ be an estimation of the average conﬁguration l such as the population is invariant by G. This conﬁguration can be computed by aligning every shape Tj on l, and by choosing a good Mestimator for l. l^ can be obtained by solving this minimization problem l^ ¼ arg inf l



n X j¼1



inf /ðsðgj ðTj Þ  lÞÞ;



gj 2G



ð1Þ



where /ðxÞ is a penalty function deﬁned on Rþ and sðEÞ an objective function used to align the two conﬁgurations. 2.2. Modeling Let N be the number of datasets that are aligned in a n dimensional space, each set composed of k points. Feature extraction methods consist in determining an n0 dimensional feature subspace of the n dimensional original one. Two types of methods can be used: linear methods and nonlinear methods. A broad range of these methods is presented in (Jain et al., 2000). 2.2.1. Linear methods Linear methods such as principal components analysis (PCA), factorial analysis and discriminating linear analysis are used for shape recog-



nition, feature extraction and reduction of the feature space. 2.2.1.1. PCA. Let N be the number of sets of ðiÞ landmarks X ðiÞ ¼ fxj gj2f1;...;kg centered in a common shape. These shape vectors form a distribution in a n  k space. The principal data axis approximates each point of the original set using less than n  k parameters model. PCA can be summarized in three stages: (1) data average computing; (2) data covariance matrix computing and (3) computation of the eigenvectors /i corresponding to eigenvalues ki of matrix S with ki P kiþ1 . Let / be the matrix of the t ﬁrst eigenvectors /i corresponding to the greatest eigenvalues. Each shape X of the training set can be approximate by X ¼ X þUb, where U ¼ ð/1 j j/t Þ and b is a t vector given by b ¼ Ut ðX X Þ. We can then say that X X 0 ¼ X þbP , where b is the distance between the average vector X and the vector projected on the principal axis X 0 , and P is the principal axis. Let ki be the eigenvalues of matrix S, each eigenvalue expresses the variance of the data around the average in the direction given by the associated eigenvector. The original variance of the training set is the sum of its eigenvalues. Pt We can choose the t greater eigenvalues: i¼1 ki P PN f i¼1 ki , where f corresponds to the proportion of the original variance we wish to represent. 2.2.1.2. Other methods. Other methods such as independent components analysis (ICA) are eﬀective for extracting linear features deﬁning diﬀerent classes. This classiﬁcation is possible if at most one of the classes present a Gaussian distribution. ICA procures a decomposition according to statistically independent axes. It loses the concept of orthogonality as well as the order of principal axes. Discriminating analysis uses a priori knowledge on shapes belonging to diﬀerent classes to extract the most discriminating features. Separation between classes is ensured by replacing the covariance matrix (PCA) by a general separability measurement such as the criterion of Fischer. Result is obtained by eigenvectors of the matrix Sw1 Sb , that is is the product of the inverse of the
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intra-class dispersion matrix and the inter-class dispersion matrix. 2.2.2. Nonlinear methods 2.2.2.1. Kernel-PCA. One of the principal nonlinear approaches is Kernel-PCA (Scholkopf et al., 1998). The basic idea of this method is to transfer input data in a feature space F using a nonlinear function u and then to apply a PCA in this space. However, F is often a high dimensionality space so as not to explicit u, Kernel-PCA use Mercer kernels. In order to perform a PCA in the feature space we compute the eigenvalues ki > 0 and eigenvectors /i 2 F n f0g associated to the covariance matrix of centered data C, where C ¼ huðX Þ  t uðX Þ i. These vectors must satisfy the constraint: kU ¼ C. By substituting C in the equation of the eigenvectors we obtain the equivalent system kðuðX ðiÞ Þ UÞ ¼ uðX ðiÞ Þ CU;



i 2 f1; . . . ; N g: ð2Þ



Let P a1 ; . . . ; an be a set of coeﬃcients such as: U ¼ Ni¼1 ai uðX ðiÞ Þ. Let K be an N  N matrix deﬁned as Kij ¼ uðX ðiÞ ÞuðX ðjÞ Þ ¼ KðX ðiÞ ; X ðjÞ Þ. The new problem is then: N ka ¼ Ka, where a ¼ ða1 ; . . . ; t aN Þ . Solutions standardization, i.e. /i /i ¼ 1, results then in ai ai ¼ 1. To extract the nonlinear principal components from a point X in the image space of u, we compute its projection on the jth component bj ¼ /j uðX Þ ¼



N X



aji KðX ; X ðiÞ Þ:



ð3Þ
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based on the same idea propose to linearize the proximity of each point. Chalmond and Girard (1999) propose a nonlinear PCA. Traditional PCA uses vector subspace approximation. Their PCA builds this approximation by manifolds. Another approach is the multidimensional that consists in representing the original space by a 2D or 3D space. Distances matrix should then be preserved in the projection space. However it is impossible to introduce a new shape in this analysis. To do so, a new projection needs to be computed. 2.3. Conclusion Statistical techniques of space reduction allow to build shape models including variability. Space reduction can be seen as a ‘‘denoising’’. Linear techniques make the linear relationships between uncorrelated data emerge. The matrix formulation and the simplicity of PCA are particularly interesting. Nonlinear techniques aim projecting data in a nonlinear feature space (Kernel-PCA) and reducing their dimension (CCA). They have the advantage of nonlinear features. Kernel-PCA oﬀers an interesting general framework when no a priori knowledge is available, but backprojection that is essential in shape recognition, is diﬃcult. Our approach is inspired by the principles of KernelPCA.



3. Our approach of modeling



i¼1



2.2.2.2. Other methods. Curvilinear components analysis (CCA) is a method for dimensionality reduction that takes into account proximity constraints. This method is based on the Kohonen maps and was introduced by Demartines and Herault (1997). The introduced constraint is safeguarding of the distance between couples of points. The used distance can be the traditional Euclidean one, but also geodetic or curvilinear. Without being able to preserve total topology, this analysis preserves rather well the local topology of the points. Other methods (Roweis and Saul, 2000)



We dispose of an expertised dataset. This expertise is projected in a feature space guaranteeing invariance to aﬃne transformations. A statistical model is trained in this new space. This model contains an average object, associated variability and the spatial relationships existing between the studied object characteristics (Fig. 1). The average object is then used to estimate the position of the object on a new image (cf. Fig. 2). This estimate is used as the initial object position for template matching. In this process any position modiﬁcation has to verify the constraints on learned authorized variations. Spatial relationships
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Fig. 1. Training a statistical model in a feature space.
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Fig. 2. Use of the model for estimating object position.



are useful to identify occulted data from the ones we recognize. In order to model a priori knowledge, we suppose the existence of a reference shape common to all the studied images. The general idea that we will develop is that landmark training is done relatively to this reference shape. 3.1. Description of the projection Our projection relies on p points Pi resulting from sampling of the reference shape. The items are processed three by three. A ratio of surfaces of triangles deﬁnes the new features, which are invariant to aﬃne transformations. Coordinates of a point M in the image are deﬁned using the coordinates b, c and d computed for each possible triangle. The parameters b, c and d of the point M are deﬁned as follows: b¼



Pj MPk ; Pi Pj Pk



c¼



Pk MPi ; Pi Pj Pk



d¼



Pi MPj ; Pi Pj Pk



ð4Þ



where Pi Pj Pk is the algebraic surface of the triangle Pi Pj Pk .



!



They check the following equation: b  MPi þ ! ! ! c  MPj þ d  MPk ¼ 0 . The algebraic surface of the triangle Pi Pj Pk is deﬁned by: Pi Pj Pk ¼ ! ! 1 det Pi Pj ; Pi Pk . 2 Fig. 3 illustrate this idea. The coordinates of the point M compared to the triplet P1 P2 P3 correspond to the ratio of surfaces between the triangles P2 MP3 , P3 MP1 and P1 MP2 and the triangle P1 P2 P3 . Let n be the number of possible triplets between the points Pi and A0 the projection matrix, the new coordinates of a point M are X 0 ¼ ½b1 c1 d1 bn cn dn t ¼ A0 X :



ð5Þ



3.2. Training The training is done on N expertised images. For each image the reference shape is detected and sampled. We thus have for each image i: the points fPki gk2f1;...;pg , the matrix A0i and a set of q landmarks fXji g;i2f1;...;N g;j2f1;...;qg . We compute the average position of each landmark, as well as the weighting matrix P
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Fig. 3. Nonlinear model: algebraic ratios of surfaces.
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Let #i be a landmark on the image i : #i ¼ t bin cin din  . The average position of this point is then given by the vector #^ N 1 X #^ ¼ #i : ð6Þ N i¼1 ½bi1 ci1 di1



When the sampling generates a great number of points, only some are informing. We propose to carry out a PCA on the covariance matrix of the vector #i . Only the d 0 most informing components are preserved. 3.3. Estimating points position Once the training is ﬁnished, we need to estimate the landmarks position on an unknown image. Let # be the feature space coordinates of a landmark X . We know that # ¼ A0 X . Finding X then consists in solving #^ ¼ A0 X , where #^ is average vector, A0 the matrix deﬁned relatively to the new image. We solve this problem by weighted least squares, where the criterion to be minimized becomes: J ¼ k/t P #^  /t PA0 X k2 . e is given by The estimated landmark position X t e ¼ ðA0t P t UUt PA0 Þ1 A0 P t U#^: X ð7Þ



4. How to use such a model? The main idea of this study is to simultaneously model shapes and points. Our statistical model is



deﬁned for ordered sets of points. We introduce shape approximation by Bezier curves. These curves can be represented by a small ordered list of control points. This formalism is thus compatible with that of our model. A point is henceforward indiﬀerently a physical 2D point or a control point. We will focus on two diﬀerent problems: ﬁnding a partially visible curve and ﬁnding occulted points. 4.1. Active curves: model deformations The problem we want to solve is to recognize a shape on a contour image using our statistical model. We choose to use an iterative method related to Cootes active contours (Cootes and Taylor, 2001). We introduce in our method the segments concept and a similarity function. Similarity is then computed on image features but statistics deﬁned on control points. Bezier curves are then useful allowing projections between the original and the feature space. 4.1.1. Similarity function We must ﬁnd for each contour segment the part of the model that is the most similar in neighborhood. The criterion of similarity favors contours presenting strong gradients, that are at a short distance of model and whose shape is close to that of a model part. Let A and B be two points of the image. We know their coordinates and the gradients (gx and gy ). Let f be the similarity function of the point A at the point B. These functions are deﬁned in the following way: qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ðgx2A þ gy2A Þ ; fg ðAÞ ¼ C
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fa ðA; BÞ ¼ expðjaA  aB jÞ; 0 qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 ðxA  xB Þ2 þ ðyA  yB Þ2 A: @ fd ðA; BÞ ¼ exp  D qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ C ¼ ðgx2max þ gy2max Þ, xmax and ymax are the coordinates of the stronger gradient point, aA and aB are the angles which, respectively, lay down the orientations of gradient vectors at point A and points B and D is equal to the width of the mask of the shape model. fg reﬂects the proximity to the model, fa the force of the gradient and fd the proximity to the model. All these functions have the same inﬂuence during computation of the similarity. They are limited on the closed interval ½0; 1. Our similarity function is then deﬁned in the following way: f ðA; BÞ ¼ fg ðAÞ  fa ðA; BÞ  fd ðA; BÞ:



ð8Þ



Let fAi gi2f1;...;mg and fBj gj2f1;...;ng be two ordered sets of points, respectively, deﬁning the two curves R1 and R2 . Let R2 be the reference curve. We suppose that n P m. Let Fk be the similarity function of R1 and R2 m X Fk ðR1 ; R2 Þ ¼ gðmÞ f ðAi ; Biþk Þ; ð9Þ i¼1



where k belongs to f0; . . . ; n  mg, and g is a function depending on m. Let l be the value in k 2 f0; . . . ; n  mg for which Fk ðR1 ; R2 Þ is maximum. Let R2max be the part



of R2 associated to l. By assimilating the model curve to R2 and the studied contour segment to R1 , R2max is the nearest part of the model curve to the segment in question. 4.1.2. Template matching process So as to recognize an existing curve, we ﬁrst generate an average curve from average curve control points (Fig. 4 steps 1 and 2). We then match it on contours in the image. We obtain a new set of points corresponding to the new position of our deformed curve (step 3). The new position of the curve generates a new set of control points via Bezier curve approximate (step 4). However, the new curve does not necessarily check the constraints of authorized variability around the average model. These variations can be easily by vectors bi of the ith image:  i modeled  1 i b ¼ / X  X . / is the covariance matrix, X i expertise associated to image i and X the average model. The following stage consists in computing b, average vector b and r2b . Supposing data Gaussian distribution we can write for an image l : b  k  rb 6 bl 6 b þ k  rb , where usually k ¼ 3. When we deform our curve, we generate the associated set of control points and compute the corresponding vector b. If some components of b do not observe variation conditions, they are corrected by thresholding (step 5). We ﬁnally regenerate the new curve (step 6), which enables us to carry out an iterative matching.



Fig. 4. Active curves: authorized deformations.
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4.2. Identiﬁcation of partially occulted data In this section we suppose a part of model points available, the problem being to ﬁnd the complete model. For example, active curves can be used to ﬁnd a part of the landmarks. Starting from known landmarks and using our model, we want to determine occulted landmarks. Let Ci be a set of known landmarks. C, X and / are given by the model. We can then write   " # Ci Ci ¼ þ ½/dd ½bd ; Xj Xj where 1 6 i 6 n; 1 6 j 6 m; 1 6 d 6 m þ n; ½Xj  ¼ ½ X1







t



Xm  ; t



½Ci  ¼ ½ C1 Cn  and 2 1 3 /m1 /1 6 7 .. 7: ½/ji  ¼ 6 4 5 . 1 m /n /n By applying PCA we can say that bi ¼ 0 for i > n. Let Oji be a null matrix and Idj an identity matrix. The problem to solve then becomes      i   bi Ci Oji /i Ci ¼ þ : ð10Þ 0j /inþj Idj Xj Xj The system (10) can be easily solved by using a matrix inversion if the PCA preserves n nonnull eigenvalues, and pseudo-opposite matrix if the PCA preserves less than n nonnull eigenvalues



245



(general case). We then have the scene variability (bi ) and occulted points position. The concept implicitly used here is the explicit modeling of spatial relationships between the learned points, i.e. between points and curves as well as the authorized variability around their average position.



5. Results: evaluation of the methodology in cephalometry The evaluation of our methodology was made in cephalometry, with the objective of automating cephalometric points landmarking on consequent databases. These points have an anatomical deﬁnition: their position relates to structures (bone or sutures). A priori knowledge of the expert allows us, for each cephalometric point, to deﬁne a set of anatomical structures necessary to its localization. The required anatomical structures are represented by continuous curves in the image. These curves are approximated by composite Bezier curves and constitute here the visible data in the image. An iterative matching of the modeled structures on real contours procures their real position. We then easily ﬁnd the real position of each cephalometric point. This study is based on the example of the recognition of the sella turcica and positioning of cephalometric points TPS and CLP (Fig. 5). Sella turcica modeling requires several stages: expertise, approximation using Bezier curves and training. The ﬁrst stage consists in curve training. Sella turcica is expertised and then cut out in four curve



Fig. 5. Sella turcica, TPS and CLP position: (a) region; (b) points deﬁnition and (c) required structures.
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Fig. 6. Expertise and approximation of the sella turcica: (a) original image; (b) expertised sella and (c) approximation.



Fig. 7. Use of the statistical model to estimate sella turcica. (a) Reference shape, (b) estimate (black) and expertise (white).



Fig. 8. Sella turcica recognition, and TPS and CLP landmarking.



segments. The various pieces are then approximated using composite Bezier curves. Fig. 6 presents the approximation of the curve by 28 control points. Training the sella turcica consists in training the position of its control points as well as cephalometric points being relative to it. This training is done relatively to a reference shape which is the automatically detected external contour of the skull (Fig. 7(a)). Our model is trained on 40 expertised images and an estimation result is presented by Fig. 7(b).



In a ﬁrst matching stage the model is attracted by the weighted average (similarity and length) of all close contours to the model. In a second stage, only the longest and/or most similar segment inﬂuence the model. Sella turcica recognition procures the vector of its variability parameters b. This allows to identify points TPS and CLP. Fig. 8 presents the results: expertise in white, recognized points and structure in black. Our matching is sensitive to noise: image quality is low. If the structure detection is good on the
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sella turcica example the obtained precision is about 1.2 mm when estimates precision is 2.5 mm.



6. Conclusion In this paper we study the problem of statistical objects variability modeling. We propose a nonlinear model including three aspects: the average object, the authorized variability around this average model and spatial relationships existing between object features. This model assumes the invariance of the object to aﬃne transformations by projecting data in a feature space deﬁned relatively to a reference shape. We applied this model to solve the problem of the identiﬁcation of partially occulted data. This work was validated in cephalometry for sella turcica recognition and TPS and CLP points localization. Results are promising; however the application in radiography is subject to some problems (noise in skull basis region). The originality of this approach is unifying in a same formalism the concept of modeling of shape variability (points or lines) and spatial relationships between these items, as well as the identiﬁcation of occulted parts of an object. This approach is robust to image and anatomical variability and is invariant to aﬃne transformations, however, it is dependent on detection and sampling of the reference shape.
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