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Abstract In the context of surfing competitions, some people investigated a new type of wavemakers working thanks to a translating bottom underwater. The forced Korteweg-de Vries equation is chosen to model these phenomena. The shape of a bottom b(x) that would create the highest wave ub (x, t) has to be found. This article studies theoretically and numerically the following optimization problem: the maximization of kub k2L2 ([0,T ],L2 (R)) over the set of all positive bottoms b whose supports are included in [−1, 1] and whose L2 (R)-norms are bounded by a uniform constant M . After a short description of the problem and its context, the mathematical choices made to solve it are justified. Then, the existence of a maximizer saturating the L2 (R)-constraint is established. Finally, the optimization algorithm is described and the pertinence of the numerical results obtained is analyzed.
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Introduction



After a description of the problem on which we will focus in this article, its physical background will be shortly presented. Then, its mathematical form will be justified: a forced Korteweg-de Vries equation as a model, a linear functional instead of a physical one and a L2 (R)-constraint to achieve the supremum.



1.1



The constrained shape optimization problem



In this study, we investigate how the shape of a moving bottom underwater can affect the energy of the wave generated. We are mainly interested in the following optimization problem: sup F (b)



(1)



b∈B



where B represents the set of admissible bottoms, F (b) an energy functional:   B = b ∈ L2 (R) | supp b ⊆ [−1, 1], b > 0 and kbkL2 (R) 6 M    Z TZ (2)    F (b) = kuk2L2 ([0,T ],L2 (R)) = u2 (x, t)dxdt 0



R



and u(x, t) is the wave elevation ruled by a forced Korteweg-de Vries (KdV) equation with a zero initial data:  0 x ∈ R, t > 0  ut + uxxx + uux = −b (x) ∈ H −1 (R) (3)  u(x, 0) = 0 x∈R In the present paper, problem (1) is solved theoretically and numerically. Our results include mainly: • the existence of an optimal bottom that saturates the L2 (R)-constraint; • the description of a numerical algorithm that provides the optimal shape.
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1.2



The context: elaborating a wavemaker



During competitions, surfers should be ideally evaluated in the same conditions, which is not possible in the sea where the waves generated depend on many uncontrollable parameters. Besides their economic potential, wavemakers seem to be a reasonable answer to this need. Here, we are only interested in the constraints ruling the formation of waves and not their breaking. The physical ingredients of a good wave mainly depend on its shape that ensures its stability, its speed that allows its propagation and its height that makes it admissible for competitions. Moreover, economic constraints must also be considered such as the energy cost of the running. Finally, such a machine must guarantee the security of the surfers. Most of the current machines operating principles are based on improved versions of Russell’s experiments reported in [8]. By dropping accelerated water in a correctly designed pool, they can generate a solitary wave whose profile is a solution of the well-known KdV equation: ut + uux + uxxx = 0. Founded on theoretical basis by Boussinesq, Rayleigh, Korteweg-de Vries in [2], [7] and [4], this equation has been tremendously studied precisely because of its unusual nonlinear properties. Their analysis led to a broad development on integrable systems initiated by Zabusky and Kruskal in [6]: • The Great Wave of Translation is very stable and can travel over very large distances without changing its initial shape:   r  a a  2 1 x− t u(x, t) = a sech 2 3 3 • Higher waves travel faster. The wave is thus ruled by only one parameter, its amplitude a, which can be easily linked to the volume of water dropped by a mass conservation argument. • If two of these waves collide, they will never merge and seem not to interact with each other, although the linear superposition principle does not hold. However, besides its simplicity, such a wavemaker consumes a lot of energy, an argument that often affects its economic viability. That is why a local Basque company decided to develop a now-patent prototype whose working principle is based on the translation of a moving bottom underwater, generating waves upstream the disturbance.



1.3



A new operating principle modeled by a forced KdV equation



Fortunately, solitary waves can also be generated, periodically, upstream a translating bottom underwater. Such a wavemaker should consume less energy while producing the same convenient waves as described above. In a h0 -deep pool under a g-gravity field, the forcing disturbance (x, t) 7→ b(x − U t) must√move steadily in shallow water at a speed U close from the critical velocity c0 = gh0 .
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In [19], Wu carries out a theoretical study of this resonance phenomenon by deriving a forced KdV model. Let us briefly recall how. Considering a two-dimensional inviscid fluid with constant density ρ, one can establish the well-known Euler equations that are ruling the fluid motion:  vξ + wz = 0 ξ∈R    1  p = 0 t>0 v + vv + wv + t ξ z  ρ ξ   1  w + vw + ww + p = 0 z ∈ [−h0 + b, u]  t ξ z ρ z    p = ρgu     w = ut + vuξ   w = bt + vbξ



on z = u on z = u on z = −h0 + b



Horizontal coordinate



ξ



Vertical coordinate



z



Time variable



t



Local pressure



p(ξ,z,t)



Horizontal velocity



v(ξ,z,t)



Vertical velocity



w(ξ,z,t)



Free Surface



u(ξ,t)



Bottom topography



b(ξ,t)



First, the variables of the previous system are adimensionalized. New ones p λw are thus considered: ξ ∗ = λξ , z ∗ = hz0 , t∗ = cλ0 t , v ∗ = hac0 0v , w∗ = ac , p∗ = ρga , 0 h0 +b u ∗ ∗ b = d and u = a . Four non-dimensionalized parameters now appears in the six equations: Physical constant



Notation



Associated parameter



Typical wavelength



λ



Shallow water parameter



Notation 2 ε = hλ0



Free surface amplitude



a



Free surface parameter



α=



a h0



Bottom amplitude



d



Bottom parameter



δ=



d h0



Bottom speed



U



Froude number



Fr =



U c0



Then, assuming the bottom topography has the form (ξ ∗ , t∗ ) 7→ b∗ (ξ ∗ −Fr t∗ ), the horizontal coordinate of the bottom frame x∗ = ξ ∗ − Fr t∗ is considered. We also seek solutions in the far-field of the time domain introducing a new time variable τ ∗ = εt∗ . The Euler equations thus becomes:  ∗ v ∗ + wz∗∗ = 0 x∗ ∈ R    x∗ ∗ ∗ ∗ ∗ ∗ ∗  εv ∗ − Fr vx∗ + α (v vx∗ + w vz∗ ) + px∗ = 0 τ∗ > 0    τ ∗ ∗ ∗ ∗ ∗ ∗ ∗   ε [εwτ ∗ − Fr wx∗ + α (v wx∗ + w wz∗ )] + pz∗ = 0 z ∗ ∈ [−1 + δb∗ , αu∗ ]   p∗ = u∗     w∗ = εu∗τ ∗ − Fr u∗x∗ + αv ∗ u∗x∗    ∗ w = αδ (−Fr b∗x∗ + αv ∗ b∗x∗ )



on z ∗ = αu∗ on z ∗ = αu∗ on z ∗ = −1 + δb∗



Finally, parameters are scaled in the following way: α = O(ε), δ = O(ε2 ) and Fr = 1 + O(ε). Under the shallow water asumption ε 0



(4)



At last, this unidirectional model has been retained for the wavemaker because, as shown in [18], [9] and [3], a broad agreement is found between the experimental data and numerical solutions of (4), as accurate as the Boussinesq, the Euler or the viscous Navier-Stokes equations. Its large range of validity (0.9 < Fr < 1.1 and 0 < δ < 0.15) and its simplicity allows a mathematical analysis that captures all the basic mechanisms underlying the wavemaker operating principle.



1.4 1.4.1



Some mass and energy considerations to get a suitable functional The unconstrained optimization problem



Equation (4) models the periodic formation of a solitary wave whose only degree of freedom, its amplitude ab , depends on the bottom topography b(x). Moreover, for manufacturing reasons, only positive ones whose support lies in a fixed compact, [−1, 1], are considered. Therefore, an efficient wavemaker is the one that generates the highest wave, and whose shape is given by solving the following optimization problem: sup



ab



=



b>0 suppb⊆[−1,1]



sup



max ub (x, T )



x∈R b>0 suppb⊆[−1,1]



(5)



where the time T > 0 is long enough to allow the generation of a solitary wave, and ub is a solution of equation (4) with a zero initial condition. First, following Wu’s arguments as in [19], the period Ts of a solitary wave generation is estimated in order to choose T . Then, in the critical case, we show problem (5) has the same qualitative behaviour than the following unconstrained version of problem (1): Z TZ sup u2b (x, t)dxdt (6) b>0 suppb⊆[−1,1]



1.4.2



0



R



The period of a solitary wave generation in the critical case



The nonlinear wave problem illustrated in figure 1 is considered in the critical case where U = c0 . Variations in wave properties are assumed sufficiently gradual ( hc00 Ts (b) is thus appropriated, where Ts (b) is evaluated for any positive bottom b whose support lies in [−1, 1]. ab 6 abopt



=⇒ Ts (bopt ) 6 Ts (b) =⇒ abopt = max ubopt (x, Ts (b)) x∈R
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1.4.3



Other estimations to justify the choice of another functional



The resistance due to unsteady wave making is associated to aR drag Dw experienced by the bottom and defined by the formula: Dw (t) = R b(x)ux (x, t)dx. x An estimation of its mean value Dw is obtained by calculating x12 (4) × 1dx and R x2 (4) × udx. The relations obtained are then averaged over a period Ts : x1  ms 3c0 2   = (h0 − h1 )   Ts 4h0



=⇒ Dw =



  E c   s = c0 Dw − 0 (h0 − h1 )3 Ts h0



R



a3 4h0



Then, the L2 (R)-conservation law of equation (4) is considered by calculating (4) × udx. Its average over a period Ts gives: R ku(., Ts )k2L2 (R)



 = c0 Dw Ts = 16



ah0 3



 32 (8)



Relation (8) means that a maximizer of the solitary wave amplitude can be found by maximizing the total energy at Ts . Furthermore, one can prove that ku(., nTs )k2L2 (R) = c0 Dw nTs for any n ∈ N and numerical simulations show that the function t 7→ ku(., t)k2L2 (R) is almost linear. Assuming this, we get: T



Z



Z



0



u2 (x, t)dxdt ≈



R



c0 a3 T 2 8h0



Finally, the last relation implies problem (5) and (6) have the same qualitative behaviour. However, formulation (6) will be retained because of the linearity of integrals. Indeed, the numerical algorithm is based on a shape derivative of the functional that cannot be easily evaluated for problem (5).



1.5



The necessity of an L2 (R)-constraint to achieve the supremum



Concerning problem (6), a first result can be stated in the critical case U = c0 . It is ill-posed in the sense that the supremum is not finite. The proof is based on a scaling argument, which is mainly allowed because the norm of the bottom topography is not bounded. That is why the set B of admissible bottoms defined in (2) includes a uniform L2 (R)-bound. Proposition 1 Considering any fixed real number T > 0, we have: Z



T



Z



sup b>0 suppb⊆[−1,1]



0



u2b (x, t)dxdt = +∞



R



where ub is a solution of equation (4) in the critical case with a zero initial data. 7



Two lemmas are stated before proving proposition 1. The first one concerns the global well-posedness of equation (4) with regular bottoms, using Bona and Smith’s result in [10]. The second one describes the scaling property of equation (3) in the critical case, mentionned in [13]. Lemma 2 Considering any fixed real number T > 0 and any function of compact support f ∈ C ∞ (R), the following initial-value problem has a unique solution u ∈ C ∞ ([0, T ] × R):  t ∈ [0, T ], x ∈ R  ut + ux + uxxx + uux = f (x) 



x∈R



u(x, 0) = 0



Proof In [10], Bona and Smith show that, for any T > 0 and s > 3, the above problem has a unique solution u ∈ C([0, T ], H s (R)) ∩ C 1 ([0, T ], L2 (R)) under the asumptions u(., 0) ∈ H s (R), f ∈ C([0, T ], H s (R)) and ft ∈ C([0, T ], L2 (R)). In our case, we have u0 = 0, ft = 0 and f ∈ H s (R) for all s > 3. Consequently, the problem has a unique solution u ∈ C([0, T ], C ∞ (R)) ∩ C 1 ([0, T ], L2 (R)). Finally, using the equation, a recurrence shows that in fact u ∈ C ∞ ([0, T ] × R):  = f − ux − uxxx − uux ∈ C([0, T ], C ∞ (R))   ut ..  . Pn  utn+1 = −uxtn − uxxxtn − k=0 Cnk uxtk utn−k ∈ C n ([0, T ], C ∞ (R))



Lemma 3 Assuming that u and b satisfy equation (3) with Fr = 1, the following applications are introduced for all θ ∈ R:    uθ (x, t) = θ2 u θx, θ3 t ∀(x, t) ∈ R × R+ ,  bθ (x) = θ4 b(θx) For any θ ∈ R, the functions uθ and bθ also satisfy equation (3) with Fr = 1. −



1



Proof of proposition 1 The bottom b : x 7→ e 1−x2 1[−1,1] (x) is considered. This is a positive C ∞ (R)-function whose support is exactly [−1, 1]. Applying lemma 2, equation (4) has a unique solution u ∈ C ∞ ([0, T ] × R). Then, the family (bθ )θ>1 of lemma 3 is introduced. Each bθ is positive with a support included in [−1, 1] and their associated solution uθ satisfy equation (4) with Fr = 1. Evaluating the functional defined in (2), we get: Z



θ3 T



Z



Z



2



u (x, t)dxdt −→θ→+∞



J(bθ ) = 0



+∞



ku(., t)k2L2 (R) dt = +∞



0



R



Indeed, if the last integral is finite, we would have limt→+∞ ku(., t)k2L2 (R) = 0 which contradicts what follows from relation (8): ku(., nTs )k2L2 (R) = c0 Dw nTs −→n→+∞ +∞
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2



The existence of a maximizer to the problem



In this section, we are mainly interested in establishing some useful results in order to prove that the supremum of problem (3) is achieved. Theorem 4 Considering any fixed real numbers T > 0 and M > 0, the problem as formulated in (1) is well-posed in the sense that a bottom bopt ∈ B can be found such that : F (bopt ) = sup F (b) b∈B



First, we adapt Tsugawa’s results presented in [13] to our case, ensuring the time global well-posedness of the initial-value problem (3). Then, we need an explicit a priori H 2 (R)-estimate in order to prove the existence of bopt .



2.1



Global well-posedness of the forced KdV equation



In order to prove the time local well-posedness of the KdV equation in H s (R), s > − 34 , Bourgain introduces in [1] a Fourier restriction norm whose bilinear estimate, refined by Kenig, Ponce and Vega in [15], allows to apply the contraction mapping theorem. Combined with a L2 (R)-conservation law, they obtain the time global well-posedness in H s , s > 0. In [20], these results are adapted by Bona and Zhang to the forced KdV equation. Although the KdV equation has no conservation law for s < 0, the time global well-posedness in H s (R), s > − 34 , is proved in [11] by Colliander, Keel, Staffilani, Takaoka and Tao, who introduce a regularizing Fourier multiplier I. This tool is used by Tsugawa in [13] to treat the forced KdV equation as follows: Theorem 5 (K. Tsugawa 2006 p. 684) The following initial-value problem of the forced KdV equation is considered:  x ∈ R, t > 0  ut + uxxx + uux = f (x) ∈ H σ (R) 



u(x, 0) = u0 (x) ∈ H s (R)



x∈R



Then, assuming that σ > − 32 and − 34 < s 6 σ + 3, the problem is time globally well-posed: it has a unique solution u ∈ C([0, +∞[, H s (R)). In our case, we have u0 = 0 and σ = −1. Therefore, theorem 5 states the existence of a solution to problem (3) for any T > 0 and any b ∈ L2 (R). In particular, it ensures that the functional F stated in (2) is a correctly defined application from B into R. Corollary 6 Considering any fixed real number T > 0 and any b ∈ L2 (R), the initial-value problem (3) is well-posed in the sense that the following problem:  Z Z tZ  u2 (x, s) vx (x)dxds ∀v ∈ H 1 (R), u(x, t)v(x)dx = b(x) + uxx (x, s) + 2 R 0 R and for all t ∈ [0, T ], has a unique solution ub ∈ C([0, T ], H 2 (R)).
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Otherwise, in his proof of theorem 5, Tsugawa establishes an a priori L2 (R)estimate for low regularity forcing term. In the proof, it is splitted into a high frequency part and a low frequency one. These two are then estimated thanks to the scaling argument presented in lemma 3. Proposition 7 (K. Tsugawa 2006 p. 693) Considering any fixed real number T > 0, any couple of functions (u0 , f ) ∈ L2 (R) × H σ (R) with − 23 < σ 6 0, the unique solution u of theorem 5 satisfies the inequality: i h  3 sup ku(., t)kL2 (R) 6 C ku0 kL2 (R) + T kf kH σ (R) 3+2σ + 1 t∈[0,T ]



where C > 0 is a constant independant of T , u0 and f . In our case, u0 = 0 and σ = −1, so proposition 7 holds. This inequality is fundamental for the obtention of an explicit a priori H 2 (R)-estimate of the solution u ensured by corollary 6. Proposition 8 Considering any fixed real number T > 0 and any b ∈ L2 (R), the unique associated solution ub of corollary 6 satisfies the inequalities:  sup kub (., t)kL2 (R) 6 P0 (T, kbkL2 (R) )    t∈[0,T ]       sup k∂x ub (., t)kL2 (R) 6 P1 (T, kbkL2 (R) ) t∈[0,T ]       2 T    sup k∂xx ub (., t)kL2 (R) 6 e P2 (T, kbkL2 (R) ) t∈[0,T ]



where P0 , P1 and P2 are three polynomials independant of b, T and ub . Proof Applying proposition 7 with u0 = 0 and σ = −1, we immediatly get P0 (x, y) = C(1 + x3 y 3 ) using the relation kbx kH −1 (R) 6 kbkL2 (R) . Then, the Hamiltonian structure of equation (3) is exploited, adapting the conservation laws of KdV equation presented in [14] by Kenig, Ponce and Vega. We have:  Z  u3 (x, t) ∀t > 0, H(t) = u2x (x, t) − + 2b(x)u(x, t) dx = 0 3 R Indeed, denoting I = uxx + 21 u2 + b, equation (3) becomes ut = −Ix . Deriving R 2 +∞ the previous expression, we get dH dt = − R 2ut I = [I ]−∞ = 0 which means that H(t) = H(0) = 0. Then, we have successively for all t > 0: kux (., t)k2L2 (R) 6



1 ku(., t)kC(R) ku(., t)k2L2 (R) + 2kbkL2 (R) ku(., t)kL2 (R) 3



kux (., t)kL2 (R) 6



1 1 1 ku(., t)k2L2 (R) + ku(., t)kC(R) + kbkL2 (R) + ku(., t)kL2 (R) 6 2 2



1 3 1 kux (., t)kL2 (R) 6 ku(., t)k2L2 (R) + ku(., t)kL2 (R) + kbkL2 (R) 2 6 4  2    kux (., t)kL2 (R) 6 2 P0 T, kbkL2 (R) + P0 T, kbkL2 (R) + kbkL2 (R) 10



Indeed, we √ used respectively the Cauchy-Schwarz inequality, the two identities √ √ x + y 6 x + y or xy 6 12 (x2 + y 2 ) valid for any x, y > 0, and the interpolation inequality kgk2C(R) 6 2kgkL2 (R) kgx kL2 (R) valid for any g ∈ H 1 (R). Therefore, we get P1 (x, y) = 2[y + P0 + P02 ]. Finally, the same method is used to evaluate P2 . After a tedious calculation, one can obtain for all t > 0:   Z  Z  d 5 2 5 4 2 2 2 2 u − uu + u + 2uxx b + bu (x, t) dx = bux I (x, t) dx dt R xx 3 x 36 3 R 3 Integrating this equality on [0, t], the same manipulations as above leads to:  Z t   2   ∀t > 0, kuxx (., t)kL2 (R) 6 kuxx (., s)k2L2 (R) ds + P2 T, kbkL2 (R) 0



  



   P2 (x, y) = 16 1 + y 2 + P12 xy 4 + x3 y 6 + xyP0 + P0 P15 + P03 P1



In conclusion, Gr¨ onwall’s lemma is applied to obtain the announced result.



2.2



Proof of the existence in theorem 4



Considering any fixed T > 0 and M > 0, according to the definition of a supremum, a sequence of bottoms β = (bn )n∈N ∈ BN can be formed such that J(bn ) →n→+∞ supb∈B J(b). Applying corollary 6 for all n ∈ N, the initial-value problem (3) associated to bn has a unique solution un ∈ C([0, T ], H 2 (R)). First, some results of convergence are established in order to pass correctly to the limit n → +∞ in the variational formulation of corollary 6. Finally, we show the optimal bottom satisfies the constraints. Lemma 9 The following convergences can be established: • a subsequence of β = (bn )n∈N weakly converges to a function bopt in L2 (R); • for each t ∈ [0, T ], a subsequence of (un (., t))n∈N converges to a certain function u(., t), strongly in H 1 (R) and weakly in H 2 (R); • a subsequence of U = (un )n∈N strongly converges to u in L1 ([0, T ], H 1 (R)). Proof First, we have bn ∈ B for all n ∈ N which means kbn kL2 (R) 6 M . The sequence β is thus bounded in L2 (R) and the Banach-Alaoglu theorem, applied in a reflexive space, ensures the existence of a certain bopt ∈ L2 (R) such that bn *n→+∞ bopt in L2 (R). Otherwise, for each n ∈ N proposition 8 implies that the sequence U is uniformly bounded: kun kC([0,T ],H 2 (R)) 6 21 [1+eT P2 (T, M )]+P0 (T, M )+P1 (T, M ). For each t ∈ [0, T ], the Banach-Alaoglu theorem and the compactness of the embedding H 2 (R) ⊆ H 1 (R) ensures the existence of u(., t) ∈ H 2 (R) to whom a subsequence of un (., t) converges, weakly in H 2 (R) and strongly in H 1 (R). Finally, the sequence U is uniformly bounded in L∞ ([0, T ], H 1 (R)) and for all t > 0, un (., t) strongly converges to u(., t) in H 1 (R). A generalization of Lebesgue’s dominated convergence theorem in Lp -spaces of Banach-valued functions ensures that U converges to u in L1 ([0, T ], H 1 (R)), ending the proof.
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Lemma 10 The variational formulation of corollary 6 is considered. For all n ∈ N, for all v ∈ H 1 (R) and for all t ∈ [0, T ] the following equality holds:  Z Z tZ  un (x, s)2 n n n u (x, t)v(x)dx = b (x) + uxx (x, s) + vx (x)dxds 2 R 0 R But the functions u and bopt introduced above also satisfy it. In particular, the uniqueness property of problem (3) implies u ∈ C([0, T ], H 2 (R)). Proof For any t > 0, the Cauchy-Schwarz inequality implies: Z



un (x, t)v(x)dx −



Z



R



u(x, t)v(x)dx 6 kun (., t) − u(., t)kH 1 (R) kvkH 1 (R) R



The strong H 1 (R)-convergence of (un (., t))n∈N to u(., t) ensures the left-hand side of the inequality converges to zero as n −→ +∞. Otherwise, the bottom topography is independant of time so we get: t



Z



Z



t



Z



n



Z



b (x)vx (x)dxds − 0



b 0



R



opt



Z



[bn (x) − b(x)] vx (x)dx



(x)vx (x)dxds 6 T R



R



The weak L2 (R)-convergence of β to bopt ensures that the left-hand side converges to zero as n −→ +∞. Then, the inequality kun kC([0,T ],L2 (R)) 6 P0 (T, M ) is used to get a uniform bound for u. Indeed, for all t ∈ [0, T ], a certain n1 ∈ N satisfies ku(., t)kL2 (R) 6 1 + kun1 (., t)kL2 (R) 6 1 + P0 (T, M ). Combining this argument with the Cauchy-Schwarz inequality and the continuity of the embedding H 1 (R) ⊆ C(R), we obtain: t



Z



Z



0



un (x, s)2 vx (x)dxds −



t



Z



Z



0



R



n u(x, s)2 vx (x)dxds 6 Cku − ukL1 ([0,T ],H 1 (R)) R



√ where C = 2kvkH 1 (R) [1 + 2P0 (T, M )]. Lemma 9 ensures the convergence of the left-hand R Finally, the sequence of funcR side to zero as n −→ +∞. tions f n (t) = R unxx (x, t)vx (x)dx and f (t) = R uxx (x, t)vx (x)dx are introduced for all n ∈ N and t ∈ [0, T ], . The weak H 2 (R)-convergence of (un (., t))n∈N to u(., t) implies the pointwise convergence of f n to f . Moreover, lemma 9 also reveals that this sequence is uniformly bounded by kvk2H 1 (R) + eT P2 (T, M ) so Lebesgue’s dominated convergence theorem can be applied to obtain that RT n |f (t) − f (t)|dt −→n→+∞ 0. This argument ensures that the left-hand side 0 of the following inequality converges to zero as n −→ +∞: t



Z 0



Z



un xx (x, s)vx (x)dxds −



t



Z



|f n (t) − f (t)|dt



uxx (x, s)vx (x)dxds 6 0



R



T



Z



Z



0



R



To conclude, the four convergences obtained allow to pass correctly to the limit as n −→ +∞ in the variational formulation of lemma 10. Lemma 11 The following result holds:   lim J(bn ) = J(bopt )  n→+∞   bopt ∈ B In particular, the bottom bopt is a solution of the constrained optimization problem (1): J(bopt ) = sup J(b). b∈B
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Proof The sequence U is uniformly bounded in C([0, T ], L2 (R)) and so does the function u, respectively by P0 (T, M ) and 1 + P0 (T, M ). Combining this argument with the triangle inequality, one can obtain: |J(bn ) − J(bopt )| 6 (1 + 2P0 (T, M )) kun − ukL1 ([0,T ],H 1 (R)) and lemma 9 ensures the convergence to zero of the left-hand side as n → +∞. as bopt R∈ L2 (R), the weak convergence of β implies that R n Otherwise, opt b (x)b (x) −→n→+∞ R bopt (x)2 dx. For any given  > 0, a certain n ∈ N R satisfies: Z opt 2 bopt (x)bn (x)dx 6  + M kbopt kL2 (R) kb kL2 (R) 6  + R



Indeed, the reverse triangle and Cauchy-Schwarz inequalities have been used. As  → 0, we get kbopt kL2 (R) 6 M . The classical R Lebesgue’s measure space is (R, B(R), µ). For any n ∈ N, the measure A 7→ A bn is absolutely continuous with respect to µ because bRn > 0. Consequently, the weak convergence of β implies that the measure A 7→ A bopt is also absolutely continuous with respect to µ. The Radon-Nikodym R R theorem ensures the existence of a positive function g such that A bopt = A g for all A ∈ B(R). The R linearity R of the integral and the monotone convergence theorem imply that bopt v = gv for all v ∈ L2 (R). Therefore, β also weakly converges to g in L2 (R) so the uniqueness of the weak limit gives bopt = g > 0. R −1 Rk Finally, for all k ∈ N∗ and n ∈ N, we have −k bn (x)dx + 1 bn (x)dx = 0 because supp bn ⊆ [−1, 1]. The weak converge of β implies that we have also R −1 opt Rk b (x)dx + 1 bopt (x)dx = 0. The positivity of bopt ensures bopt = 0 on −k [−k, −1] ∪ [1, k] for all k ∈ N∗ . This exactly means supp bopt ⊆ [−1, 1].



2.3



Some useful properties linked to the problem



Three properties are highlighted: the first one concerns the saturation of the L2 (R)-constraint by bopt and the second one guarantees that F : B → R is 1 older continuous. The third one gives an explicit expression of ∂b F , the 2 -H¨ Gˆ ateaux derivative of F , by introducing the adjoint equation of problem (3). 2.3.1



The saturation of the L2 -constraints by an optimal bottom



Proposition 12 Considering an optimal bottom topography bopt of the problem (1) whose existence is guaranteed by the theorem 4, then we must have: kbopt kL2 (R) = M which means that an optimal shape must saturate the L2 (R)-constraint. Proof Assume that kbopt kL2 (R) < M and choose any real number θ such that:  1 0 with a support included in [−1, 1]. We get:  Z    J(bopt θ )=



θ3 T



ku(., t)k2L2 (R) dt > J(bopt )



0



  



7



opt 2 kbopt kL2 (R) 6 M θ kL2 (R) = θ kb



Consequently, we build a bottom bopt ∈ B whose functional is strictly greater θ than the one of bopt , which contradicts its optimality.



2.3.2



The



1 older 2 -H¨



continuity of the functional



older continuProposition 13 The functional J : B → R defined in (2) is 21 -H¨ ous. There exists a constant C(T, M ) > 0 depending only on T > 0 and M > 0 such that: q ∀(b0 , b1 ) ∈ B 2 , |J(b1 ) − J(b0 )| 6 C(T, M ) kb1 − b0 kL2 (R) Proof Considering two admissible bottoms b0 , b1 ∈ B, corollary 6 ensures the existence of unique solutions u0 , u1 ∈ C([0, +∞[, H 2 (R)) to problem (3). Using the triangle inequality and proposition 8, the following inequality holds: |J(b1 ) − J(b0 )| 6 2T P0 (T, M ) sup k(u1 − u0 )(., t)kL2 (R) t∈[0,T ]



An evaluation of the last term is now needed. Substracting equation (3) associated to u1 from the one of u0 , an equation involving the quantities u = u1 − u0 and b = b1 −b0 is obtained. Taking its scalar product with u, we get successively for all t ∈ [0, T ]:  0   Z  ux + u1x 1 d ku(., t)k2L2 (R) = bux − u2 (x, t)dx 2 dt 4 R T d P2 (T,M ) ku(., t)k2L2 (R) 6 4P1 (T, M )kbkL2 (R) + 1+P1 (T,M )+e ku(., t)k2L2 (R) 2 dt q T T ku(., t)kL2 (R) 6 2 T P1 (T, M )kbkL2 (R) e 4 (1+P1 (T,M )+e P2 (T,M ))



2



2



using the Cauchy-Schwarz and triangle inequalities, the identity xy 6 x +y 2 valid for any x, y > 0 and the interpolation one kgk2C(R) 6 2kgkL2 (R) kgx kL2 (R) valid for any g ∈ H 1 (R), and finally the estimations of proposition 8 combined with Gr¨ onwall’s lemma. At last, we have: q  1 0   |J(b ) − J(b )| 6 C(T, M ) kb1 − b0 kL2 (R)  



p T T C(T, M ) = 4T P0 (T, M ) T P1 (T, M )e 4 (1+P1 (T,M )+e P2 (T,M ))
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2.3.3



The Gˆ ateaux differentibility of the functional



We prove the existence of a unique solution to the adjoint formulation of problem (3) which is then used to explicitly evaluate the shape derivative of the F . Proposition 14 Considering any fixed real numbers T > 0 and M > 0, corollary 6 ensures the existence of a unique ub ∈ C([0, T ], H 2 (R)) solution of problem (3) for any b ∈ B. The following final-value problem  t ∈ [0, T ], x ∈ R  vt + ub vx + vxxx + 2ub = 0 



x∈R



v(x, T ) = 0



is globally well-posed: it has a unique solution v ∈ C([0, T ], H 2 (R)) Proof Considering v 1 and v 2 , solutions of the final-value problem, we have ∆v = v 2 − v 1 that satisfies ∆v(x, T ) = 0 and ∆vt + u∆vx + ∆vxxx = 0. The scalar product of the equation obtained with ∆v is took in order to have 1 d 2 2 1 2 dt k∆v(., t)kL2 (R) 6 kukC([−T,T ],H (R)) k∆v(., t)kL2 (R) for any t ∈ [0, T ]. Integrating on [t, T ], Gr¨ onwall’s lemma is applied to obtain ∆v = 0 i.e. v 1 = v 2 , ending the proof of the uniqueness. Then, we introduce w = vx , τ = T − t, w(x, ˜ τ ) = w(x, t) and u ˜(x, τ ) = u(x, t). We get:  ˜τ = (˜ uw) ˜ x+w ˜xxx + 2˜ ux t ∈ [0, T ], x ∈ R  w 



x∈R



w(x, ˜ 0) = 0



In [20] theorem 2.6 p.10, using the space Ys,b introduced by Bourgain in [1], Bona and Zhang prove the time local existence of a solution w ˜ ∈ Ys,b to this system, if u ˜x ∈ Ys,b−1 and u ˜ ∈ Ys,b , with s > − 85 and b → 12 + . Here, it is the case because s = 1 which ensures the existence of w ˜ ∈ C([0, τ ], H 1 (R)) for 2 a certain τ > 0 and thus v ∈ C([T − τ, T ], H (R)). Finally, the time global existence of v comes from a priori estimates. Taking the scalar product of the equation with v, vx and vxxxx , the Cauchy-Schwarz inequality and Gr¨onwall’s lemma are applied to get:  √ T 2 kukC([0,T ],H 2 (R))    kvkC([0,T ],H 1 (R)) 6 4T kukC([0,T ],H 1 (R)) e 2 √ 3 2+kvk  C([0,T ],H 1 (R))   kv k T kukC([0,T ],H 2 (R)) 2 2 2 6 3T kuk e xx C([0,T ],L (R)) C([0,T ],H (R))



Theorem 15 Considering any fixed real numbers T > 0 and M > 0, the functional F : B −→ R defined in (2) is Gˆ ateaux-differentiable. For any b ∈ B and any h ∈ H 1 (R), we have:  F (b + εh) = F (b) + ε h∂b F | hiL2 (R) + O(ε2 )    Z T ∀ε ∈ [−1, 1],    ∂b F = vx (., t)dt 0



where v has been introduced in proposition 14. 15



Proof The function uε = ub+εh − ub is introduced, where ub+εh and ub respectively are the solutions of problem (3) with b + εh and b. We obtain thus:  ε t ∈ [0, T ], x ∈ R  ut + uεxxx + uε uxb+εh + ub uεx + εhx = 0 



uε (x, 0) = 0



x∈R



Then, we take the scalar product of this equation with v. The result is added to the one obtained by taking the scalar product of uε with the equation of proposition 14. We finally get for all t ∈ [0, T ]: Z Z Z Z d vx ε 2 ε b ε u v + 2 u u = ε hvx + (u ) dt 2 Integrating this on [0, T ], the relation uε (., 0) = v(., T ) = 0 is used to obtain: Z



T



Z



Z hvx +



F (b + εh) = F (b) + ε



0



0



T



Z   vx + 1 (uε )2 2



Thus, we just need to prove that the last term, written R(ε), is O(ε2 ) to end the proof. As we have |R(ε)| 6 (1 + kvkC([0,T ],H 2 (R)) ) supt∈[0,T ] kuε (., t)k2L2 (R) , it is enough to prove that kuε kC([0,T ],L2 (R)) = O(ε). This estimate is established with the same arguments than those used in the proof of proposition 13, using here the fact that h ∈ H 1 (R). Taking the scalar product of uε with its equation, we get for any t ∈ [0, T ]:   Z Z  b+εh 1 d ε u + ub ε 2 2 ε (u ) (x, t)dx ku (., t)kL2 (R) + ε hx (x)u (x, t)dx = 2 dt 4 R R x We assume that ε ∈ [−1, 1]. Using successively the Cauchy-Schwarz inequality, 2 2 xy 6 x +y valid for any x, y > 0, kgk2C(R) 6 2kgkL2 (R) kgx kL2 (R) valid for any 2 g ∈ H 1 (R), the estimations of proposition 8 and Gr¨onwall’s lemma, we get: T



sup kuε (., t)k 6 εkhx kL2 (R) T e 4 [1+P1 (T,M +khkL2 (R) )+e



T



P2 (T,M +khkL2 (R) )]



t∈[0,T ]
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The numerical approach of the problem



First, the numerical scheme of equation (4) is presented and the choices made are justified. Then, the adjoint formulation of problem (1) is discretized to evaluate the shape derivative of the functional whose expression is incorporated in the optimization algorithm. Finally, the results obtained are analyzed.



3.1



Computation of the forced KdV equation



The goal is to develop a numerical scheme that allows a fast resolution of equation (4) because it will be incorporated in the loop of the optimization algorithm. Furthermore, its accuracy must ensure a precise simulation of the long-time behaviour and its simplicity the straightforwardness of it. 16



Figure 2: The exact solution of the KdV equation is used to compare the performances of our algorithm with those of efficient methods. Althought it is as fast and as precise as its concurrents, its non-dissipative property is a great advantage compared to its rivals, constrained by a stability condition: ∆t = O(∆x3 ). Moreover, it conserves the physical properties of the KdV equation such as the mass and the Hamiltonian.



3.1.1



Difficulties encountered with the discretization



A na¨ıve discretization of equation (4) with finite differences will perform badly because some physical properties are hardly conserved, the third-order derivative introduces numerical dispersion and the forcing term breaks some symmetries. Moreover, spectral methods often assume that the function is periodic and do not get rid of some restricting stability conditions. In [6], Zabusky and Kruskal develop a leapfrog scheme with finite differences in order to conserve mass but also energy to second order. In [17], Fornberg and Whitham present a clever leapfrog scheme using the discrete Fourier transform. In [12], Trefethen uses the method of integrating factors combined with a fourthorder Runge-Kutta method. However, all these methods are subject to a drastic stability condition of the form ∆t = O(∆x3 ). In [5], Furihata suggests an implicit finite differences scheme which conserves the mass and the Hamiltonian of KdV equation. Indeed, such schemes are known to be very stable because they consider the physical properties of the equation. This method will be adapted to equation (4), then simplified in order to obtain an efficient algorithm whose performances are sum up in figure 2 above.
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3.1.2



Discretization of the forced KdV equation



Considering a small space and time steps ∆x, ∆t > 0, the domain is discretized: R × [0, T ] ≈ (xi , tn )(i,n)∈Z×{0,...,N } where xi = i∆x, tn = n∆t and N ∆t = T . In the numerical scheme, Uin approximates uni = u(xi , tn ). The two operators 1 1 δi+ (.) = ∆x [(.)i+1 − (.)i ] and δi− (.) = ∆x [(.)i − (.)i−1 ] are introduced. Then, equation (4):    ∂ δG 2 ∂u   =   c0 ∂t ∂x δu       δG 3 2 h2 = 2(Fr − 1)u − u − b − 0 uxx  δu 2h0 3       2    G(ux , u) = (Fr − 1)u2 − 1 u3 − bu + h0 u2 2h0 6 x is discretized according to the general procedure described by Furihata in [5]:  2 2  1 3 h20 δi+ Ui + δi− Ui  2  G (U ) = (F − 1)U − U − B U + d i r i i  i  2h0 i 6 2       δGd U 2 + Ui Vi + Vi2 h2 = (Fr − 1)(Ui + Vi ) − i − Bi − 0 δi+ δi− (Ui + Vi )  δ(U, V )i 2h0 6           2 Uin+1 − Uin 1 δGd δGd   = − c0 ∆t 2∆x δ(U n+1 , U n )i+1 δ(U n+1 , U n )i−1



Theorem 16 (D. Furihata 1999 p. 192) The previous numerical scheme is a set of nonlinear equations whose solution (Uin )(i,n)∈Z×{0,...,N } satisfies: Z  X  n  G (U ) ∆x = [G(ux , u)](x, tn )dx = 0 d i    R  i∈Z ∀n ∈ {0, . . . , N }, Z  X   n  Ui ∆x = u(x, tn )dx = 0   R i∈Z



Finally, the previous implicit scheme is linearized to reduce the execution time. The approximation (un+1 )2 + (uni )2 = 2un+1 uni + O(∆t2 ) is valid for any i i 2 i ∈ Z and if u(xi , .) ∈ C (R). At last, we get the linear system: 2 Uin+1 − Uin = (Fr − 1) c0 ∆t −



h20 6



n+1 Ui+2



−



n+1 2Ui+1



n+1 n+1 Ui+1 − Ui−1



n+1 + 2Ui−1 2∆x3



2∆x n+1 − Ui−2



n+1 n+1 n n 3 Ui+1 Ui+1 − Ui−1 Ui−1 2∆x 2h0 2∆x ! n n n n Ui+2 − 2Ui+1 + 2Ui−1 − Ui−2 Bi+1 − Bi−1 + − 2∆x3 2∆x



+



n − Un Ui+1 i−1
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!



−



3.1.3



Transparent boundary conditions



As equation (4) can only be solved numerically on a finite domain, a constant L > 0 is chosen large enough to observe the generic behaviour of u(., T ) on the interval [−L, L]: cno¨ıdal-like wavetrain downstream and a solitary wave upstream. However, equation (4) will be computed on the artificial domain [−(L + ∆L), L + ∆L] × [0, T ] where ∆L > 0 is chosen large enough. Therefore, for any fixed n ∈ {0, . . . N }, the previous scheme becomes a finite set of 2I + 1 equations with I∆x = L + ∆L. We want that Uin+1 = Uin = 0 for any i ∈ / {−I, . . . , I} so that the system gets the matrix form An U n+1 = B n . For this, we need to ensure that the computational domain is wide enough so that the simulated waves does not reach the boundaries. Instead of increasing the execution time with the choice of a large ∆L that would depend on T , a smooth filter f is applied on the approximated function at each time step in order to kill the right-going wavetrain on [−(L + ∆L), −L]:  n+1   Ui = f (xi ) (An )−1 B n i       L+x 1   1 + cos π 1[−(L+∆L),−L] (x) + 1]−L,L+∆L] (x)  f (x) = 2 ∆L This procedure ensures a smooth decreasing of U n+1 to zero on [−(L+∆L), −L] and on [L, L + ∆L]. It does not affect the approximation of u(., tn+1 ) on [−L, L] and allows a small computational domain. 3.1.4



Validation of the numerical scheme



The numerical scheme presented above can also be found by discretizing equation (4) according to a Crank-Nicholson method and linearizing the system obtained. Its numerical properties on the KdV case (b = 0) has been studied by Djidjeli, Price, Ywizell and Wang in [16]. Proposition 17 The previous discretization takes the form L∆x,∆t u = 0 and approximates equation (4) written in the form ut + Lu = 0. Assuming that ∆t = O(∆x), this scheme is consistent and first-order accurate: ∀u ∈ C 4 (R × R+ ),



ut + Lu = 0 =⇒ ut + Lu = L∆x,∆t u + O(∆x)



Proof Introducing the shift operators s± x [(.)(x, t)] = (.)(x ± ∆x, t), one can 1 1 − 2 + 3 1 2 define δx1 = 2∆x (s+ − s ), δ = [s − 2 + s− 2 x x x x x ] and δx = δx δx . Choosing any ∆x 4 u ∈ C (R × R+ ) such that ut + Lu = 0, its Taylor expansion gives:   ux = δx1 u + O(∆x2 ) 2 3 ∆x ∆ ± 4 sx u = u ± ∆xux + uxx ± uxxx + O(∆x ) =⇒  2 6 uxx = δx2 u + O(∆x2 ) Combining these two equalities, we get another estimation: uxxx = δx3 u+O(∆x). Therefore, these expressions can be used in order to get an approximation of L:   3c0 c0 h20 3 c0 1 Lu = uux + δ − c0 (Fr − 1)δx u + δx1 b + O(∆x) 2h0 6 x 2 19



+ + 1 Introducing the operators s+ t [(.)(x, t)] = (.)(x, t + ∆t) and δt = ∆t (st − 1), the same type of arguments gives:  ∆t2   s+ utt + O(∆t3 ) t u = u + ∆tut + 2 2 2 =⇒ ut = 2δt+ u + s+ t Lu + O(∆t )   u = s+ u − ∆ts+ ut + ∆t s+ utt + O(∆t3 ) t t 2 t



The nonlinear term is cleverly treated and linearized using ∆t = ∆x: we have + + 2 1 1 st +1 2 (1 + s+ t )uux = δx [ 2 u ] + O(∆x ) = δx (ust u) + O(∆t). Finally, the required estimation ut + Lu = L∆x,∆t + O(∆x) is obtained with:   3c0 1 + c0 h20 3 + + 1 δ (us u)+(1+st ) δ − c0 (Fr − 1)δx u+c0 δx1 b (9) L∆x,∆t = 2δt u+ 2h0 x t 6 x



Proposition 18 (Djidjeli and al. 1995 p. 315) Discretization (9) of equac0 [3kukC(R×[0,T ]) − 2h0 (Fr − 1)], tion (4) is considered when b = 0. With β = 2h 0 c0 2 ∆t µ = 6 h0 and s = ∆x , its Von Neumann linear stability analysis provides an amplification factor g : [−π, π] −→ C of the form:    g(ξ) = 1 − iA(ξ)    1 + iA(ξ)     β µ   + (cos(ξ) − 1)  A(ξ) = s sin(ξ) 2 ∆x2 In particular, we have |g| = 1 ensuring the non-dissipative feature of the method: the scheme is unconditionally stable. Moreover, the numerical dispersion ψ = 2A arg(g) = − arctan( 1−A 2 ) is compared to the analytical one whose expression is sµ 3 ψref (ξ) = −sβξ + ∆x2 ξ . We get ψ(ξ) = ψref (ξ) + Eψ (ξ) + O(ξ 7 ) with1 : sβ Eψ (ξ) = 6



3.2







s2 β 2 1+ 2







 81 5 5 5 3 3 15s3 β 2 µ sβ sµ ξ − s β − s β − + + ξ5 80 8 4∆x2 120 4∆x2 3







Description of the optimization algorithm



First, it is explained how the shape derivative of the functional is computed. Then, the constrained optimization problem is replaced by an infinite sequence of unconstrained ones thanks to the Lagrangian. Finally, Usawa’s method is presented, combining a gradient method for the primal and a projected gradient one for the dual. 1 In



[16], the given expression of Eψ is wrong. On page 316, a mistake was made in the −2A 1 2 4 7 Taylor expansion of ψ: it is written arctan( 1−A 2 ) = −2A[1 − 3 A − 3A ] + O(ξ ) instead of −2A 1 2 1 4 7 arctan( 1−A 2 ) = −2A[1 − 3 A + 5 A ] + O(ξ ).
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3.2.1



Computation of the shape derivative of the functional



The techniques used to obtain the equation of proposition 14 are adapted to get the dual equation associated to the primal one (4):  3 h2 2    vt − 2(Fr − 1)vx + uvx + 0 vxxx + 2u = 0 t ∈ [0, T ], x ∈ R c0 h0 3 (10)    v(x, T ) = 0 x∈R The discretization of (10) is the same than the one previously used for (4): 2 Vin+1 − Vin = c0 ∆t −



h20 6



3Uin+1 Fr − 1 − 2h0



!



n+1 n+1 n+1 n+1 Vi+2 − 2Vi+1 + 2Vi−1 − Vi−2



2∆x3



n+1 n+1 Vi+1 − Vi−1



  n n − Vi−1 3Uin Vi+1 Fr − 1 − 2∆x 2h0 2∆x ! n − 2V n + 2V n − V n Vi+2 Uin+1 + Uin i+1 i−1 i−2 + − 2∆x3 2 +



As time is reversed, the system now gets the matrix form An+1 V n = B n+1 . A filter f˜ is applied at each step to ensure a smooth decreasing of V n to zero on [−(L + ∆L), −L] and [L, L + ∆L]. Its influence on ∂b F is sum up in figure 3.    Vin = f˜(xi ) (An+1 )−1 B n+1 i       1 x − L + ∆L    f˜(x) = 1 + cos π 1[L−∆L,L] (x) + 1[−L,L−∆L[ (x) 2 ∆L



Figure 3: The filter f does not alter the numerical solution, unlike f˜. But the shape derivatives obtained with and without filters remains proportional in an almost timeindependant way. Consequently, ∂b F or its filtered version can be used indifferently in the optimization algorithm because the new bottom will be evaluated by b + γ∂b F (b) where γ is small and thus many orders of magnitude less compared to the derivative.
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Propositions 17 and 18 can be applied to the discretization of (10): the same results hold. Equations (4) and (10) must be solved in order to compute ∂b F whose integral is approximated according to the Simson’s rule:   Z T N −1 N −1 X X ∆t   vx (., t)dt ≈ vx (., n∆t) + 2 vx (., n∆t) + vx (., T ) vx (., 0) + 4 3 0 n=1 n=1 n even



n odd



3.2.2



Introduction of the Lagrangian



The Lagrangian associated to problem (1) is now introduced: L : L2 (R) × L1 (R, R+ ) × R+ −→ R  Z 1 Z   ˜ ˜ M2 − b, λ, λ 7−→ F (b) + λ (x) b (x) dx + λ −1



1



b2 (x) dx







−1



In this case, the theory of duality establishes that if the unconstrained optimiza˜ = sup 2 L(b, λ, λ) ˜ can be solved, then problem (1) is tion problem G(λ, λ) b∈L (R) ˜ = sup G(λ, λ) given by inf (λ,λ)∈L 1 (R,R )×R ˜ b∈B F (b). Usawa’s method is based + + on this result and combines: • a gradient method in which a shape derivative of the Lagrangian is needed: ˜ = ∂b F + λ − 2λb; ˜ ∂b L(b, λ, λ) • a projected gradient method, using the explicit expression of the projector on R+ which is given by P+ = max (0, .). The discretization transforms b and λ into vectors (B, Λ) ∈ R2R+1 × R2R+1 where R∆x = 1 because supp b ⊆ [−1, 1] ≈ {−R, . . . R}. The Simson’s ma2R+1 2I+1 , S x = ∆x trices S = ∆x 3 (1, 4, 2, . . . , 4, 2, 1) ∈ R 3 (1, 4, 2, . . . , 4, 2, 1) ∈ R N +1 and S t = ∆t are introduced in order to define an 3 (1, 4, 2, . . . , 4, 2, 1) ∈ R approximation of the Lagrangian and its derivative:  2R+1 L˜ : R2I+1 × (R+ ) × R+ −→ R   !  I N R R    X X X X   x n t 2 2 ˜ 7−→ ˜ M −  Si Ui Sn + Sr Λr Br + λ Sr Br  B, Λ, λ  i=−I n=0



r=−R



r=−R



    N n  X  V n − Vr−1  ˜ r ˜  ∀r ∈ {−R, . . . , R}, ∂ L = + Λr − 2λB Snt r+1  B r 2∆x n=0 where U and V are the approximated solutions of equation (4) and (10). 3.2.3



Description of Usawa’s algorithm



First, we describe the general behaviour expected from Usawa’s algorithm. The ˜ = 0 which means bottom b initially satisfies the constraints so λ = 0 and λ L(b, λ) = F (b). Hence, the initial deformation of the bottom shape will only be ruled by the functional. 22



Then, it is expected from the algorithm to increase the bottom height because the wave elevation is very sensitive to it. However, after some iterations, the bottom will not satisfy the constraints anymore and thus λ > 0. The constraints will begin to act more and more in the deformation process in order to bring the bottom back in the admissible set. Consequently, oscillations of the functional are expected around a saddle point which corresponds to an equilibrium between the will of the functional and of the constraints. The convergence of the algorithm mainly depends on how quickly the constraints will intervene or not in the optimization process. It will be ruled by a parameter κ whose tuning has been very difficult to set up. An example is treated in the figure 4 below.



Figure 4: An exemple starting with a cosine shape is analyzed. The convergence of the algorithm is ensured if the parameter κ is able to reduce progressively the oscillations observed on the evolution of all the characteristic parameters such as the functional ˜ or the soliton height a. F , the Lagrangian L, the Lagrange multiplier λ 0 ˜ 0 = 0. Initialization The initial multiplicators are fixed to zero: λ Pr Λ = 0 and 0 0 0 2 A bottom B is chosen so that 0 < min−R6r6R Br and r=−R Sr (Br ) < M . Various initial bottoms were implemented and are sum up in the table above.



Initial Profile



Expression of Br0 for any r ∈ {−R, . . . , R}



Cube



d



Cosine



d [1 2



Left-oriented triangle



d 1+r∆x 2



Right-oriented triangle



d 1−r∆x 2



Bowl



d(r∆x)4 p p d 1 − (4r∆x + 3)2 + d 1 − (4r∆x − 3)2



Two semi-ellipses



+ cos(rπ∆x)]
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˜ k are Step k + 1: re-initialization of B k We assume that B k , Λk and λ ˜ k ) is introduced. It ˜ k , Λk , λ known. The new bottom B k+1 = B k + γ∂B L(B depends on γ ∈ R whose ideal choice would be the maximizer of the function ˜ k ), Λk , λ ˜ k ) but its evaluation at each point ˜ k + γ∂B L(B ˜ k , Λk , λ Ψ : γ 7→ L(B needs to solve each time two partial differential equations. Moreover, if γ is too important, B k+1 will leave the admissible set or violate the physical limit of the forced KdV model. Therefore, the choice of γ must be restrained to a small interval on which a ˜ k ) is two orders of ˜ k , Λk , λ maximizer has to be found. We impose that γ∂B L(B k magnitude less than B by restraining γ ∈ [−γ0 , γ0 ] with:       ˜ k )r | − 2 ˜ k , Λk , λ log10 γ0 = log10 max |Brk | − log10 max |∂B L(B −R6r6R



−R6r6R



where [.] is the floor function. Then, Ψ(γ0 ), Ψ(−γ0 ) and Ψ(0) are evaluated in order to interpolate Ψ by a polynom of degree 2 and thus easily estimate the maximizer of Ψ on [−γ0 , γ0 ]. The running cost of this procedure is very low and the value obtained turns out to be very close from the real maximizer. ˜ k The projection on R+ of the Step k + 1: re-initialization of Λk and λ multipliers is easily computed. For any r ∈ {−R, . . . R}, we have thus the relation Λk+1 = max(0, Λkr − κBrk ) and also: r " !# R X 2 k+1 k k+1 2 ˜ ˜ +κ λ = max 0, λ Sr B −M r



r=−R



The choice of κ remains the hardest part of the algorithm because this nonphysical parameter rules the convergence. Moreover, the amplitude of functional oscillations is highly sensitive to it. A too small κ means a delay in the process of penalization of the functional whereas a high value makes the constraints immediatly significant. In the two cases, high oscillations will be observed. Stop criteria The stop criteria ι corresponds to the tolerance allowed on the precision of the variables. The algorithm stops when the two following conditions are fulfilled:  ! R  X   k+1 2 k+1 2   0 6 min Br , M − S r Br   −R6r6R  r=−R



      



3.3



max



−R6r6R







 ˜ k+1 − λ ˜ k | < 10−ι |Brk+1 − Brk |, |Λk+1 − Λkr |, |λ r



Results obtained with the algorithm



The values of the parameters used in the algorithm are sum up in figure 5 which presents the numerical maximizer obtained for various initial bottoms.
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Figure 5: The results obtained with the optimization algorithm. The main feature of figure 5 is the convergence of various initial bottoms to a unique optimal shape, which strongly suggests the uniqueness of the maximizer whose existence has been proved in theorem 4. The behaviour of the algorithm, and especially its difficulty to converge, indicates that the soliton height is highly sensitive to the amplitude of the bottom topography. It confirms what has already been noticed about the forced KdV model in [3]. However, when the shape of the optimal bottom is compared to the highest admissible cube, the difference observed between the two soliton heights is only 40 cm. It highlights the weakness of an inviscid model: the viscuous effects are crudely approximated and thus the shape influence becomes physically negligible. Indeed, most of the dependancy between shape and wave elevation comes from the adherence of water on the bottom, a phenomenon which is not considered in an inviscid model. Nevertheless, the algorithm furnishes an aerodynamical shape.



Conclusion Problem (1) has been studied numerically and theoretically. The existence of a maximizer has been proved whereas the simulations suggests its uniqueness. As mentionned in [3], a strong influence of the bottom amplitude is observed while the shape plays a weaker role in the process of soliton generation. Many problems can be considered to pursue this study: the question of uniqueness, some models involving more general admissible sets combining larger supports or H 1 -bounds, the super-critical case Fr > 1 to enhance the efficiency of the maximizer, a comparison between the maximizers obtained with the forced KdV model, the Navier Stokes equations and real experiments.
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