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SEMANTIC DISCRIMINANT MAPPING FOR CLASSIFICATION AND BROWSING OF REMOTE SENSING TEXTURES AND OBJECTS Julien Fauqueur, Nick Kingsbury and Ryan Anderson Signal Processing Group, Department of Engineering, University of Cambridge, UK ABSTRACT We present a new approach based on Discriminant Analysis to map a high dimensional image feature space onto a subspace which has the following advantages: 1. each dimension corresponds to a semantic likelihood, 2. an efficient and simple multiclass classifier is proposed and 3. it is low dimensional. This mapping is learnt from a given set of labeled images with a class groundtruth. In the new space a classifier is naturally derived which performs as well as a linear SVM. We will show that projecting images in this new space provides a database browsing tool which is meaningful to the user. Results are presented on a remote sensing database with eight classes, made available online. The output semantic space is a low dimensional feature space which opens perspectives for other recognition tasks. 1. INTRODUCTION Recognising objects and textures based on their visual appearance is a challenging task because the correspondence between the visual features of an image and its associated meaning is often ambiguous. In the context of remote sensing imagery huge amounts of data are produced for various purposes including mosaicing, terrain classification, or the detection of changes, anomalies and manmade structures. We focus on the problem of recognition of various types of manmade entities as well as different types of vegetation. This problem presents various challenges due to the high heterogeneity both within and across classes. The within class heterogeneity is due to the difference of acquisition process, orientation, and intrinsic appearance. On the other hand some classes, as we will see, can be very similar (such as grass and fields) while some others are of different nature: the vegetation classes tend to relate to textures while the manmade ones relate to objects. In this context, choosing an adequate set of features to discriminate between these classes is difficult. Indeed our intuition would suggest that different types of features may This work has been carried out with the support of the UK Data and Information Fusion Defence Technology Centre and the EU MUSCLE Network Of Excellence (Multimedia Understanding through Semantics, Computation and Learning).



be useful in different cases: for example, structure or color features to discriminate manmade versus vegetation, color for grass versus river, texture for grass versus trees. This relates to the feature selection problem. Based on discriminant analysis, the presented method handles the problem of finding the optimal weighting of the feature components to discriminate each class against the others. Let us consider a set of images manually assigned to C classes of interest. We introduce a mapping, referred to as Semantic Discriminant Mapping (SDM), from the image feature space into a C-dimensional subspace referred to as the semantic space. In the semantic space, each of the C dimensions discriminates between a given class and the others. Along each dimension a one-class predictor for the corresponding class will be built and the combination of the predictors will result in a multi-class classifier. The component values on those semantic dimensions give a classification score and can be used to display an image database content with the semantic directions of interest. In section 2 we give an overview of all the image features used. The SDM is presented in section 3. In section 4 we will introduce the multiclass classifier which operates in the semantic space. Results are presented in section 5, and conclusions in section 6.



2. COLOR, TEXTURE AND STRUCTURE FEATURES Since the nature of the images we want to classify is very heterogeneous, various types of features must be integrated to achieve a good recognition rate. We therefore build a big feature vector to characterise the image content which consists of the concatenation of different color and texture features. Since our method can use any type of feature vector, we give only an overview of the features involved. Our texture and structure descriptors are based on the Dual Tree Complex Wavelet Transform (DTCWT) [1] computed on four levels. They involve central moments, histograms and a new feature, the Inter-Level Product (ILP) described in [2]. The entire feature vector description is comprised as follows with each subfeature dimension:



• color: mean HSV value (3), mean RGB value (3), RGB-pixel variance (3), 6 × 6 × 6 uniformly quantised RGB color histogram (216), entropy of the RGB histogram (1) • texture: DTCWT magnitude mean, variance, skew, kurtosis, and directional statistics (36 for all 4 levels) • structure: 4-bin ILP magnitude histogram (16 for all 4 levels), mean, variance, skew and kurtosis of the 4bin ILP magnitude histogram (16 for all 4 levels), 4bin ILP histogram of generic structures (edges, ridges, ...) (16 for all 4 levels) The total dimension of the feature vector is p = 310. This original feature space is denoted as F. Each dimension is normalised so that the mean over the data set is zero and the standard deviation is one. 3. SEMANTIC DISCRIMINANT MAPPING The feature space F contains various subfeatures which we thought relevant for our remote sensing recognition problem. In this context, Discriminant Analysis [3] is a simple and powerful technique to project data into a reduced dimensional space in which the data are optimally separated given a set of labeled images. The implicit effect of the transformation is to assign various weights to each feature dimension depending on their relevance to discriminate each class. However a matrix singularity problem can arise in the discriminant projection if the number of samples is lower than the feature dimension and/or if some feature dimensions have near-zero variance (typically histogram bins). To circumvent this drawback Swets and Weng [4] proposed projection of the data with Principal Component Analysis (PCA) before discriminant projection. Although our discriminant projection differs from theirs we use their idea of performing a prior PCA projection into an intermediate space, denoted as FP CA . In this section we give a brief overview of PCA and Fisher Discriminant Analysis (FDA) transformations and then present our C-FDA transformation to perform multiclass discriminant analysis. The SDM is introduced as combination of PCA and C-FDA transforms. 3.1. PCA and FDA transformations Given a set of p-dimensional feature vectors {x i } in F, Principal Component Analysis finds a subspace F P CA of dimension p0 ≤ p whose basis vectors correspond to the maximum variance directions of X = [x1 ...xp ]. If we call MP the p × p0 matrix of the linear transformation from F to FP CA , then the projection of x into this new space is M Pt x. The columns of transformation matrix MP = [e1 ...ep ] consist of the eigenvectors ei obtained from the eigenvalue decomposition λi ei = (XX t )ei , where XX t is the covari-



ance matrix and λi the eigenvalue associated with the eigenvector ei . The λi are sorted in decreasing order such that e1 corresponds the direction of maximum variance of X and ep to the one of minimum variance. We choose to keep the Pp P p0 first p0 dimensions such that i=1 λi ≥ 0.9999 i=1 λi . We denote the PCA transformation as MP : F 7→ FP CA . Unlike PCA, which finds the directions that capture most of the feature variance, FDA finds the direction w that best separate the features [3]. In the two class case, we assume the features x belong either to the class C or C 0 . An optimal vector w must maximise the following criterion J: J(w) =



| w t SB w | | w t SW w |



(1)



where | . | denotes the matrix determinant, SB the betweenclass scatter matrix and SW the within-class scatter matrix defined as follows: SB = (m − m0 )(m − m0 )t



(2)



SW = Mean(x−m)(x−m)t +Mean (x−m0 )(x−m0 )t (3) 0 x∈C



x∈C



where m = Mean[x] and m = Mean [x] are the respective 0 x∈C



0



x∈C



means of features in classes C and C 0 . A solution of this maximisation problem is given by: −1 w = SW (m − m0 )



(4)



In this case, FDA builds a mapping from the feature space to a 1-dimensional subspace. 3.2. The C-FDA transformation We introduce a new transformation, called C-FDA, to perform discriminant analysis in the multiclass case and which, unlike Multiple Discriminant Analysis (MDA)[3] 1 , determines a new feature space in which each dimension corresponds to a class membership likelihood. C-FDA consists in performing an FDA C times to discriminate between each class Cd and the other classes. For each class Cd , C designates Cd and C 0 designates ∪d0 6=d Cd0 with section 3.1 notations. Thus for each class Cd we get from formula (4) a vector wd defining the direction of optimal separation between Cd and the other classes. In our approach, since the features are first transformed with PCA, C-FDA is applied in FP CA of dimension p0 . So the C-FDA transformation is defined by the p0 × C matrix MF = [w1 ...wC ]. The output space S is C-dimensional and called the semantic space. The transformation of a vector y in FP CA is then written MFt y in S. 1 Although MDA deals with multiclass, it is not suitable for our problem since the dimensions in the transformed space are not directly associated with a class. MDA finds a linear transformation from F to a C − 1 dimensional subspace which optimally separates the data globally.



For classification and browsing purposes we find it convenient to normalise the transformed values in S such that : Mean[wdt y] = +1 and Mean[wdt y] = −1 y∈Cd



y ∈C / d



(5)



This is achieved by applying a linear transformation, denoted as TN , from S to itself which is straightforward to compute. TN is calculated on the training data. 3.3. Semantic Discriminant Mapping Now we define the Semantic Discriminant Mapping (SDM), denoted as s. It is the full linear transformation from the original feature space F onto the semantic space S. It is the composition of the following transformations: PCA transformation, the discriminant transformation and the normalisation. Its expression is the following:



5.1. Groundtruth database construction Our 1040 aerial image database was constructed from seven large aerial images from Window on the UK2 . We extracted 14575 64 × 64 pixel subimages which were manually assigned to one of the following eight classes: building, road, river, field, grass, tree, boat, vehicle (see figure 1). In order to have classes of the same size, we kept 130 images per class yielding 1040 images total. This image set was then split into a training set and a test set, consisting of 65 images per class. So both training and test database contain 520 images. We have made this database available online 3 .



s :F 7→ S



(6) x 7→ TN (MFt · MPt · x) where the original feature space F is of dimension p and the output semantic space S is of dimension C. 4. C-CLASS CLASSIFIER IN SEMANTIC SPACE The multiclass classifier is built as a combination of scalar predictors in the semantic space S. For each dimension d in S, training data are optimally separated in the linear sense depending on whether they belong or not to class C d . We denote as sd (x), the dth component of the transform of x in S. Given formula (5), if sd (x) is big then x is very likely to belong to Cd . An image will be predicted in Cd if its feature x satisfies sd (x) ≥ td where td is a threshold. We want to find the optimal thresholds {td } which minimise the classification error d (t). We define d (t) as the sum of probabilities of detection of false negatives and false positives: d (t) =P (sd (x) ≥ t | x ∈ / Cd )+ P (sd (x) < t | x ∈ Cd )



(7)



f (x) = argmax [sd (x) − td ]



(8)



To determine d (t), training data are sorted with respect to their sd (x) values. For each x, the two probability terms in 7 are computed and the optimal threshold td is set at the value of sd (x) which minimises d (sd (x)). The multiclass classifier f is defined by considering the predictor with the highest classification score measured by the quantity sd (x) − td . For each x in F, f is defined by: d=1,...,C



5. RESULTS In this section we detail the procedure to build our database for training and testing. We will then show the classification results and present a browsing application.



Fig. 1. Each column illustrates samples from a class. From left to right: building, road, river, field, grass, tree, boat, vehicle. In the presented results, the SDM was determined on the training images. Classification and browsing experiments are conducted on the test database after transformation with the SDM. 5.2. Classification The 520 images from the test database were classified in the semantic space as described in section 4 (with p 0 = 154). The classification performance is illustrated in table 1 with a confusion matrix on the eight classes. Since each class contains 65 images, a diagonal value of 65 in the matrix indicates a perfect classification for this class. From this matrix the average classification accuracy across all eight classes is 89.4% for our method. In the confusion matrix, we see that the confusion errors made by our classifier are consistent with our perception. Indeed, the highest errors (7 and 8) occur in the discrimination between perceptually ambiguous classes: grass versus field and vehicle versus building. Indeed field images are very similar to grass images except they have a slightly perceptible directional texture. On the other hand buildings and vehicles both relate to rectangular objects with heterogeneous colors when using low-level features. Another encouraging observation is that manmade classes (building, road, vehicle, boat) are rarely confused with natural classes (grass, river, tree, field) which is a desired property in remote sensing analysis. 2 http://www.bnsc.org



3 http://www.eng.cam.ac.uk/˜
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class labels building road grass river tree field vehicle boat



bu. 52 3 0 0 2 0 8 1



r. 4 57 0 0 0 0 3 1



g. 0 0 55 1 0 4 0 0



r. 0 0 2 64 0 0 0 1



t. 1 1 1 0 63 0 1 0



f. 0 0 7 0 0 61 0 0



v. 4 4 0 0 0 0 52 1



bo. 4 0 0 0 0 0 1 61



the visualisation. Screenshots of projections along all axes are available online 5 . tree



(t road ,t tree)



Table 1. Confusion matrix for Semantic Discriminant Mapping classifier. A value of 65 on the diagonal corresponds to 100% correct classification. To compare our classification method to a state of the art method we trained and tested a multiclass linear Support Vector Machine (SVM) on the same image sets using libsvm toolbox4 . For the linear SVM the average accuracy across classes was 89.2%. In the same conditions, we also trained and tested a non-linear SVM using a gaussian kernel. The optimal hyperparameters of this classifier were found by grid-search. The average accuracy was 92.3% across classes. Note that our classifier works in the semantic space while both SVMs were tested in the original feature space. Our classifier has an equivalent performance to the linear SVM (89.4% versus 89.2%) but is outperformed by the gaussian SVM (92.3%). The performance gain obtained by the use of a non-linear kernel for an SVM motivates the future integration of a non-linear kernel in our approach. 5.3. Browsing Unlike low-level feature dimensions, the individual dimensions of the semantic space S are meaningful to the user and are suitable for database browsing and visualisation. Depending on the user-selected axes of visualisation, images with the same semantics are grouped in the same region of the browsing space. The applications of this browsing tool could be to provide the overview of a database or to show the user the top-ranked results of an image search engine. Visualisation can be performed in any 1-, 2- or 3- dimensional subspace of the C-dimensional semantic space. We found the 2-dimensional representation to be the most effective. In figure 2, we show the entire content of the 520 image test database along two of the eight axes: the road axis (horizontal) and the tree axis (vertical). The axes are centered at the threshold values (troad , ttree ). Images corresponding to trees are on the upper part of the plane and images of roads on the right part. Images which neither correspond to tree or road lie in the lower left part. Note that the high classification performance in the semantic space reported in the previous section guarantees the consistency of 4 libsvm



toolbox: http://www.csie.ntu.edu.tw/˜ cjlin/libsvm/



road



Fig. 2. The 520 test images are displayed in the road×tree subspace of the semantic space (see text). 6. CONCLUSION AND PERSPECTIVES We presented the Semantic Discriminant Mapping which maps a feature space into a low dimensional subspace (the semantic space). In this new feature space a very simple multiclass classifier was proposed with equivalent performance to an SVM. Since each image coordinate corresponds to a class membership likelihood, a large set of images can be visualised in this space in a meaningful way for the user. Futhermore if we view this semantic space as a new low dimensional feature space in which data are optimally separated, it should be suitable for other image analysis problems such as image retrieval. We are investigating the integration of a non-linear kernel in our SDM. 7. REFERENCES [1] N.G. Kingsbury, “Complex wavelets for shift invariant analysis and filtering of signals,” J. of Applied and Computational Harmonic Analysis, vol. 10, 2001. [2] R. Anderson, N.G. Kingsbury, and J. Fauqueur, “Coarse-level object recognition using interlevel products of complex wavelets,” IEEE ICIP, 2005. [3] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification (2nd ed.), Wiley, 2000. [4] D. L. Swets and J. Weng, “Using discriminant eigenfeatures for image retrieval,” IEEE Trans. on PAMI, vol. 18, no. 8, pp. 831–836, 1996. 5 http://www.eng.cam.ac.uk/˜



jf330/SDM/2Dshots/



























des documents recommandant







[image: alt]





SEMANTIC DISCRIMINANT MAPPING FOR ... - CiteSeerX 

for training and testing. We will then show the classification results and present a browsing application. 5.1. Groundtruth database construction. Our 1040 aerial ...










 


[image: alt]





LATENT SEMANTIC INDEXING FOR SEMANTIC ... - CiteSeerX 

anymore to retrieve visually similar content, but they expect that retrieval ... over the Internet. The advantage of ... This research was supported by the EU project GMF4iTV under the ... we present models video shots in a similar way as text docume










 


[image: alt]





Database-to-Ontology Mapping Generation for Semantic ... - Le2i 

architecture which is a tool, called DB2OWL, that automatically generates ontologies .... ontology structure, and (2) data migration i.e. the migration of database ...










 


[image: alt]





From Layout to Semantic: A Reranking Model for Mapping Web 

elements are first annotated with labels of the target schema. Structured ... uments by manual annotations. This strategy is .... the segmentation of the input content will help extracting the information relevant for the target ..... position in the










 


[image: alt]





Planning Under Uncertainty for Mapping 

point depending on the data already recorded to optimize coverage and accuracy. ... a strategy â€“ for a robot equipped with a SLAM algorithm in an unknown environment. The aim is to obtain a policy which trades .... The evaluation method.










 


[image: alt]





Rapid Semantic Mapping: Learn Environment ... - Bertrand Le Saux 

Among typical state-of-the-art approaches, [3] generates semantic .... photography (a) with 2 DEMs: (b) one built using only raw UAV parameters and which ...










 


[image: alt]





Multi-sensor semantic mapping and exploration of indoor environments 

recognition, these features can be used for object class recognition using ..... [24] J. Sivic and A. Zisserman, â€œVideo Google: A Text Retrieval Approach to Object ...










 


[image: alt]





Binding Social and Semantic Networks - CiteSeerX 

X. âˆ§ and ((Y â‹†). âˆ§. )â‹† = Y â‹†. (6) and therefore we can define the operation â€œâˆ§â‹†â€� as a closure operation [7], in that it is: extensive,. X âŠ† X. âˆ§â‹†. (7a) idempotent.










 


[image: alt]





SEMANTIC KNOWLEDGE FOR HISTOPATHOLOGICAL IMAGE 

ontologies (classes, intra relationships, properties, definitions, ect). Web Queries : REST services. 4. Formalisation of Nottigham grade with reference ontology.










 


[image: alt]





Cross-Spectral Discriminant Analysis (CSDA) for the classification of 

implementation of this method uses explicitly the cross-spectral properties of EEG data. ... ei into zi = Î¸ei and denote by Zi(Î½) the vector of its discrete Fourier ...










 


[image: alt]





Lachaux (2003) Intracranial eeg and human brain mapping - CiteSeerX 

neural activity induces the measured electric field) with a high degree of confidence .... the neural mechanisms of occulomotor control with ... patients performing motor tasks that prevent them from ... cific functional systems, so that the spatial 










 


[image: alt]





Path integration and cognitive mapping in a continuous ... - CiteSeerX 

angle). The term local view is used here as a shorthand for the entire sensory .... of the symmetry breaking cue card on the head direction system rather than on ...










 


[image: alt]





Technology Mapping 

an AND-OR-INVERT. ... the area calculations, or modify the delay cost and .... "Logic Decomposition Algorithms for the Time Optimization of Multi-Level Logic", p.










 


[image: alt]





Lachaux (2003) Intracranial eeg and human brain mapping - CiteSeerX 

describe specific changes of multi-units firing rates in relation to cognition (e.g. [10,22,33,45,55]). Needless to say, such 'micro-scale' recordings, usually ...










 


[image: alt]





Path integration and cognitive mapping in a continuous ... - CiteSeerX 

given by a system of stochastic differential equations: dy dt ..... width of an elementary place field is determined by the size of the activity packet (measured along ...










 


[image: alt]





Mapping Centres.xlsx 

[email protected]. 13011 MARSEILLE .... [email protected]. 85340 OLONNE SUR MER ... [email protected]. 22710 PLENVENAN.










 


[image: alt]





Discovering Semantic Frames for a Contrastive 

ter), m`ere (mother), ancien fumeur (former smoker), donneur (donnor));. P: Procedures ..... A Burchardt, K Erk, A Frank, A Kowalski, S PadÃ³, and. M Pinkal, 2009.










 


[image: alt]





Linguistic and semantic annotation for information 

lems and other medical problems. In each case, sev- eral types of relations may exist. For instance, a treat- ment may improve, worsen or cause a medical prob-.










 


[image: alt]





Marketing Intelligent Systems for consumer ... - Semantic Scholar 

14 avr. 2008 - intelligence methods, highly suited to the research problem we face. The use .... data gathered in formats of a different nature (numerical, categorical, linguistic ...... modelling methods have in common giving information about how .










 


[image: alt]





The Effect of Semantic Relatedness and Typicality upon ... - CiteSeerX 

Aug 2, 2003 - not), and underlining (underlined or not). Combinations of these three features enabled eight distinct groups of conjunction word stimuli to be ...










 


[image: alt]





Socio-semantic Dynamics in a Blog Network - CiteSeerX 

nisms underlying their organization and evolution: essentially, both dimensions .... the network structure and a transmission process on objects distinct of this ... linked documents and which are not citation links) define the various specific ...










 


[image: alt]





Unconscious semantic priming extends to novel unseen ... - CiteSeerX 

Because the DMS framework seems potentially capable of explaining away most, ..... We used the same statistical method as in Experiment 1 to analyze response ..... Journal of Experimental Psychology: Learning, Memory, and Cognition, ...










 


[image: alt]





From geometric to semantic human body models - CiteSeerX 

of the expert performing the manual measuring of sizes and shapes ... design, obesity studies, and many more [2]. Human ..... one boundary, as it is shaped as a generalized cone. The ..... Society Press: Silver Spring, MD; October 2003. p.










 


[image: alt]





OLSR for InternetCar System - CiteSeerX 

dias such as wireless interfaces are useful in the situation vehicles are in tunnels lose its connectivity for the internet. This paper shows the problem statements ...










 














×
Report SEMANTIC DISCRIMINANT MAPPING FOR ... - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



