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ABSTRACT This paper is concerned with the segmentation of very high spatial resolution panchromatic images. We propose a method for unsupervised segmentation of remotely sensed images based on texture information and evidence theory. We ﬁrst perform a segmentation of the image using a watershed on some coeﬃcients issued from a wavelet decomposition of the initial image. This yields an over-segmented map where the similar objects, from a textural point of view, are aggregated together in a step forward. The information of texture is obtained by analyzing the wavelet coeﬃcients of the original image. At each band of the wavelet decomposition, we compute an indicator of similarity between two objects. All the indicators are then fused using some rules of evidence theory to derive a unique criterion of similarity between two objects. Keywords: Image segmentation, texture analysis, wavelet, watershed, Dempster-Schafer theory



1. INTRODUCTION A very important panel of methods is available for segmenting an image1 and this task is a crucial step in many computer vision problems. As for the Very High Spatial Resolution (VHSR) remote sensing images, a large amount of approaches have been proposed and the reader can refer to2, 3 for an overview. Due to the complexity and the variety of the input data, each approach is often devoted to a speciﬁc kind of imagery. From a general point of view, three main key points have to be considered for a segmentation process: the data speciﬁcations, the landscape complexity and the required segmentation scale. 1. Available Data. Among the approaches developed for VHSR data, most of them assume the availability of multi-spectral images4, 5 and depend in addition on a speciﬁc sensor.6 However the availability of multispectral images from VHSR sensors is still recent and they lack in case of a multi-temporal study involving old data. The development of methods for low spectral images is thus still attractive and some approaches have already been proposed for speciﬁc applications.7–9 2. Scene complexity. The main diﬃculty when dealing with VHSR images comes from the internal variability of the information for a single structural object. For instance a crop, an urban area, ..., is represented by a high number of pixel values that yield impossible the use of pixel-based techniques. In these images, it is rather possible to identify textures inside an entity such as an agricultural parcel, as illustrated in10 for vine-plot. 3. Segmentation scale. The expected objects can have diﬀerent scales and shapes. For instance a road is thin and ﬁlamentous whereas an agricultural parcel is often large and compact. From a textural point of view, land-cover classes occur at diﬀerent scales11 where the local variance is related to the resolution. It is therefore of prime importance to have a prior knowledge on the expected resolution of the objects to segment. Further author information: (Send correspondence to A.L.) A.L.: E-mail: [email protected]



In many practical applications, researchers or engineers use commercial multi-resolution segmentation softwares (such as Deﬁniens4 or eCognition) to extract regions at diﬀerent scales based on several consistency criteria learned on training samples. Despite the eﬃciency of such approaches, this requires some features selection and thresholds to tune the classiﬁer.12 As a consequence an expert knowledge is needed and this makes it impossible to generalize such a process for various types of data. In this paper, we propose a method for unsupervised segmentation adapted to gray-scale images which requires few input parameters and produces regions of diﬀerent sizes and diﬀerent shapes. It is devoted to gray-scale images in order to process any kind of optical image and to be as transposable as possible. The originality consists in performing in a ﬁrst step an over-segmented map where the objects are fused in a second step, according to some similarities in intensity and texture. The segmentation step is based on the combination of a wavelet transform and a watershed segmentation algorithm. This method have already been introduced by.13, 14 It detects properly the regions edges but nevertheless it remains over-segmented objects, especially when one is dealing with highly textured pattern, like those included in VHSR remote sensing images. As for the region merging step, we characterize the texture by the distribution of the detail coeﬃcients related to each sub-band of the wavelet decomposition. The intensity is characterized by the distribution of the approximation coeﬃcients. In order to enforce the robustness when objects of small size are considered, the distributions of the detail coeﬃcients are smoothed using Generalized Gaussian Density function whereas the distribution of the approximation coeﬃcients are smoothed using a kernel method. To evaluate the diﬀerences between two distributions, we are based either on the Kullback-Leibler divergence or the Bhattacharyya one where the uncertainty with respect to the smoothing procedure is taken into account. Finally, all criteria obtained are fused using the Dempster-Shafer fusion rule to provide a unique measurement of similarity between two objects. The paper is organized as follows: the section 2 presents the overall segmentation process. It is composed of a generality on the wavelet transform (section 2.1), the watershed segmentation that constitutes the ﬁrst step (section 2.2) and the merging process (section 2.3). The section 3 exhibits several experiments on diﬀerent sensors that validate our approach.



2. SEGMENTATION PROCESS 2.1 Wavelet transform Noting f (x) a real signal (1-dimensional for the sake of clarity), its continuous wavelet decomposition F is: ( ) 1 t−b F(a, b) = f (t) √ ψ dt a a −∞ ∫



∞



(1)



where ψ stands for the analyzing wavelet, ψ being the complex conjugate of ψ and a (resp. b) is a scaling (resp. position) parameter. Any combinations of scaling and position parameter are possible. For digital signals I[n], a discrete transform can be deﬁned as: ∑



N/2
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for a position k and a scaling factor j. The support of the wavelet ψ is [−N/2, N/2]. It can be shown (see15 for j instance) that the family ψj,k = ψ(2− 2 (n − k)) for (j, k) ∈ ZZ2 constitutes an orthonormal basis and any digital signal I can be represented as
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where ϕ is the scaling function. The cœﬃcients α[k] correspond to an “approximation” of the initial signal I at resolution J and all I[j, k] are the details associated to the scale j. For 2D discrete signals like digital images, the extension of the wavelet decomposition yields three kinds details: horizontal, vertical and diagonals.



2.2 Watershed segmentation The watershed segmentation technique considers the image as a topographical surface where each pixel correspond to an elevation information.16 From this representation, the way to extract the objects consists in ﬂooding this surface from its minimum and, if one prevents from the merging of the waters coming from diﬀerent sources, a partition of the image into two diﬀerent sets is reached: the catchment basins and the watershed lines. One of the main drawback of this method is the over-segmentation often generated due to noise or textured pattern in the image. In remote sensing applications, optimized watershed algorithm such as marker-based watershed17 and waterfalls transformation18 have been used to overcome this problem. However, such techniques are based on a gray-level consistency assumption that is not valid for the textured pattern encountered in VHSR data. In this paper, we rather prefer to rely on a watershed applied on the modulus gradient of the approximation cœﬃcients obtained at a given resolution of the image.13, 14 The resolution level is chosen by the user. It is in practice related to the spatial resolution of the input data and corresponds to the limit on an “entity” that composes an object. For instance in the case of an agricultural parcel, we assume that this latter is composed of several textured patterns generated by the digging and the spatial organization of plants. The choice of the resolution level is such that a single pattern will appear as a more or less uniform object at the chosen resolution. As a consequence, the application of a watershed process makes sense. As will be shown in the experimental part, such a process results in over-segmented regions that need to be merged. This is the scope of the next section.



2.3 Merging over-segmented objects In this section, a technique for merging objects, based on their luminance and texture, is presented. To that end we deﬁne several similarity criteria that are fused using some rules of evidence theory. Let us ﬁrst introduce the way we represent the objects. 2.3.1 Data representation In order to organize the diﬀerent regions issued from the watershed step , we use Region Adjacency Graph (RAG).19 This is an non-oriented graph where the nodes correspond to the regions centroids and the arcs represent a common border between regions. For each nodes we evaluate the similarity between its connected regions. They are then fused if a similarity criteria is validated. When no regions can be fused, the process is stopped. As already mentioned, for VHSR data, the texture is often a reliable descriptor. However for very small objects, like the ones often extracted with a watershed technique, the notion of texture is ambiguous since the spatial information is too poor. For these kind of patterns, we rather prefer to rely on their gray-level. This is presented in the next section. 2.3.2 Small region merging – luminance-based features Several possibilities are available to compare the global intensity of two regions Ra and Rb . One can in general compare the histogram of their distributions or directly compare the mean of their gray-levels. In this application, as we deal with small objects, the manipulation of histograms is delicate and does not have any relevant meaning. We then chose to compare two regions by the diﬀerence of the mean of their luminance: √ d(Ra , Rb ) = (Ma − Mb )2 , (4) where Ma is the mean luminance of the region Ra . We have decided to fuse regions Ra and Rb when this diﬀerence is less than σd = 0.1 (for normalized gray-levels). Let us now turn to the criteria proposed to fuse larger objects.



2.3.3 Large region merging – luminance and texture-based features The goal of this part is to deﬁne a similarity criteria, based on texture and intensity, between regions Ra and Rb . To that end a set of similarity indicators is proposed. More precisely, we deﬁne one similarity indicator L(Ra , Rb ) based on the luminance and several indicators Tj,Z (Ra , Rb ) (j corresponding to the scale and Z to the horizontal, vertical or diagonal band of the wavelet decomposition), based on the texture. All the indicators are then fused in a step forward to deﬁne an unique criterion. Let us outline that since the size of the objects we are manipulating is large, we prefer in this section to rely on similarity criteria based on histogram distances that are more robust than a simple averaging. Concerning the luminance comparison, a criterion based on the Bhattacharyya formula is used: ( ) ∫ √ L(Ra , Rb ) = 1 − p˜a (x)p˜b (x)dx ,



(5)



where p˜a (resp. p˜b ) is a smoothed histogram of the gray values included in the region Ra (resp. Rb ). The histograms are smoothed from the empirical distributions using a kernel approach.20 The criteria L is null for two identical distributions and grows up to 1 when they diﬀer. Since we have used a kernel method to smooth the histograms, one can write pa (x) = p˜a (x) ± ∆pa and pb (x) = p˜b (x) ± ∆pb where pa and pb are the true distributions, p˜a (x) and p˜b (x) correspond to the smoothed versions of the histograms and ∆pa and ∆pb correspond to the incertitude issued from the smoothing method. These incertitudes are in practice computed with Root Mean Square (RMS) error between the smoothed and the empirical distributions. Using ∆pa and ∆pb , one can associate an uncertainty ∆L to the criterion (5) which is (see Appendix B for details): ) ∫ ( p˜b p˜a ∆L (Ra , Rb ) = (6) 2√p˜ p˜ ∆pa + 2√p˜ p˜ ∆pb , a b a b As for the texture comparison for the regions Ra and Rb , we are based on the observation made in15 where S.G. Mallat veriﬁed that the distribution of the wavelet cœﬃcients I[j, Z] of any texture pattern follows a Generalized Gaussian Density (GGD) function. The GGD reads: p(x; α, β) =



|x| β β e−( α ) , 2αΓ(1/β)



(7)



and is characterized by two cœﬃcients: the scale parameter α and the shape parameter β ∗ . The term Γ(t) = ∫ +∞ −z t−1 e z dz is the mathematical Gamma function. Figure 1 illustrates the GGD distribution of the cœﬃcients 0 in a sub-band of a wavelet decomposition. Hence, under this knowledge, a texture pattern can be characterized by
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(b)



(c)



Figure 1. Illustration of the Generalized Gaussian Density distribution of the wavelets cœﬃcients: (a): a texture image representing a crop of a satellite data;(b): the vertical band of the wavelet decomposition and (c): the distribution of the cœﬃcients in (b). One veriﬁes that these cœﬃcients match a GGD distribution.



a sequence (αj,Z , βj,Z ) where J ≤ j ≤ −1 is the scale analysis and Z = {H, V, D} corresponds to the horizontal, vertical or diagonal band. In practice, the estimation of parameters (α, β) from a set of data is performed using a maximum-likelihood technique, as detailed in appendix A. To evaluate the similarity of two regions based on ∗



A gaussian distribution corresponds to β = 2



their texture, we then compare the resulting GGD in each detail sub-band (j, Z) of the wavelet decomposition. To that end, we ﬁrst compute the Kullback-Leibler divergence between two GGD p˜a and p˜b deﬁned with (αa , βa ) and (αb , βb ). This similarity measurement reads:21 ( KL(p˜a , p˜b ) = KL(αa , βa , αb , βb ) = log



βa αb Γ(1/βb ) βb αa Γ(1/βa )



)



( +



αa αb



)βb



Γ((βb + 1)/βa ) 1 − . Γ(1/βa ) βa



(8)



As this criteria is non-symmetric, we use a symmetrize version KLS such as KLS(p˜a , p˜b ) = KL(p˜a , p˜b ) + KL(p˜b , p˜a ). Its value is null for two identical distributions and progressively grows up when the distributions diﬀer. To derive a criterion in [0, 1] from the KLS dissimilarity, we hence apply a function g of the type g : [O, +∞[−→ [0, 1[. It is important to outline that one could have use other similarity measurements, like the Bhattacharyya one, which in addition has the advantage to be in the interval [0, 1]. However, in our experiments on remote sensing data images, this measurement was greatly less discriminative than the Kullback-Liebler divergence on textured patterns. Furthermore, to the best of our knowledge, the Kullback-Leibler between two GGD is the only one that can be expressed in an analytic way, which simpliﬁes many practical aspects related to histogram computation (no empirical estimation and no kernel smoothing are needed). In practice the function g used is g(x) = x2 /(σg2 + x2 ) and the criteria Tj,Z (Ra , Rb ) are ﬁnally deﬁned by: Tj,Z (Ra , Rb ) = g(KLS(pa , pb ))



(9)



Similarly to the luminance-based criterion, one can associate to all approximated GGDs p˜a and p˜b the uncertainties ∆pa and ∆pb issued from the RMS of the identiﬁcation process of parameters (αa , βa ) and (αb , βb ). One can then associate to all criteria Tj,Z (Ra , Rb ) an uncertainty ∆T which is (see Appendix B): ∆Tj,Z (Ra , Rb ) =



2σ 2 KLS(pa , pb ) ∆KLS(pa , pb ) + KLS(pa , pb )2 )2



(σ 2



(10)



where ∆KLS(pa , pb ) is deﬁned in (19) (all details are in Appendix B). At this point, a set of N indicators C = {L(Ra , Rb ), Tj,Z (Ra , Rb )} (J ≤ j ≤ −1 where J corresponds to the level of the wavelet decomposition and Z = {H, V, D}) with associated incertitudes ∆C = {∆L (Ra , Rb ), ∆T (Ra , Rb )} is available to sense the similarity of regions Ra and Rb on the basis of their luminance and texture. For each criterion C(ℓ), ℓ = 1...N , we deﬁne three mass functions mA (C(ℓ)), mB (C(ℓ)) and mA∪B (C(ℓ)) related to the belief on three hypotheses: 1. Hypothesis A: regions Ra and Rb are similar following criterion C(ℓ); 2. Hypothesis B: regions Ra and Rb are not similar following criterion C(ℓ); 3. Hypothesis A ∪ B: uncertainty about the similarity of the regions following criterion C(ℓ); where mA (C(ℓ))+mB (C(ℓ))+mA∪B (C(ℓ)) = 1. The way we get m from any criteria in C(ℓ) is only a normalization step :  A m (C(ℓ)) = C(ℓ)/S    ( ) S = 1 + ∆C (ℓ) and mB (C(ℓ)) = 1 − C(ℓ) /S (11)    A∪B m (C(ℓ)) = ∆C(ℓ)/S The values mA (C(ℓ)), mB (C(ℓ)) and mA∪B (C(ℓ)) constitute mass functions that can then be fused together. Among the available fusion approaches, we chose the Dempster’s fusion rule issued from the well-known DempsterShafer theory22 that has proved to be very eﬃcient. This latter reads, for any hypothesis H ̸= ∅ and mass functions m1 and m2 to fuse: ∑ m1 (A)m2 (B) A∩B=H ∑ (12) m(H) = [m1 ⊕ m2 ] (H) = 1− m1 (A)m2 (B) A∩B=∅



As this fusion rule is associative, one can apply the following algorithm to fuse all our criteria: %Initialization at ℓ = 1: P A (Ra , Rb ) := mA (C(1)) P B (Ra , Rb ) := mB (C(1)) P A∪B (Ra , Rb ) := mA∪B (C(1)) %Fusion of all the criteria for ı = 2 to N P A (Ra , Rb ) = mA (C(ı))P A (Ra , Rb ) + P A (Ra , Rb )mA∪B (C(ı)) + mA (C(ı))P A∪B (Ra , Rb ) 1 − (P A (Ra , Rb )mB (C(ı)) + mA (C(ı))P B (Ra , Rb )) P B (Ra , Rb ) = mB (C(ı))P B (Ra , Rb ) + P B (Ra , Rb )mA∪B (C(ı)) + mB (C(ı))P A∪B (Ra , Rb ) 1 − (P A (Ra , Rb )mB (C(ı)) + mA (C(ı))P B (Ra , Rb )) P A∪B (Ra , Rb ) = 1−



(P A (R



mA∪B (C(ı))P A∪B (Ra , Rb ) B A B a , Rb )m (C(ı)) + m (C(ı))P (Ra , Rb ))



end % Definition of the final similarity criteria κ(Ra , Rb ) κ(Ra , Rb ) := P A (Ra , Rb ) Finally, we decide to merge the regions Ra and Rb if κ(Ra , Rb ) < σκ . The choice of this threshold will be discussed in the next part devoted to some experiments of the method. The overall process is schematized in ﬁgure 2.



3. EXPERIMENTAL RESULTS Before entering into the details, let us describe the way we have ﬁxed the diﬀerent parameters.



3.1 Parameters settings Several parameters are to ﬁx for the method. They are listed bellow : • Choice of the wavelet. As already mentioned, it has been observed in15 that any textured pattern generates wavelet cœﬃcients that correspond to a GGD distribution, whatever the analyzing wavelet is. In practice, the higher the order of the wavelet, the more discontinuous patterns are represented in the diﬀerent bands and therefore, the more peaked are the GGD distributions. In our applications, as the shape of distributions is not a strong constraint, we have used, for its simplicity, the Haar Stationary Wavelet Decomposition. • Number of decomposition of the wavelet transform. As mentioned above, this number is highly related to the scale of a “basis element” that we aim to extract and depend on the input data. In our application, we have ﬁxed its value to 1. • Limit of a small object. The methodology has a speciﬁc treatment for small objects (based on luminance) and large ones (based on texture). The limit of a small object has been ﬁxed to an object of size 500 pixels. • Choice of the threshold σκ . The choice of this value is highly connected to the value σg deﬁned in (9). In practice, we have ﬁxed σκ to 20 and σg to 20. The value of σg has been ﬁxed arbitrarily and σkappa has been selected after several experiments in order to not penalize luminance and texture features in the Dempster’s fusion process. Let us now introduce the data and sites.
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Figure 2. Overview of our approach.



3.2 Cases of study and data The method has been applied on a color aerial photograph, a Quickbird and Kompsat panchromatic image. The size of the aerial photograph and the Kompsat image is 1024 x 512 pixels and the size of the Quickbird image is 512 x 512. In these three examples, all spatial resolutions have been re-sampled to 1 meter. In addition, the color photograph has been converted in gray-scale and the panchromatic images represent a spectral band width from to 0.45µm to 0.90µm. The aerial photograph represents vineyard landscape in the Helderberg basin, South Africa and the Quickbird and Kompsat images exhibit suburban areas bordering rural area localized in Rennes and Pleine-Fougeres, France. These images are visible in ﬁgures 3, 4 and 5.



3.3 Results The results of the method on the aerial photograph are displayed in ﬁgure 3, the one on Kompsat image in ﬁgure 4 and the one on Quickbird image in ﬁgure 5. For each examples, the ﬁrst line shows the output of our watershed segmentation, the second line corresponds to the merging of small elements whereas the last line depicts the ﬁnal segmentation where similar objects have been merged following the method presented in this paper. These three steps highlight the eﬃciency of our method. We can indeed observe in the ﬁrst line of each ﬁgure that the watershed segmentation detects accurately the edges of each geographical entities but provides however over-segmented objects. In a step forward, small similar objects from a luminance point of view are merged and



Figure 3. Segmentation of the aerial photograph. First line : results after the watershed segmentation (step 1); second line : results after the merging of small entities; third line : results after the merging of similar objects



the segmentation of the second line is generated. Lastly, the proposed merging step based evidence theory allows to separate the geographical entities according their texture and intensities. If one focuses on the aerial data in Figure 3, the ability to merge highly textured patterns of the diﬀerent vineyards and roads is demonstrated: some large regions, ﬁtting correctly with the edges of each vine plots, associated with long and thin regions representing roads, are extracted. As for the Kompsat and Quickbird images in ﬁgure 4 and 5, more complex landscape composed of geographical objects at diﬀerent scales (like suburban areas composed of several houses, yards, roads, agricultural parcels) are correctly managed yielding a relevant segmentation. This demonstrates the ability of our technique to segment properly the variability of the geographical objects included in VHSR images.



Figure 4. Segmentation of the Kompsat image. First line : results after the watershed segmentation (step 1); second line : results after the merging of small entities; third line : results after the merging of similar objects



4. CONCLUSION In this paper we have presented a method based on wavelets, watershed and evidence theory to segment VHSR panchromatic images. The methodology consists in ﬁrst performing a watershed-based segmentation on an image issued from the cœﬃcients of a wavelet decomposition at a given scale. Such segmentation enables to extract the correct edges but it results in over-segmented objects. The resulting objects are then merged together on the basis of several criteria depending of their size, luminance and texture. In order to fuse properly the diﬀerent indicators of similarity between objects, we have used the Dempster’s fusion rule. The methodology has been applied to an aerial photograph, a Kompsat and a Quickbird image. The experimental results bring out the eﬃciency of our approach. In particular it appears that, despite their diﬀerent scale and diﬀerent shape, most of geographical entities have been correctly delimited according their texture and intensities.
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APPENDIX A : Estimation of parameters (α, β) of the GGD Several methods can be used to identify these parameters from a set of coeﬃcients like the moments technique or the maximum-likelihood (ML) estimator. In our experiments, we have observed that the ﬁrst method did not gave coherent results. We thus preferred to use the ML estimator. The log-likelihood function is deﬁned as L(x, α, β) = log Πp(xi ; α, β) for the set of coeﬃcients x = (x1 , ..., xN ). Parameters (α, β) are given by solving the following system:23 N ∑ β|xi |β α−β + = 0, α α i=1 )β ( ) N ( N N Ψ(1/β) ∑ |xi | |xi | + − log = 0, β β2 α α i=1 N
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(13)
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where L(.) = L(x, α, β) and Ψ(t) = Γ′ (t)/Γ(t) is the digamma function. When β is ﬁxed, equation (13) has a )1/β ( ∑ N β β . If one substitutes this relation in equation (14), βˆ is the root of: unique solution α ˆ= N |x | i i=1
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β i=1 |xi |



β
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(15)



which can be solved numerically using the Newton-Raphson procedure.21 To obtain a faster convergence, the initial parameter β0 of the iteration process is given by the moment technique.



APPENDIX B : Uncertainty computations for criteria L(Ra , Rb ) and Tj,Z (Ra , Rb ) Let us denote two probability density functions (pdf) pa (x) = p˜a (x) ± ∆pa and pb (x) = p˜b (x) ± ∆pb known up to some incertitudes. Following the uncertainty computations, any function f (pa , pb ) reads f (p˜a , p˜b ) ± ∆f (pa , pb ) where: ∂f ∂f ∆f (pa , pb ) = (p˜a , p˜b ) ∆pa + (p˜a , p˜b ) ∆pb . (16) ∂pa ∂pb This latter relation comes from the Taylor’s theorem where all uncertainties have positive contributions. In order to apply this relation to the uncertainty ∆L(RA , RB ) related to the luminance criterion L(Ra , Rb ) of relation (5), let us note that ∫  p˜  ∂L(RA , RB ) = −  √b  ∂pa 2 p˜a p˜b ∫  ∂L(RA , RB ) p˜   √a =− ∂pb 2 p˜a p˜b Applying the relation (16) to (5) therefore yields: ∫ ( p˜b √ ∆Tj,Z (Ra , Rb ) = 2 p˜ p˜



a b



∆pa + √p˜a 2 p˜ p˜



a b



) ∆pb . 



(17)



Concerning the uncertainty associated to the texture criteria Tj,Z (Ra , Rb ) of relation (9), let us compute the uncertainty associated to i) the symmetric Kullback-Liebler divergence and ii) the criteria Tj,Z (Ra , Rb ). i) Uncertainty associated to the KLS divergence. This divergence reads: ( ) ∫ 1 +∞ pa (x) pb (x) pa (x) log + pb (x) log dx. KLS(pa , pb ) = 2 −∞ pb (x) pa (x)



(18)



Following (16), the associated uncertainty is: ∆KLS(pa , pb ) =



1 2



∫



+∞ −∞



( 1 − p˜b (x) + log p˜a (x) ∆pa + p˜a (x) p˜b (x) ) 1 − p˜a (x) + log p˜b (x) ∆pb dx p˜b (x) p˜a (x) 



(19)



which can be computed numerically from p˜a , p˜b , ∆pa and ∆pb . ii) Uncertainty associated to Tj,Z (Ra , Rb ) = g(KLS(pa , pb )) = KLS 2 (p1 , p2 )/(σ 2 + KLS(p1 , p2 )2 ). Following (16), this reads: ∆Tj,Z (Ra , Rb ) =



2σ 2 KLS(pa , pb ) ∆KLS(pa , pb ) + KLS(pa , pb )2 )2



(σ 2



(20)



Figure 5. Segmentation of the Quickbird image. First line : results after the watershed segmentation (step 1); second line : results after the merging of small entities; third line : results after the merging of similar objects
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