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One may find this result directly from the Euler formula, indeed a cellular decom- ...... [78] (theorem 3.1 below) asserts that there exists a unique Strebel quadratic. 
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Chapter VI Counting Riemann surfaces In the previous chapter, we have computed the asymptotic generating functions of large maps, and we have seen that they are related to the (p, q) minimal model. Now, in this chapter, we compute generating functions for ”counting” Riemann surfaces directly. The set of all Riemann surfaces (modulo holomorphic reparametrizations) of a given topology, called moduli space, is a finite dimensional complex variety (it is not a manifold because it is not smooth, instead it is called an orbifold), which can be endowed with some ”volume form” which allows to define ”volumes” of moduli spaces, i.e. in some sense the ”number of Riemann surfaces”. In the physics literature, this approach is often called ”topological gravity”, and it was conjectured by Witten [84], and later proved by Kontsevich [58], that the limit of large maps, is (in some sense which we make precise below) equivalent to topological gravity. We shall reprove this theorem in this chapter, using again the topological recursion.
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Moduli spaces of Riemann surfaces



Riemann surfaces are 2-dimensional manifolds, equipped with a complex structure. They are thus 1-dimensional complex manifolds, and are also called ”complex curves”. They are defined modulo conformal reparametrization, and since the group of conformal reparametrizations is very large, there are not so many different Riemann surfaces, they can be parametrized by a finite number of complex parameters called ”moduli”. In all this chapter we shall denote χg,n = 2 − 2g − n



,



dg,n = 3g − 3 + n.



The classification theorem of surfaces says that the topology of compact orientable surfaces, is entirely characterized by their genus, i.e. their number of handles. Definition 1.1 (Moduli space) The Moduli space of orientable compact Riemann surfaces of genus g, with n distinct labeled marked points is denoted Mg,n = {(C, p1, . . . , pn )} / automorphisms 207



where C is a connected smooth orientable compact Riemann surface of genus g, and p1 , . . . , pn are n distinct labeled points on C. Notice that C \ {p1 , . . . , pn } is topologically a surface of genus g with n points removed, it has Euler characteristics χ = χg,n = 2 − 2g − n. We shall see below that, if 2g − 2 + n > 0, i.e. χg,n < 0 then Mg,n is locally a complex manifold of dimension dim Mg,n = dg,n = 3g − 3 + n i.e. is locally parametrized by dg,n = 3g − 3 + n complex numbers (called moduli). Mg,n is not a manifold, it is an orbifold because surfaces with automorphisms are divided by their automorphism group.



1.1



Examples of moduli spaces



Example M0,3 sphere with 3 marked points We shall admit, that there is only one (up to conformal bijections) simply connected (i.e. genus 0) compact Riemann surface, it is called the Riemann sphere C, or also called the projective complex plane CP 1 . Intuitively, it is the complex plane with a point at ∞ added: C = CP 1 = C ∪ {∞} = Riemann sphere. More precisely, a surface is a manifold, defined by an atlas of charts, that is a collection of open connected sets in R2 (the charts) together with a set of continuous transition functions from charts to charts. A compact surface can be realized by an Atlas with a finite set of charts. Orientability requires that the Jacobians of all transition functions be positive. For defining a Riemann surface, the transition functions from charts to charts are required to be holomorphic. The Riemann sphere can be realized with two charts U+ , U− in C, each is a copy of a disc of radius R± centered at the origin in C, and we assume R+ R− > 1: U± = {z ∈ C | |z| < R± }



, R+ R− > 1,



(VI-1-1)



A point z ∈ U+ and z˜ ∈ U− are identified if z˜ = 1/z. The transition function is: f+− : U+ ∩ {z | 1/R− < |z| < R+ } → U− ∩ {˜ z | 1/R + − < |˜ z | < R− } z '→ 1/z it is holomorphic and bijective and its inverse is holomorphic. The Riemann sphere is then the equivalence class of all atlases equivalent to that one. In particular it is independent of the choice of R+ and R− provided R+ R− > 1. 208



The automorphisms of the Riemann sphere, are analytical bijective functions whose inverse is analytical, from the Riemann sphere to itself. We leave to the reader to prove1 that an automorphism of the Riemann sphere is necessarily a Moebius transformation: f : z '→



az + b cz + d



, ad − bc = 1 , (a, b, c, d) ∈ C4



in other words Aut(CP 1) ∼ Sl2 (C), the group of Moebius transformations.



Consider a genus 0 Riemann surface with 3 marked points p1 , p2 , p3 . As a Riemann surface, it can always be conformally mapped to the Riemann sphere. And up to composition by some Moebius transformation, we can always assume that the 3 points (p1 , p2 , p3 ) are mapped to (0, 1, ∞). This means, that there is only one Riemann surface of genus 0 with 3 marked points, modulo conformal reparametrization. M0,3 = singleton = { (C, 0, 1, ∞)}. M0,3 is a point, it is a dimension 0 manifold: dim M0,3 = 0. Example M0,4 genus 0 with 4 marked points Let (C, p1, p2 , p3 , p4 ) ∈ M0,4 . Since C is a genus zero Riemann surface, it can be mapped to the Riemann sphere, and up to a Moebius transformations, the three points p1 , p2 , p3 can be mapped to 0, 1, ∞, and then the 4th point p4 is mapped to a point of the Riemann sphere different from 0, 1, ∞, i.e. to the complex plane without 0 and 1: M0,4 ∼ C \ {0, 1, ∞}. It is a complex manifold of dimension d0,4 = 1. Observe that it is not compact. Example M1,1 Torus with a marked point



We shall admit that every genus one Riemann surface (torus) can be conformally mapped to a parallelogram of modulus τ (with Im τ > 0) with opposite sides identified, in other words the complex plane quotiented by the relationships z ≡ z + 1 ≡ z + τ , and we set the marked point at the origin: τ



0



1



↔



1



Hint: notice that if f is bijective, then exactly one point is sent to ∞, and the fact that f is analytical and bijective means that f can only have one simple pole, and is analytical everywhere else. Then, use that a holomorphic function with no pole on a compact surface can only be a constant.
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Two such representations are equivalent (they represent the same Riemann surface up to a conformal reparametrization which conserves the marked point) if and only if they have the same modulus τ modulo an Sl2 (Z) modular transformation (proof as exercise 1): τ ≡ τ" =



aτ + b cτ + d



,



(a, b, c, d) ∈ Z4



, ad − bc = 1



Sl2 (Z) is generated by τ '→ τ + 1



,



τ '→



−1 . τ



Therefore, the fundamental domain for values of τ is: M1,1 =



!



−



" ! " ! " 1" ! 1 < Re τ ≤ ∩ Im τ > 0 ∩ |τ | > 1 ∪ τ = eiθ , θ ∈ [π/3, π/2] 2 2



0



1



Each point in that domain corresponds to exactly one Riemann surface of genus one with a marked point, and that domain is called the moduli space of surfaces of genus 1 with 1 marked point, and denoted: M1,1 = C+ /Sl2 (Z) We see that it is a dimension 1 complex orbifold (it inherits its complex structure from that of C+ , and is quotiented by a group, here the upper half complex plane C+ quotiented by Sl2 (Z)). It has a non-trivial topology because of the identifications τ ≡ τ + 1 ≡ −1/τ . For instance it has conic singularities at τ = eiπ/3 and at τ = i. The upper half plane C+ is known as the hyperbolic plane, it is endowed with a metrics of constant curvature = −1, whose geodesics are circles or straight lines orthogonal to the real axis. We thus see that M1,1 is an hyperbolic triangle whose 3 boundaries are geodesics. Its 3 angles are π/3, π/3, 0. It is well known in hyperbolic geometry, that the area of a triangle is its deficit angle, that is π minus the sum of its angles. Here: Hyperbolic Area(M1,1 ) = π − (π/3 + π/3 + 0) = π/3 210



Moreover, Gauss-Bonnet theorem says that the average curvature is related to the Euler characteristics by: # curvature = 2π χ(M1,1 ). M1,1



Here, the curvature is constant = −1, and thus: 2π χ(M1,1 ) = −Area(M1,1 ) = −π/3 i.e.



1 χ(M1,1 ) = − . 6 One may find this result directly from the Euler formula, indeed ! a cellular decomposition of M1,1 is made of a dimension 2 contractible open set − 21 < Re τ < " ! " ! " 1 ∩ Im τ > 0 ∩ |τ | > 1 , 2 dimension one contractible open sets the open half2 ! " √ line {Re τ = 1/2} ∩ {Im τ > 3/2} and the open arc τ = eiθ , θ ∈]π/3, π/2[ , and



2 conical points τ = i with automorphism of order 2, and the point τ = eiπ/3 with automorphism of order 3, i.e. finally: 1 1 1 + =− . 2 3 6



χ(M1,1 ) = 1 − 2 +



Remark 1.1 M1,1 is not compact. It can be compactified by adding a degenerate torus



where a cycle has been pinched



We shall identify this degenerate torus with the point τ = ∞ which we add to the hyperbolic upper complex plane C+ . This degenerate torus can also be constructed as a sphere with 3 marked points, where we identify two marked points together (they correspond to the pinched cycle), and the third marked point is simply the initial marked point on the torus. In other words it is an element of M0,3 . We can thus define M1,1 as the compactifification of M1,1 , obtained by adding this degenerate torus to M1,1 : M1,1 = M1,1 ∪ M0,3



,



∂M1,1 = M0,3 .



From now on, our goal will be to ”count” the number of Riemann surfaces of a given genus, or in other words measure the volume of the moduli space Mg,n . In that purpose we have to define a ”volume form” on it. 211



1.2



Stability and unstability



Consider a Riemann surface of genus g, with n marked points (or n boundaries). It is said to be stable if it has a finite group of automorphisms, and unstable if the group of automorphisms is infinite. The reason why stability matters, is because we wish to define a volume form, invariant under automorphisms, and if the automorphism group were infinite, the volume would unavoidably be infinite. For instance the Riemann sphere has genus 0, and no marked point, its Euler characteristics is χ = 2. It can be represented as the complex plane with an added point at ∞. It is clear that any Moebius transformation z '→ az+b with (a, b, c, d) ∈ cz+d 4 C , ad − bc = 1, maps the Riemann sphere bijectively onto itself, and is thus an automorphism. The group of automorphisms of M0,0 is thus Sl2 (C), it is infinite. If we consider the sphere with one marked point (topologically a disc χ = 1), and we choose the marked point to be at ∞, then the automorphisms which conserve the marked point, are bijective maps of the form z '→ az + b. The group of automorphisms of M0,1 is the set of affine maps, this is still an infinite group of automorphisms. If we consider the sphere with 2 marked points (topologically a cylinder χ = 0), let us say the marked points are at 0 and ∞, all the linear transformations z '→ az or inversions z '→ a/z are automorphisms of the sphere with these 2 marked points. The group of automorphisms of M0,2 is still an infinite group. Then, if we consider the Riemann sphere with 3 (or more) marked points, it is clear, that there can be at most a finite number of automorphisms preserving the marked az+b points. Only the maps z '→ cz+d which map marked points to marked points can be automorphisms. If the number of marked points is ≥ 3, that fixes the coefficients a, b, c, d. The group of automorphisms of M0,n with n ≥ 3 is then a subgroup of the permutation group of the marked points. Therefore, the sphere (g = 0) has a finite number of automorphisms only if it has at least n ≥ 3 marked points, i.e. χ = 2 − 2g − n < 0. Similarly, the torus can be represented as a parallelogram with identified opposite sides, i.e. the complex plane C quotiented by the lattice Z + τ Z, however, the origin is arbitrary, i.e. the complex plane is invariant by translations, so M1,0 has an infinite number of automorphisms. A torus with one (or more) marked point is no longer invariant by arbitrary translations, it has only a finite group of automorphisms. We shall admit that every Riemann surfaces of genus g ≥ 2 can be represented as a polygon with identified sides, embedded in the hyperbolic plane (the upper half complex plane, where geodesics are lines or half-circles orthogonal to the real axis), and using the properties of hyperbolic geometry, it is possible to prove that surfaces of genus g ≥ 2 always have only a finite group of automorphisms, even if they have no marked points. To summarize: • Unstable surfaces: the sphere χ = 2, the disc χ = 1, the cylinder χ = 0, and the torus χ = 0. They all have non–negative Euler characteristics χ = 2 − 2g − n ≥ 0 212



• Stable surfaces: all the others. They all have strictly negative Euler characteristics χ = 2 − 2g − n < 0. Examples: • M0,3 . Every Riemann surface of genus 0 is conformally equivalent to the Riemann sphere, i.e. the complex plane with an added point at ∞. Then, by a suitable Moebius map z '→ az+b , the 3 marked points can always be sent to 0, 1, ∞. In other words, cz+d there is a unique element in M0,3 . M0,3 is a point, it has dimension d0,3 = 0.



• M1,1 . See section 1.1. Every Riemann surface of genus 1 can be mapped to a parallelogram of modulus τ , with identified opposite sides. The marked point can be mapped to the bottom-left corner of the parallelogram. We have M1,1 = C+ /Sl2 (Z) where C+ is the upper half complex plane. Locally (except near the points τ = i, eiπ/3 ) M1,1 looks like a domain of C, it can be described by a complex number τ , therefore dim M1,1 = d1,1 = 1. The point τ = eiπ/3 is a conical singularity with a Z3 automorphism, and τ = i is a conical singularity with a Z2 automorphism.



1.3



Compactification



Let us consider 2 − 2g − n < 0. Similarly to section 1.1, the moduli space Mg,n of Riemann surfaces of genus g with n marked points can be compactified by adding degenerate surfaces to it. Mg,n is not compact because the limit of a family of smooth Riemann surfaces of genus g with n marked points, might not be in Mg,n . Either the limit is not smooth, because a cycle gets pinched, or also, two (or more) marked points might collapse in the limit.



In order to compactify Mg,n , we need to add ”degenerate” surfaces wich correspond to those limits. Pinched cycles naturally tend to nodal points. For collapsing marked points, we may, by a suitable conformal transformation, magnify the vicinity of those marked points, so that they become mutually separated by a finite distance, but then, they tend to be at a large distance from the other marked points, and in the limit, the vicinity of the collapsing marked points disconnects from the rest of the surface. Again, introducing a nodal point can represent this singular limit.
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The degenerate surfaces we need to add, are thus ”nodal” Riemann surfaces, i.e. Riemann surfaces with pinched cycles. Nodal Riemann surfaces can also be obtained by gluing together smooth Riemann surfaces at nodal points. In other words, a nodal surface is an union of % smooth Riemann surfaces, each having genus gi and ni marked points and ki nodal points. A stable nodal surface, is a nodal surface, whose each component is stable (if a component is a sphere, it must have at least 3 marked or nodal points, if it is a torus, it must have at least 1 marked or nodal point), i.e. ∀ i = 1, . . . , % , We must have n =



$



i



ni , and



$



i



χi = 2 − 2gi − ni − ki < 0. ki is even. The total Euler characteristics is:



χg,n = 2 − 2g − n =



# % i=1



2 − 2gi − ni − ki .



Example of a nodal surface of M2,5 :



In this example the nodal surface has 3 components, one torus and two spheres, glued by 3 nodal points. The first sphere has 1 marked point+2 nodal points, so that it is stable it has χ = −1, the second sphere has 2 marked points and 2 nodal points i.e. χ = −2, and the torus has 2 marked points and 2 nodal points χ = −4, i.e. each component is stable χ < 0. The total Euler characteristics is −1 − 2 − 4 = −7 = 2 − 2 ∗ 2 − 5, it corresponds to genus g = 2 with n = 5 marked points, so it belongs to M2,5 . Definition 1.2 (Deligne-Mumford compactification) A stable curve (C, p1 , . . . , pn ) is the data of a (possibly stable nodal) Riemann surface C, with n smooth marked points p1 , . . . , pn . The set of all stable curves (C, p1 , . . . , pn ), modulo automorphisms, is called the compact moduli space Mg,n . We shall admit here, that Mg,n is compact. Let us check this on examples: 214



Example: M0,4 An element (C, p1 , p2 , p3 , p4 ) of M0,4 is a genus zero smooth Riemann surface (thus the Riemann sphere), with 4 labeled marked points. By a Moebius transformation, we can always assume that p1 = 0, p2 = 1, p3 = ∞, and we call p = p4 . We must have p 0= 0, 1, ∞, and each value of p corresponds uniquely to a Riemann sphere with 4 distinct marked points. Therefore M0,4 is isomorphic to a Riemann sphere C with 3 points removed: M0,4 ∼ C \ {0, 1, ∞}. It is a complex manifold of dimension 1, and it is not compact. Its boundary consists of 3 limiting cases, p → 0, p → 1 and p → ∞. The limit p → 0 i.e. p4 → p1 corresponds to (C, p1, p2 , p3 , p4 ) getting split into two spheres glued at a nodal point, one sphere containing p1 , p4 and the nodal point, and the other containing p2 , p3 and the nodal point.



p



1



4



Same thing for p4 → p2 and p4 → p3 . We thus have: ∂M0,4 = (M0,3 × M0,3 ) ∪ (M0,3 × M0,3 ) ∪ (M0,3 × M0,3 ). Each M0,3 × M0,3 is a point, which we shall identify respectively with the points p = 0, 1, ∞ of the Riemann sphere. Finally we have: M0,4 ∼ (C \ {0, 1, ∞}) ∪ {0} ∪ {1} ∪ {∞} ∼ C, i.e. M0,4 is isomorphic to the full Riemann sphere, it is compact, and it is a smooth complex manifold of dimension d0,4 = 1. Example: M0,5 An element (C, p1, p2 , p3 , p4 , p5 ) of M0,5 is a genus zero Riemann surface (thus the Riemann sphere), with 5 labeled marked points. By a Moebius transformation, we can always assume that p1 = 0, p2 = 1, p3 = ∞, and we call p = p4 , q = p5 . We must have p, q 0= 0, 1, ∞ and p 0= q, and each value of (p, q) corresponds uniquely to a Riemann sphere with 5 marked points. Therefore: M0,5 ∼ (C \ {0, 1, ∞}) × (C \ {0, 1, ∞}) \ {(p, p) | p ∈ C \ {0, 1, ∞}}. M0,5 is thus a complex manifold of dimension d0,5 = 2, and it is not compact. 215



We see that M0,5 ⊂ C × C. One may wrongly think that the compactification M0,5 would consist in completing the missing pieces of C × C. The missing pieces consist of: * 7 dimension 1 sub-manifolds (p = 0, q ∈ C \ {0, 1, ∞}), (p = 1, q ∈ C \ {0, 1, ∞}), (p = ∞, q ∈ C \ {0, 1, ∞}), (p ∈ C \ {0, 1, ∞}, q = 0), (p ∈ C \ {0, 1, ∞}, q = 1), (p ∈ C \ {0, 1, ∞}, q = ∞), (p ∈ C \ {0, 1, ∞}, q = p), * and 9 points (p, q) = (0, 0), (1, 0), (∞, 0), (0, 1), (1, 1), (∞, 1), (0, ∞), (1, ∞), (∞, ∞).



Let us now study the boundary of M0,5 in more details: • A codimension 1 boundary, occurs when two marked points collapse, and the other points remain distinct. In that limit, the surface C splits into a sphere with the 2 collapsing marked points and a nodal point, and a sphere with the 3 other marked points and the nodal point, i.e. a codimension 1 boundary is isomorphic to M0,3 × M0,4



∼ C \ {0, 1, ∞}.



Notice that M0,4 itself is not compact and has 3 boundaries which are points. For example the boundary p4 → p1 with p2 , p3 , p5 distinct, corresponds to p → 0 and q 0= 0, 1, ∞, it can naturally be glued to the corresponding missing C \ {0, 1, ∞} of M0,5 .



p



1



4



However, observe that there are 10 dimension 1 boundaries, because there are 10 possibilities of choosing a pair of collapsing points among 5 points. Therefore it is not possible to associate each of them to the seven missing pieces of C × C. Seven of the dimension 1 boundaries can be easily identified with the seven dimension 1 missing sub–manifolds of C × C. The 3 remaining dimension 1 boundaries are more subtle, they cannot be well described in the coordinates (p, q), and don’t match with missing segments of C × C. For example p1 → p2 with p3 , p4 , p5 distinct, corresponds to p → ∞, q → ∞, and thus we can only glue it to the point (∞, ∞), we can not glue it to a segment of C × C. • Codimension 2 boundaries occur when two pairs of points collapse together. There are 15 possibilities of choosing 2 pairs of points among 5 points, so there are 15=9+6 dimension 0 boundaries. Some of those points can be naturally glued to the 9 missing points of C × C. For instance, when p4 → p1 and p5 → p2 , but p1 , p2 , p3 remain distinct, the surface C gets split into 3 spheres, one with p1 , p4 and a nodal point, one with p5 , p2 and a nodal point, both glued by their nodal points to a sphere with p3 and 2 nodal points. 216



This corresponds to p → 0 and q → 1. 4



p



3



1



Such a boundary is thus: M0,3 × M0,3 × M0,3 ∼ point and must be identified with the point (0, 1) ∈ C × C.



Another example is when p2 → p3 and p5 → p4 , but p1 , p2 , p4 remain distinct, the surface C gets split into 3 spheres, one with p2 , p3 and a nodal point, one with p4 , p5 and a nodal point, both glued by their nodal points to a sphere with p1 and 2 nodal points. This corresponds to p → 0 and q → 0. 4



p



1



5



However, there are 3 ways to obtain a point corresponding to p → 0 and q → 0, namely: p2 → p3 , and then 2 of the points p1 , p4 , p5 collapsing together. Finally we have:



10 copies



∂M0,5



10 times 15 times '( ) 15& copies & '( ) & '( ) & '( ) = M0,3 × M0,4 ∪ M0,3 × M0,3 × M0,3 ∼ C \ {0, 1, ∞} ∪ point



By gluing 7 of the 10 M0,3 × M0,4 to the 7 missing 1-dimensional pieces in the (p, q) plane, and 9 of the 15 M0,3 × M0,3 × M0,3 to the 9 missing points in the (p, q) plane, we complete the (p, q) plane into C × C. There remains 3 M0,3 × M0,4 ∼ C \ {0, 1, ∞}, and 6 M0,3 × M0,3 × M0,3 points. For each C \ {0, 1, ∞}, we can glue 2 M0,3 × M0,3 × M0,3 points into the corresponding C \ {0, 1, ∞}, i.e. we get 3 copies of C \ {0, 1, ∞} ∪ {point} ∪ {point} ∼ C. Therefore, we finally get that: M0,5 ∼ C × C ∪ C ∪ C ∪ C whose topology is already quite non-trivial. Also, this shows that M0,5 is not a manifold of constant dimension, it has singular points, and it has subsets of smaller dimensions. It is called a ”stack”. 217



2



Informal introduction to intersection numbers



Some information about the topology of Mg,n (resp. Mg,n ) is provided by characteristic classes, which, in some sense, generalize the Euler characteristics. Remember that for a surface, the Euler characteristics is the integral of the curvature (for any metrics) of the surface: # # 2πχ = d2 x R(x),



(for example for the sphere in R3 of radius r, with the canonical metrics of R3 the curvature is constant R = 1/r 2 , the area is 4πr 2, which gives χ = 2). It is a topological invariant independent of the choice of a metrics on the surface, and it is worth χ = 2 − 2g where g is the genus, i.e. the number of holes of the surface. The Euler characteristics, i.e. the integral of the curvature, thus gives some information about the topology. Chern classes are curvatures, more precisely, curvatures of connections over some fiber bundles, and again, the integrals of curvatures are topological invariants, called Chern numbers.



2.1



Informal introduction to Chern classes



Let us consider a complex manifold X of dimension n, with local coordinates xµ , µ = 1, . . . , n, and a complex line bundle L over X, i.e. to every point x ∈ X, we associate a copy of the complex plane Cx . A non-vanishing section of L, associates to every x ∈ X, a point z(x) ∈ C∗x . In order to study the notion of analyticity, we need to define analytical invertible transition maps fx→x! : Cx → Cx! , z(x) '→ z(x" ), and such that fx→x! is an analytical function of x and x" . If x and x" = x + dx are infinitesimally close to each other, the transition map has to be infinitesimally close to identity, and thus belongs to the cotangent space of the bundle: % f : Cx → Cx+dx , z '→ z (1 + 2iπ Aµ (x)dxµ ) + O(dx2 ) µ



The differential forms Aµ (x)dxµ belong to the cotangent space of X. If we have an analytical non-vanishing section z(x), we can compute its derivative, which contains 2 types of terms, those coming from the transition between fibers, and those which compute the derivative of the function z(x) with respect to the local coordinates xµ in one fiber, i.e. the total derivative is: z(x + dx) − z(x) =



% ∂z % µ dx + 2iπ z Aµ (x) dxµ + O(dx2 ) µ ∂x µ µ



i.e. we can define the 1-form over the fiber bundle % % Dz = dz + 2iπ z Aµ (x)dxµ = (d + 2iπ Aµ (x)dxµ ) z µ



µ
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$ ∂z µ We emphasize that the notation dz = µ ∂x depends on a choice of local coorµ dx dinates and an explicit realization of Cx at fixed x, it is not intrinsically defined, only the sum of the 2-terms,$which includes the transition map, i.e. Dz has an intrinsic µ meaning. A = d + 2iπ µ Aµ (x)dx is called a connection on L. Since z is nowhere vanishing, we can divide by z and consider the 1-form: α=



% dz Dz = + Aµ (x)dxµ 2iπ z 2iπ z µ



which is analytical and well defined over the total space of the line bundle. It has the property that if we integrate it in a fiber at fixed x, around a non-contractible cycle of C∗x , i.e. over the unit circle Sx1 oriented in the trigonometric direction, we have: * α = 1. Sx1



The curvature of α is the 2-form dα: dα =



% ∂Aµ µ,ν



∂xν



dxν ∧ dxµ



notice that d2 z = 0 so that the coordinate along the fiber has disappeared in the curvature. The curvature dα is thus independent of a choice of section z(x). Also, one can symmetrize over µ and ν and write: + , 1 % ∂Aµ ∂Aν − dxν ∧ dxµ dα = ν µ 2 µ,ν ∂x ∂x It can be proved $ that the cohomology class of the 2-form dα is independent of a choice of µ connection A = µ Aµ dx , i.e. a contour integral C dα depends only on the homology class of the contour C ⊂ X, and not on the choice of connection A, but this is beyond the scope of this book. What we would like the reader to retain, is that in order to compute the Chern class of a complex line bundle L over a manifold X, one has to find a 1-form α well-defined everywhere on the total space of L, whose integral along a fiber: * α=1 fiber Sx1



and then the Chern class (or more precisely a representative) is defined as its curvature: c1 (L) = dα and dα is a 2-form on T ∗ X, whose cohomology class is independent of a choice of α. The Chern class is a topological invariant of the bundle L. Remark: Computation of the Chern class of the trivial bundle. 219



The trivial bundle is the bundle L whose fiber Cx is the same for all x, i.e. L = X × C. The transition map can be chosen as the identity and we can chose Aµ = 0, and thus c1 (L) = 0. Vice-versa, if one finds that the Chern class c1 (L) 0= 0, this means that the bundle L is not homeomorphic to a trivial bundle. The converse is not true, the vanishing of c1 (L) doesn’t imply that the bundle is trivial. Remark: Computation of the Chern class of product bundles. Let L1 and L2 be two line bundles over a manifold X. Then we can define the line bundle L = L1 × L2 over X by simply taking the Cartesian product of each fibers. Imagine that we have a connection A on L1 and A˜ on L2 , then A + A˜ is a connection on the product L, and thus the Chern classes add: c1 (L) = c1 (L1 ) + c1 (L2 ). In particular if L2 is a trivial bundle then c1 (L) = c1 (L1 ). This remark will be very useful for us, we shall consider line bundles over Mg,n , that we shall extend to line bundles over Mg,n × Rn+ , this will not change their Chern class.



2.2



Intersection numbers of cotangent bundles



Let Mg,n be the compact moduli space of stable curves of genus g, with n marked points. Since each point pi is smooth, we have a natural line bundle Li over Mg,n , whose fiber, for each point (C, p1, . . . , pn ) ∈ Mg,n , is Tp∗i C the cotangent space of C at pi . We can consider its first Chern class c1 (Li ), that is the curvature form (in fact its cohomology class) of an arbitrary connection on that line bundle. c1 (Li ) is a 2-form on Mg,n , and it is a topological invariant, independent of the choice of connection. We usually denote ψi = c1 (Li ). Since ψi is a 2–form on Mg,n , the wedge product of 3g−3+n = dim Mg,n such 2–forms, is a top dimensional symplectic volume form on Mg,n , and thus one can compute its integral on Mg,n . Definition 2.1 (Intersection numbers) Let Li → Mg,n the cotangent bundle to the ith marked point pi , and ψi = c1 (Li ) its first Chern class. The intersection numbers are defined as:  1 $ k k  Mg,n c1 (L1 ) 1 ∧ . . . ∧ c1 (Ln ) n if i ki = 3g − 3 + n < ψ1k1 . . . ψnkn >g,n := $  0 if i ki 0= 3g − 3 + n. Very often, one uses Witten’s notation:



< τk1 . . . τkn >g :=< ψ1k1 . . . ψnkn >g,n . (we don’t need to write the subscript n, since n is the number of τ factors). 220



Intersection numbers are topological invariants of Mg,n . We recall that the moduli space Mg,n is not a manifold. It contains non-smooth points, corresponding to Riemann surfaces with non–trivial automorphisms, and the moduli space is defined by quotienting with the automorphisms group, this means that the intersection numbers can be rational numbers instead of integers (denominators correspond to the order of automorphism groups). Also, since Mg,n may contain pieces of different dimensions, the notion of cycle is not exactly the notion of sub-manifolds, instead it is related to the notion of cycles and chains in DeRham cohomology. However, those notions being beyond the scope of this book, we shall stay at the intuitive level. Witten’s conjecture and Kontsevich integral In order to compute the intersection numbers, Maxim Kontsevich in 1991 [58], used an explicit foliation of the space Mg,n , already introduced by Harer–Mumford–Strebel– Thurston–Zagier–Penner [46, 73], with an explicit coordinate system, and he found an explicit connection αi , and thus an explicit representent of each Chern class dαi = ψi = c1 (Li ) in this coordinate system. In practice that means finding a 1-form αi on Li whose integral around a circle in each fiber is 1, and then its curvature form dαi is a representant of the Chern class ψi . The explicit foliation of the space Mg,n , is based on graphs, and thus, using his coordinate system, Kontsevich could reduce the computation of intersection numbers to combinatorics of graphs, and, using Wick’s theorem again (see chapter II), showed that they can be put together to form a generating series which is a formal matrix integral. He used that to show that the generating series is a Tau-function for the KdV hierarchy, thus proving Witten’s conjecture. Witten’s conjecture came from the problem of enumeration of maps: if maps could be seen as a good ”discretization” of Riemann surfaces, then the ”discretized” intersection numbers would just be the number of maps with given boundaries and given topology, and thus the double scaling limit of the generating function for the number of large maps (see chapter V), should coincide with the generating function for intersection numbers. And it was already known from heuristic asymptotic approximations in matrix models, that the double scaling limits of matrix models had good chances to be a Tau-function for the KdV hierarchy (proved in chapter V). This led Witten to conjecture [84] that the generating function of intersection numbers had to be a KdV Tau–function. The physical idea was clear, the mathematical proof came with the work of Kontsevich in 1991. Since then, Witten’s conjecture has received many other proofs. In some sense, this Witten-Kontsevich theorem, is the claim that the limit of large maps, is ”topological gravity”. What was surprising in Kontsevich’s proof, was that the matrix integral he used, was in fact very different from the formal matrix integrals of Brezin–Itzykson–Parisi– Zuber seen in chapter II for counting discretized surfaces. He used a formal matrix integral which directly corresponds to Riemann surfaces, not using a discretization and sending a mesh to 0. 221



3



Parametrizing surfaces



A point in the moduli space Mg,n is a Riemann surface of genus g with n marked points, and a Riemann surface is an equivalence class modulo bijective conformal reparametrizations. In order to describe the moduli space, one needs to find a unique cannonical representent of a Riemann surface for each point in the moduli space. In other words, if the moduli space is a finite dimensional manifold, parametrized by 3g − 3 + n complex moduli, or 6g − 6 + 2n real moduli, we need to generate a unique surface out of 6g − 6 + 2n real numbers. The idea is to cut the surface into slices, this is called a foliation of the surface. Several methods of foliations have been invented, and here we present two of them.



3.1



Teichm¨ uller hyperbolic foliation



Consider a smooth surface of genus g, with n boundaries (instead of n marked points), and assume 2 − 2g − n < 0, which implies that its average total curvature is negative: curvature = 2πχ = 2π(2 − 2g − n) < 0 It is possible to find on that surface, a Riemannian metrics of constant negative curvature −1, such that the boundaries are geodesics of prescribed lengths L1 , . . . , Ln . This is called the Poincar´e metrics. The surface can then naturally be embedded into the hyperbolic plane H, i.e. the upper complex plane C+ endowed with the hyperbolic geometry (whose geodesics are half-circles or straight lines, orthogonal to the real axis). It is then possible to find closed geodesics, cutting the surface into ”pairs of pants”.



Therefore, any surface of genus g with n boundaries, is conformally equivalent to the gluing of pairs of pants along circles. The number of pairs of pants and circles can be computed by the Euler characteristics. Each pair of pants has Euler characteristics −1, therefore the number of pairs of pants is #pairs of pants = 2g − 2 + n. Moerover, each pair of pants has 3 boundaries, which implies 3(2g − 2 + n) = n + 2#inner circles, and thus the number of inner circles is #inner circles = 3g − 3 + n. Every surface of genus g with n boundaries can be obtained by gluing 2g − 2 + n pairs of pants along 3g − 3 + n circles. 222



A classical result in hyperbolic geometry, is that an hyperbolic pair of pants is uniquely characterized by the three lenghts of its 3 geodesic boundaries, which are positive real numbers.



This comes from the fact that in the hyperbolic plane, there is a unique (up to isometries) right angles hexagon with geodesic boundaries with 3 given lengths, L1 L1 /2



L1 /2



L2 L3 /2



L 2 /2



L 2 /2



L3 /2



L3



and a pair of pant is obtained by gluing two identical hexagons. Two pairs of pants can be glued together conformally, if and only if the geodesic boundaries to be glued together have the same length. However, the boundaries can be rotated by an arbitrary twist angle before gluing. In other words, a genus g Riemann surface with n boundaries is entirely characterized by 3g − 3 + n positive real lengths, together with 3g − 3 + n gluing angles, i.e. in total by 6g − 6 + 2n real parameters. This shows that: 1 dimR Mg,n = dg,n = 3g − 3 + n 2 in agreement with the complex dimension dimC Mg,n = dg,n = 3g − 3 + n. However, this description of Mg,n is valid only locally, indeed the decomposition into pants is not unique because of Dehn twists and pants flops, for example:



≡ 3g−3+n We don’t have a global bijection between Mg,n and R+ ×[0, 2π[3g−3+n , the bijection is only valid locally, and Mg,n has a non-trivial topology.
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2 Nevertheless one can show that 3g−3+n dli ∧ dθi is a symplectic volume form welli=1 defined globally (it is invariant under Dehn twists and pants flops, i.e. it is independent of a choice of cutting into pairs of pants), and which can be used to define the WeilPetersson volumes # 3g−3+n 3 Vg,n (L1 , . . . , Ln ) = dli ∧ dθi Mg,n (L1 ,...,Ln )



i=1



of the moduli spaces of curves with n boundaries of fixed geodesic lengths L1 , . . . , Ln . We are going to compute those volumes in section 6. For instance, one easily gets that: V0,3 (L1 , L2 , L3 ) = 1,



(indeed M0,3 is a point, the integral is trivial), and with some efforts using hyperbolic geometry: 1 (4π 2 + L21 ). V1,1 (L1 ) = 48 It was proved by Wolpert [], that $ this symplectic volume form is a topological class. The Weil-Petersson metric form i dli ∧ dθi , is nothing but the κ1 Mumford class (see section 6 below): % dli ∧ dθi = 4π 2 κ1 i



which implies, by raising it to the power 3g − 3 + n: dg,n 2



(4π κ1 )



dg,n



= dg,n !



3 i=1



dli ∧ dθi .



We shall admit here, that the boundaries can be encoded into Chern classes, and we have the identity: Vg,n (L1 , . . . , Ln ) = 2



−dg,n



%



d0 +d1 +...+dn =dg,n



n i (4π 2 )d0 3 L2d i < κd10 ψ1d1 . . . ψndn >g,n d0 ! i=1 di !



which is a polynomial in the Li ’s, and which we can rewrite as: 1 1 % 2 dg,n Vg,n (L1 , . . . , Ln ) = < (2π 2 κ1 + L ψi ) >g,n . dg,n ! 2 i i



Using the fact that intersection numbers of classes whose dimension is not the expected dimension dg,n are defined to be vanishing, we may rewrite this as: 4 2 1! 2 5 Vg,n (L1 , . . . , Ln ) = e2π κ1 + 2 i Li ψi . g,n



We are going to show how to compute that function below in section 6. In 2004, M. Mirzakhani found a recursion, based on hyperbolic geometry, and in particular the Mac-Shane relation among lengths of geodesics, to compute recursively the volumes Vg,n (L1 , . . . , Ln ). Mirzakhani’s recursion is the Laplace transform of the topological recursion which we derive in section 6 below.It earned her the Fields medal in 2014 [66]. 224



3.2



Strebel foliation



Instead of Teichm¨ uller decomposition into pants, Kontsevich used the ”Strebel” foliation, in his famous article of 1992 [58]. Given n marked points on a Riemann surface of genus g, and given n positive real numbers L1 , . . . , Ln (called perimeters), Strebel’s theorem [78] (theorem 3.1 below) asserts that there exists a unique Strebel quadratic differential Ω with double poles at the marked points with residues equal to −L2i . Definition 3.1 Let C be a compact Riemann surface of genus g. Ω is a quadratic differential, if in every chart U ⊂ C, with local coordinate z, Ω is of the form: Ω(z) = f (z) dz 2 where f (z) is meromorphic in U. If Ω(z) has a double pole at p, of the form: Ω(z) ∼



R dz 2 (1 + O(z − p)), 2 (z − p)



the coefficient R ∈ C is independent of the choice of a local coordinate, and is called the ”residue” of Ω at p. √ A quadratic differential Ω is such that Ω is locally a 1-form on C, but not globally √ (indeed it is not analytical at the zeroes or poles of Ω). Ω can be used to compute integrals along paths. Definition 3.2 Let Ω be a quadratic differential. Horizontal trajectories of Ω are defined as lines # x√ Im Ω = constant. Let Ω be a quadratic differential with a double pole at pi ∈ C, with negative residue Ri = −L2i ∈ R− . We have:



and thus



#



6 z



Ω(z) ∼ i Li



√



dz (1 + O(z − pi )) z − pi



Ω ∼ i Li ln (z − pi ) + analytical z→pi



and thus horizontal trajectories of Ω near the pole pi , are topologically circles encircling pi :



. Near a simple zero of Ω Ω(z) ∼ ca (z − a) dz 2 (1 + O(z − a)) ,



6 √ √ Ω(z) ∼ ca z − a dz (1 + O(z − a))



225



and thus



#



z



√



Ω ∼



z→a



√



ca (z − a)3/2 (1 + O(z − a))



and thus 3 horizontal trajectories (called critical) meet at a, at angles 2π/3:



If a is a higher order zero of Ω, i.e. Ω ∼ (z − a)k dz 2 , one has and thus k + 2 horizontal trajectories meet at a.



1z√



Ω ∼ (z − a)1+k/2



Definition 3.3 (Strebel differential) We say that Ω is a Strebel differential, if Ω is a quadratic differential with at most double poles, with negative residues, and if the union of all circle trajectories surrounding double poles U = ∪ circle trajectories around double poles is such that U = C, In that case, C \ U which is the set of horizontal trajectories which are nor circles (called critical trajectories) is a graph on C, called the ”Strebel graph”. Another way to say that, is that the graph of critical trajectories, is a cellular graph (all the faces are homeomorphic to discs). Strebel’s theorem is that: Theorem 3.1 (Strebel’s theorem [78]) If (C, p1 , . . . , pn ) ∈ Mg,n , and L1 , . . . , Ln ∈ Rn+ , there exists a unique Strebel differential with double poles at pi ’s with residues −L2i . The critical horizontal trajectories of the Strebel differential Ω form a unique ribbon graph drawn on the Riemann surface C, whose n faces are topological discs √ surrounding 1 the marked points pi ’s, and the perimeter (measured with the metrics 2π | Ω|) of the ith face is Li . Example: Consider M0,3 , i.e. the Riemann sphere with 3 marked points 0, 1, ∞. Choose 3 positive perimeters L0 , L1 , L∞ . The Strebel differential is: Ω(z) = −



(z − a)(z − b) 2 L2∞ z 2 − (L2∞ + L20 − L21 )z + L20 2 dz = −L2∞ 2 dz , 2 2 z (z − 1) z (z − 1)2 226



indeed, it has 3 poles at z = 0, 1, ∞ and behaves like −L20 dz 2 /z 2 near z = 0, like −L21 dz 2 /(z − 1)2 near z = 1 and like −L2∞ dz 2 /z 2 near z = ∞, and we leave to the reader to check that this is the unique quadratic differential having those properties. The vertices are located at the zeroes a, b of Ω: + , 7 1 2 2 2 a, b = L∞ + L0 − L1 ± L40 + L41 + L4∞ − 2L20 L21 − 2L20 L2∞ − 2L21 L2∞ 2L2∞ Here are the horizontal trajectories and ribbon graphs, for the cases (L∞ ≤ L0 + L1 and L∞ ≥ L0 + L1 ):



0



1 0



1



, Consider now M0,4 , i.e. the Riemann sphere with 4 marked points 0, 1, ∞, q. Choose 4 positive perimeters L0 , L1 , L∞ , Lq . Any quadratic differential with double poles with residues −L2i must be of the form: Ω(z) =



8 9 qL2 (1 − q)L21 q(q − 1)L2q −dz 2 L2∞ z + 0 + + +c z(z − 1)(z − q) z z−1 z−q



where c is a constant. For arbitrary values of c, the horizontal trajectories may be circles which don’t surround one pole but 2 poles, i.e. the complement of the graph of critical trajectories has a non-simply connected face (a face with the topology of a cylinder), as follows:



Strebel’s theorem says that there is a unique value of c ∈ C, function of q and of the Li ’s (in general this is not an analytical function, it depends separately on Re q and Im q) such that the union of all circle trajectories surrounding double poles is dense on the surface, i.e. the graph of critical trajectories is cellular, and we get the Strebel 227



graph:



Let us return to the general case. Introduce √ the length le of each edge e of the ribbon graph, measured with the 1 metrics 2π | Ω|. Since a generic ribbon graph has only 3-valent vertices (graphs with higher valency vertices can be viewed as trivalent graphs with some edges of vanishing lengths), the number of edges and the number of vertices are related by: 2#edges = 3#vertices And since the Euler characteristics is χ = 2 − 2g = #faces − #edges + #vertices the number of edges is: #edges = 3(2g − 2 + n) = n + 2(3g − 3 + n) Therefore, to a Riemann surface with n marked points, and n perimeters L1 , . . . , Ln , we can associate a unique metric ribbon graph with n + 2(3g − 3 + n) edge lengths (positive real numbers) le > 0. The converse is true as well, i.e. given a ribbon graph of genus g with n faces, and given the n + 2(3g − 3 + n) lengths of its edges, we can reconstruct a unique Riemann surface with n marked points, by gluing conformally n discs along the edges of the ribbon graph, as $ well as n positive real numbers L1 , . . . , Ln which are the perimeters of the discs Li = e&→i le . Therefore, because of the uniqueness of the Strebel differential, we have a bijection: Theorem 3.2 We have the isomorphism of orbifolds: Mg,n × Rn+



∼



∪



Ribbon graphs



n+2(3g−3+n)



R+



This is an isomorphism of orbifolds, i.e. modulo automorphisms. This means that for curves in Mg,n which have a non-trivial automorphism group, the corresponding ribbon graph has the same automorphism group. We say that we have a decomposition of our moduli space Mg,n × Rn+ into cells n+2(3g−3+n) (each cell is isomorphic to R+ ) labeled by ribbon graphs. 228



This bijection shows again that the complex dimension of the manifold Mg,n is 1 dg,n = dimC Mg,n = dimR Mg,n = 3g − 3 + n 2 2 In each cell (for each ribbon graph), e dle is a top-dimensional symplectic volume form on Mg,n × Rn+ .



3.3



Chern classes



Thanks to the Strebel foliation, we have for each cell (i.e. each ribbon graph) an explicit set of coordinates on Mg,n × Rn+ , given by the lengths le of edges e of the ribbon graph. We can also represent the line bundle Li whose fiber is the cotangent space at the marked point pi . Remember that the point pi is the point at the center of face i of the graph. Face i has a total perimeter Li : % le . Li = e around face i



A section of a U(1) connection on the cotangent bundle on L˜i → Mg,n × Rn+ , consists in choosing an angle e2iπϕ ∈ U(1), or equivalently choosing a point on a circle, or also choosing a marked point on the boundary of the face: L˜i ∼ ∪ Redges + Ribbon graphs with marked point on boundary of face i



Such a marked point being chosen for each graph, let us define the distances of vertices of the face to that point. We chose arbitrarily a labeling of vertices v1 , v2 , v3 , . . . , vdeg face i around face pi , with a clockwise ordering, in other words we arbitrarily choose a ”first” vertex v1 . Then we define the distances of the marked point: • the vertex number 1, is at distance ϕ1 from the marked point, • the vertex number 2, is at distance ϕ2 = ϕ1 + l1 from the marked point, • the vertex number 3, is at distance ϕ3 = ϕ1 + l1 + l2 from the marked point, • and so on, vertex number k is at distance ϕk = ϕ1 + l1 + . . . + lk−1 from the marked point. And all those distances are computed modulo Li , ϕk ≡ ϕk + Li .



l5



l1 ϕ1



l4



l2 l3 229



Each dϕi is a U(1) connection on the fiber, but is not defined globally on L˜i , indeed, the labels of vertices are not globally defined, they depend on our arbitrary choice of v1 . Only quantities which are symmetric in the vertices of a face, can be globally defined. The following 1-form αi =



%



e around face i



le ϕ e ϕ 1 % le le ! d =d + d Li Li Li e! g,n . In Witten’s notation, the index n is not needed, it is encoded as the number of τ factors.



3.4



Computing Intersection numbers



Consider the differential form on Mg,n × Rn+ : ; n g 2d1 +1 n +1 λ2d λ1 n 3 1 (i,j)=edges



λi + λj



where the sum is over all labeled ribbon graphs of genus g with n faces, and to the ith face is associated the variable λi . 233



Remark 3.1 Remark that the 2 lines are rational functions of the λi ’s. In the first line, we have poles only at λi = 0, whereas in the second line each term has poles at λi = −λj . There are terms such that i = j, so the second line also has poles at λi = 0. What is remarkable, is that after performing the summation over all graphs, all poles at λi = −λj with i 0= j should cancel. This is very non trivial from the graph point of view.



Example: • For M0,3 , we have 4 different Strebel graphs, 3 graphs where one of perimeters is larger that the sum of the 2 others Li ≥ Lj + Lk , and one graph where the 3 triangular inequalities are satisfied Li ≤ Lj + Lk .



This gives: 1 1 1 A0,3 (λ0 , λ1 , λ∞ ) = + 2 (λ0 + λ1 )(λ1 + λ∞ )(λ∞ + λ0 ) 2λ0 (λ0 + λ1 )(λ0 + λ∞ ) 1 1 + + 2λ1 (λ1 + λ0 )(λ1 + λ∞ ) 2λ∞ (λ∞ + λ0 )(λ∞ + λ1 ) 1 = 2 λ0 λ1 λ∞ i.e. the intersection number < τ0 τ0 τ0 >0 = 1. We could have found this result easily, knowing that M0,3 = {point} and ψi0 = 1. • For M1,1 , there is only one Strebel graph, it is an hexagon with opposite sides identified, it has a Z6 rotation symmetry and thus a symmetry factor of 6.



ll l2



ll l2



l3 l3



It has only one face with label λ1 , and 3 edges whose weight is 1/2λ1 , this gives: 1 1 < τ1 >1 2 λ31 1 1 = 6 (2λ1 )3



1 A1,1 (λ1 ) = 4
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i.e. the intersection number < τ1 >1 =



3.6



1 . 24



Generating function and Kontsevich integral



Kontsevich’s theorem gives a sum of graphs, where each graph is weighted by its symmetry factor and by a product of edge weights. This is typically the kind of graphs obtained from Wick’s theorem, and therefore, exactly like in chapter II of this book, it can be obtained with a Gaussian Hermitian matrix measure, namely: 2



dµ0(M) = e−N Tr ΛM dM



,



Λ = diag(λ1 , . . . , λN )



Indeed, writing the quadratic form tr Λ M 2 =



1% (λi + λj )Mi,j Mj,i , 2 i,j



Wick’s theorem says that the propagator is: < Mi,j Mk,l >dµ0 =



1 1 δi,l δj,k λi + λj N



The trivalent ribbon graphs are generated by a cubic formal matrix integral # M3 1 dµ0 (M) eN Tr 3 ZKontsevich = 1 dµ0(M) formal with the normalization factor # 3 2 dµ0 (M) = (π/N)N /2 (λi + λj )−1/2 . i,j



Exactly like in chapter II Wick’s theorem decomposition of ZKontsevich , is the sum over all trivalent ribbon graphs. Each face f carries a matrix index af ∈ [1, . . . , N] where N is the size of the matrix. We thus have % 3 % 1 % 1 1 N #vertex−#edges ZKontsevich = n! ribbon graphs, a ,...,a #Aut (λai + λaj ) n n faces



1



(i,j)=edges



n



where the faces are labeled (whence the 1/n! automorphism prefactor) and ai is the index running around the ith face. In that sum, all graphs are included, connected or not, and with any number n of faces, and any genus g. Like for maps, since the weights are multiplicative (the weight of a disconnected graph is the product of weights of its connected components) the logarithm generates only connected ribbon graphs. For a connected ribbon graph of genus g with n faces, we have #vertex − #edges + n = 2 − 2g 235



therefore ln ZKontsevich =



% 1 n! n



%



connected graphs,



n faces



%



1 N 2−2g−n #Aut



a1 ,...,an



3



(i,j)=edges



1 (λai + λaj )



Keeping only graphs of genus g we write (in the sense of formal power series in powers of Λ−1 ) ∞ % ln ZKontsevich = N 2−2g Fg g=0



where Fg =



% 1 n! n



%



connected graphs,



n faces, genus g



%



a1 ,...,an



1 N −n #Aut



3



(i,j)=edges



1 (λai + λaj )



here the sum is over all labeled graphs (faces are labeled) with all possible labelings a1 , . . . , an , we recover the generating function Ag,n (λa1 , . . . , λan ) introduced earlier: Fg =



% 1 % N −n 2χg,n −dg,n Ag,n (λa1 , . . . , λan ) n! n a ,...,a 1



n



Thanks to Kontsevich’s theorem 3.5, we thus have Fg =



% 2χg,n n



n!



N −n



%



a1 ,...,an



% (2d1 − 1)!! (2dn − 1)!! ... < τd1 . . . τdn >g 2d1 +1 n +1 λ2d λa1 an d1 ,...,dn



The sum over labels ai ∈ [1, . . . , N] can be performed, we denote (our notation differs slightly from Kontsevich’s): 1 tj = Tr Λ−j N and thus: Fg =



% 2χg,n n



n!



%



d1 +...+dn =dg,n



n 3 i=1



(2di − 1)!! t2di +1 < τd1 . . . τdn >g .



Notice that for g = 0 there is no planar trivalent graph with n = 1 or n = 2 faces, so the sum starts at n ≥ 3, for which intersection numbers are indeed defined. So, this shows that the generating functions Fg for intersection numbers of moduli space of genus g, coincides with the topological expansion of the Kontsevich matrix integral: Theorem 3.6 (Kontsevich) Let the Kontsevich integral # 36 M3 2 N 2 /2 ZKontsevich (Λ) = dM e−N Tr ΛM eN Tr 3 λi + λj (π/N) i,j
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be defined as a formal power series at large Λ = diag(λ1 , . . . , λN ). Then, in the sense of formal series at large Λ one has: ∞ %



ln ZKontsevich (Λ) =



g=0



N 2−2g Fg ({tk })



where Fg ({tk }) is the generating function of intersection numbers of genus g: Fg ({tk }) =



% 2χg,n n



n!



%



d1 +...+dn =dg,n



n 3 i=1



and where tk =



(2di − 1)!! t2di +1 < τd1 . . . τdn >g ,



(VI-3-1)



1 Tr Λ−k . N



It is also common to write: Fg = 22−2g



4 1 !∞ 5 e 2 d=0 (2d−1)!! t2d+1 τd



g



where the right hand side means exactly eq.(VI-3-1) $ after expanding the exponential, and using the fact that we can ignore the constraint di = dg,n because terms which don’t satisfy the constraint are vanishing by definition. Renormalizing time t1 Notice that if t1 = 0, only intersection numbers with di > 0 would contribute. In the next sections we shall always assume t1 = 0 for simplicity. However, here, for the sake of completeness, let us show how one can reduce t1 0= 0 to a situation without t1 . When t1 0= 0, there can be terms with di = 0. Let us say that there are l of them, with n = l + k (there are n!/k!l! ways of choosing the l’s), and we rewrite:



Fg =



% % 2χg,k+l k



l



k! l!



%



tl1



d1 +...+dk =l+dg,k , di >0



3 i



(2di − 1)!! t2di +1 < τ0l τd1 . . . τdk >Mg,k+l .



The characteristic class τ0 = (c1 (Li ))0 = 1 is trivial, i.e. we don’t compute the Chern class of l marked points among the k + l marked points of a curve in Mg,k+l, in other words we can forget those l marked points, and reduce to an integral in Mg,k . Intersection theory tells us that under the forgetful map, we have: % < τ0 τd1 . . . τdk >Mg,k+1 = < τd1 . . . τdj −1 . . . τdk >Mg,k , j



(with the convention that τd = 0 for d < 0), and by an easy induction < τ0l τd1 . . . τdk >Mg,k+l =



!



%



i ji =l, ji ≤di



j! 2k



i=1 ji !
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< τd1 −j1 . . . τdk −jk >Mg,k .



(VI-3-2)



This implies Fg =



% 2χg,k % % k! %



k



l



tj1i 2ji ji ! ! i ji =l 3 (2di + 2ji − 1)!! t2di +2ji +1 < τd1 . . . τdk >Mg,k i



d1 +...+dk =dg,k , di ≥0



=



% 2χg,k k!



k



%



3 i



d1 +...+dk =dg,k



(2di − 1)!! t˙2di +1,1 < τd1 . . . τdk >Mg,k ,



where we have defined for every d ≥ 0: t˙2d+1 =



∞ % (2d + 2j − 1)!! j=0



tj1 t2d+2j+1 − δd,0 t1 .



(2d − 1)!! 2j j!



We see that t˙1 0= 0, and thus we still have terms with di = 0. We can cure this problem, by splitting t1 into two parts: t1 = c + tˇ1 . We write: Fg =



% % 2χg,k+l k



l



k! l!



%



tˇl1



i



d1 +...+dk =l+dg,k , di >0



l



3



(2di − 1)!! ((1 − δdi ,0 )t2di +1 + δdi ,0 c)



< 1 τd1 . . . τdk >Mg,k+l % 2χg,k % % tˇji % 1 = k! 2ji ji ! ! k l d1 +...+dk =dg,k , di ≥0 i ji =l 3 (2di + 2ji − 1)!! ((1 − δdi ,0 )t2di +1 + δdi ,0 c) < τd1 . . . τdk >Mg,k i



=



% 2χg,k k



k!



%



3 i



d1 +...+dk =dg,k , di >0



where for d > 0: tˇ2d+1 =



(2di − 1)!! tˇ2di +1 < τd1 . . . τdk >Mg,k ,



∞ % (2d + 2j − 1)!! j=0



(2d − 1)!! 2j j!



tˇj1 t2d+2j+1 ,



and now we may chose tˇ1 such that the coefficients corresponding to di = 0 vanish, i.e. tˇ1 must be solution of: ∞ % (2j − 1)!! ˇj 0=c+ t1 t2j+1 , j j! 2 j=1 i.e., using c = t1 − tˇ1 :



tˇ1 =



∞ % (2j − 1)!! j=0



2j



j!
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tˇj1 t2j+1 .



This equation has a solution (as a formal powers series of Λ−1 as in all this chapter), and to the first few orders it is given by: tˇ1 =



2 6 t1 + t2 t5 + . . . . 2 − t3 (2 − t3 )3 1



Then, we also chose to define the even times (they can be chosen arbitrarily since they don’t appear in the generating function of intersection numbers) by tˇ2d =



∞ % (d + j − 1)!! j=0



(d − 1)!! j!



tˇj1 t2d+2j ,



we see that we have for any k ≥ 1: tˇk =



∞ % j=0



1 Γ(1 − k/2) (−tˇ1 )j tk+2j = Tr (Λ2 − tˇ1 )−k/2 , j! Γ(1 − k/2 − j) N



ˇ in other words, we have replaced the matrix Λ = diag(λi ) with a matrix Λ: 6 ˇ = Λ2 − tˇ1 . Λ We have thus obtained that:



Theorem 3.7 The generating function Fg of intersection numbers % 2χg,k



Fg =



k!



k



%



3 i



d1 +...+dk =dg,k , di ≥0



(2di − 1)!! t2di +1,1 < τd1 . . . τdk >g ,



can be rewritten without τ0 terms by changing Λ to: ˇ= Λ i.e. the tk ’s to ∀ k > 1,



6



1 ˇ −1 tˇ1 = Tr Λ N



Λ2 − tˇ1 ,



∞



% Γ(1 − k/2) 1 ˇ −k = Tr Λ (−tˇ1 )j tk+2j , tˇk = N j! Γ(1 − k/2 − j) j=0



i.e. one has Fg =



% 2χg,k k



k!



%



d1 +...+dk =dg,k , di >0



3 i



(2di − 1)!! tˇ2di +1,1 < τd1 . . . τdk >Mg,k ,



This concludes that, up to a renormalization of the λi ’s, we can always choose: t1 = 0. This is what we shall most often assume in the next sections. 239



3.7



Generating functions with marked points



We now assume t1 = 0. In computing Fg ’s, we summed over all possibilities to mark points, i.e. we have a sum over n = 0, . . . , ∞, and we have integrated over all possible perimeters L1 , . . . , Ln for the n faces of the Strebel graphs. One may also be interested in enumerating Strebel graphs, where some faces are marked and have fixed given perimeters, and other faces are unmarked and summed over. This can be in principle recovered from the generating function Fg by taking derivatives with respect to some λi ’s. But we find it more convenient to encode those intersection numbers into another generating function. Consider the following expectation value from the Kontsevich integral: # M3 1 < Ma1 ,a1 Ma2 ,a2 . . . Man ,an >c = dµ0(M) eN Tr 3 Ma1 ,a1 . . . Man ,an ZKontsevich formal where we assume that a1 , . . . , an are distinct integers between 1 and N, and the subscript c means cumulant, for instance < Ma1 ,a1 Ma2 ,a2 >c =< Ma1 ,a1 Ma2 ,a2 > − < Ma1 ,a1 > < Ma2 ,a2 > .



Again, Wick’s theorem allows to write this expectation value as a sum of ribbon graphs. The fact that we divide by ZKontsevich and take cumulants ensures that we get only connected graphs, as usual when weights are multiplicative. The only addition compared to the previous section’s computation, is that we need to add n new vertices, which are 1-valent, and which ensure that the lines arriving on them must have given matrix index aj , with j = 1, . . . , n. a1



a



a1



a



an



2



an



2



Every ribbon graph must contain each such 1-valent vertex exactly once, and may contain an arbitrary number of trivalent vertices, and an arbitrary number of edges. A typical ribbon graph then looks like that:



a8 a



a7



1



a6



a3 a2 a4 a5
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In this example, we have n = 2, therefore 2 faces contain the two 1-valent vertices and have a fixed index a1 and a2 running around them, and the other faces, labeled from 3 to 8, have some index aj , j > n, which can take any value in [1, . . . , N]. We have from Wick’s theorem: < Ma1 ,a1 Ma2 ,a2 . . . Man ,an >c % 1 % % N #tri.vertex−#edges = k! connected graphs, a ,...,a #Aut k n+k faces



n+1



n+k



3



(i,j)=edges



1 (λai + λaj )



where we consider graphs with labeled faces (whence the 1/k!). Each 1-valent vertex is connected to an edge whose both sides have the same label ai , and thus it contributes a factor 1 2λai Notice that for a graph of genus g, we have #tri.vertex + n − #edges + n + k = 2 − 2g. Thus: < Ma1 ,a1 . . . Man ,an >c % 1 % N −n = n 2n 2 k! i=1 λai k



connected graphs! ,



n+k faces



%



an+1 ,...,an+k



N 2−2g−n−k #Aut



3



(i,j)=edges



1 (λai + λaj )



where graphs" means graphs where we have shrinked the edge of the 1-valent vertices



a8 a



a7



1



a6



ϕ



l



a2 a4 a5 Now, we use that 1 = (λai + λaj )



#



∞



dl(i,j) e−l(i,j) (λai +λaj ) ,



0
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a3



and each time there is a marked point on an edge, the 2 half edges separated by the marked point bear the same indices and we have a factor 1 = (λai + λaj )2



#



∞



−l(i,j) (λai +λaj )



dl(i,j) e



0



#



l(i,j)



dϕ(i,j) .



0



This shows that the product of propagators can be realized by a Laplace transform of graphs with lengths on their edges, and some marked points around the marked faces. l(i,j) is the length of edge (i, j) between face i and face j of the graph, and ϕ(i,j) is the distance of the marked point from the previous vertex along the edge, i.e. the position of the marked point around the marked face. Therefore we have: < Ma1 ,a1 . . . Man ,an >c % 1 % N −n = n 2n 2 k! i=1 λai k



connected graphs! ,



3



(i,j)=edges



=



2n



N −n 2n



i=1



λai



3



n+k faces



#



∞



an+1 ,...,an+k



k



∞



3



dl(i,j) e



0



#



N 2−2g−n−k #Aut



−l(i,j) (λai +λaj )



% 1 k!



(i,j)=edges



%



%



N



connected graphs! ,



n+k faces n+k 3



dl(i,j)



0



e=edges with marked point 2−2g−n−k %



−



e



an+1 ,...,an+k



!



i



#



dϕe



0



#Aut 3



Li λai



i=1



le



e=edges with marked point



#



le



dϕe



0



If we consider the subset of all graphs where the marked point is on one of the edges along a given marked face, the integral over the position of the marked point around a marked face can be performed, it is simply Li : %



%



graphs e=edge around i



#



le



dϕe = Li .



0



Therefore, we can integrate out marked points, by considering graphs with no marked points, and with an additional Li factor for each marked face, we thus have: < Ma1 ,a1 . . . Man ,an >c % 1 % % N −n = n 2n 2 k! connected graphs, a ,...,a i=1 λai k 3



(i,j)=edges



#



0



∞



n+k faces n+k 3



dl(i,j)



n+1



−



e



i=1



!



i



Li λai



n+k



N 2−2g−n−k #Aut



n 3



Li



1=1



where now, l(i,j) refers to the length of edges without marked points. 242



As before, using Kontsevich’s theorem 3.4 we have < Ma1 ,a1 . . . Man ,an >c % 1 % % N −n = n 2n 2 k! connected graphs, a ,...,a i=1 λai k n+1



n+k faces



=



2n



N −n 2n



i=1



# % ( L2i ψi )dg,n+k i



λai



% 1 k! k



%



connected graphs,



n+k faces



2χg,n+k −dg,n+k N 2−2g−n−k #Aut n 3 ! Li2di +1 dLi e− i Li λai i=1



= 2



−n



N −n



= 2−n N −n



−



dLi e



!



i=n+1



%



i Li λai



%



n 3



Li dLi e−



!



i



Li λai



i=1



an+1 ,...,an+k d1 +...+dn+k =dg,n+k



# n+k 3 ψ di i d i! i=1



n+k 3



− i L2d i dLi e



!



i



Li λai



i=n+1



%% 1 % % 2χg,n+k −dg,n+k N 2−2g−n−k k! g an+1 ,...,an+k d1 +...+dn+k =dg,n+k k # n n+k n+k 3 3 (2di )! 3 (2di + 1)! ψidi i +1 ¯ g,n+k d ! λ2d d ! λa2di i +3 ai M i=1 i i=1 i=n+1 i % %% 1 2χg,n+k N 2−2g−n k! d +...+d =d g k 1




g



i=1



= 2−n N −n



n+k



n+k 3



2χg,n+k −dg,n+k N 2−2g−n−k dg,n+k ! #Aut



%% 1 k! g k 
g



i=n+1



(2di − 1)!! t2di +1



n 3 (2di + 1)!! i=1



i +3 λ2d ai



In fact, the relationship to intersection numbers holds only if n + k + 2g − 2 > 0. For g = 0 and n = 1, 2, we have to treat separately the first few values of k, which have no interpretation as intersection numbers, namely: < Ma1 ,a1 . . . Man ,an >c N −1 % 1 = δg,0 δn,1 2λa1 a λa1 + λa 1 N −2 +δg,0 δn,2 4λa1 λa2 (λa1 + λa2 )2 % %% 1 +2−n N −n k! g k



d1 +...+dn+k =dg,n+k
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2χg,n+k N 2−2g−n




g



i=1



i=n+1



(2di − 1)!! t2di +1



n 3 (2di + 1)!! i +3 λ2d ai



i=1



We thus have Lemma 3.1 If a1 0= a2 0= . . . 0= an , the expectation values < Ma1 ,a1 . . . Man ,an >c computed with the formal Kontsevich’s integral matrix measure, are the following generating functions of intersection numbers: < Ma1 ,a1 . . . Man ,an >c = 2−n N −n 
g



i=1



+δg,0 δn,1 +δg,0 δn,2



%



2χg,n+k N 2−2g−n



d1 +...+dn+k =dg,n+k n+k 3



i=n+1



(2di − 1)!! t2di +1



N −1 % 1 2λa1 a λa1 + λa N −2 1 4λa1 λa2 (λa1 + λa2 )2



n 3 (2di + 1)!! i +3 λ2d ai



i=1



One can also write: %



< Ma1 ,a1 . . . Man ,an >c = 2−n N −n



g



%



2χg,n N 2−2g−n



d1 ,...,dn



4 5 1 ! τd1 . . . τdn e 2 d (2d−1)!! t2d+1 τd +δg,0 δn,1 +δg,0 δn,2



g



N −1 % 1 2λa1 a λa1 + λa 1 N −2 4λa1 λa2 (λa1 + λa2 )2



n 3 (2di + 1)!! i=1



i +3 λ2d ai



Kappa classes Cotangent bundle Chern classes ψi are associated to marked points on a Riemann surface. It is also possible to define classes for unmarked points by summing over their moduli, somehow forgetting them. The κ classes, introduced by Mumford, are defined as the pushforward of τd = ψ d classes through the forgetful map. Let k = k1 + k2 be a number of marked points. Let πk1 +k2 →k1 : Mg,k1 +k2 → Mg,k1 be the forgetful projection, which forgets k2 points. Arbarello and Cornalba showed [6, 7, 84] that the push forward of the classes τdi = ψidi , can then be rewritten in terms of Mumford’s classes κ0 , κ1 , κ2 , . . . on Mg,k1 , by the relation: 4



ˆ +1 ψkd11+1



dˆ 2 +1 . . . ψk1k+k 2



k1 3 i=1



ψidi



5



g,k1 +k2



=



% 4



σ∈Sk2
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3



c=cycles of σ



κ!



i∈c



dˆi



k1 3 i=1



ψidi



5



g,k1



or with Witten’s notations 4



τdˆ1 +1 . . . τdˆk



2



+1



k1 3 i=1



τdi



5



=



g,k1 +k2



% 4



3



σ∈Sk2



κ!



i∈c



dˆi



k1 3



τdi



i=1



c=cycles of σ



5



g,k1



This relationship can be used as a definition of κ classes, in terms of ψ classes. Examples: k2 = 1 :



τd+1



k2 = 2 :



τd+1 τd! +1



k2 = 3 :



τd+1 τd! +1 τd!! +1



2 k1



i=1 τdi



2 k1



i=1 τdi



2 k1



i=1 τdi



πk1 +1→k1



−→



κd



πk1 +2→k1



−→



2k1



i=1 τdi



(κd κd! + κd+d! )



πk1 +3→k1



−→



2k1



i=1 τdi



(κd κd! κd!! + κd+d! κd!! + κd+d!! κd! 21 +κd! +d!! κd + 2 κd+d! +d!! ) ki=1 τdi



In some sense it takes into account all possibilities of grouping forgotten points into clusters. This definition of κ classes from τ classes can be conveniently written with generating series, by summing over k2 , with some formal parameters sd , i.e. % sd sd! % % sd sd! sd!! ! sd τd+1 + e− d sd τd+1 = 1 − τd+1 τd! +1 − τd+1 τd! +1 τd!! +1 + . . . 2 6 ! ! !! d,d d d,d ,d which become under the forgetful map: π∗ e−



!



d sd τd+1



→ 1−



%



sd κd +



1 % 1% sd sd! (κd+d! + κd κd! ) − sd sd! sd!! (2κd+d! +d!! 2 ! 6 ! !! d,d



d



d,d ,d



+3κ κ ! !! + κ κ ! κ !! ) + . .! . ! d d +d! ! d d d



= e−



1 d sd κd + 2



d 1 j=0 sj sd−j )κd − 3



d(



!



d(



j+j ! +j !! =d sj sj ! sj !! )κd +...



i.e. by defining new times sˆd as: 1 % 1 % sj sj ! ) − sj sj ! sj !! + . . . sˆd = −sd + ( 2 j+j !=d 3 j+j !+j !! =d we have π∗ e−



!



d sd τd+1



!



→e



ˆd κd ds



.



More generally we have: !



Lemma 3.2 The formal series of κ classes e d tˆd κd is the forgetful push forward of ! e− d sd τd+1 , i.e. = > = > n n 3 3 ! ! ˆ e d td κd τdi = π∗ e− d sd τd+1 τdi i=1



i=1



g
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g



iff the formal times tˆd are the Schur transforms of the formal times sd , i.e. they are related by < ; % % tˆd u−d = − ln 1 + sd u−d d



d



For example:



tˆ0 = − ln (1 + s0 )



−s1 tˆ1 = 1 + s0



,



% (−1)k %



sd1 . . . sdk



,



s21 s2 − , ... 2 2(1 + s0 ) 1 + s0



tˆ2 =



proof: By definition we have π∗ e−



!



d sd τd+1



= 1+



k!



k≥1



3



%



κ!i∈c di



σ∈Sk c=cycles of σ



d1 ,...,dk



Let us decompose the sum over permutations σ ∈ Sk as a sum $ over conjugacy classes, indexed by partitions λ = (λ1 ≤ . . . ≤ λm ), of weight |λ| = i λi , i.e. π∗ e−



!



d sd τd+1



= 1+



%



%



m % % 3



|λ|



m λ1 ≤...≤λm



(−1) |λ|!



σ∈λ b1 ,...,bm j=1







κbj 



%



d1 +...+dλj =bj







sd1 . . . sdλj 



The size of a conjugacy class is #λ = 2



j



and thus π∗ e−



!



d sd τd+1



= 1+



λj



%



|λ|! j #{i , λi = j}!



2



%



(−1)|λ| 2 j λj j #{i , λi = j}! m λ1 ≤...≤λm   m % 3 % sd1 . . . sdλj  κbj  2



b1 ,...,bm j=1



d1 +...+dλj =bj



Since the summand 2 is symmetric in all λj ’s, we may relax the constraint λ1 ≤ . . . ≤ λm , by dividing by m!/ j #{i , λi = j}! and write: π∗ e−



!



d sd τd+1



!



= 1+



% 1 % (−1) 2 m! j λj m λ ,...,λ m



1



!



(−1)λ λ λ



= e! ˆ = e b tb κb



!



b



κb (



j λj



!



%



b1 ,...,bm j=1



d1 +...+dλ =b sd1 ...sdλ
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m 3



)







κbj 



%



d1 +...+dλj =bj







sd1 . . . sdλj 



with tˆb =



% (−1)λ λ



λ



whose generating function



$



ˆ b tb u



% b



−b



;



%



sd1 . . . sdλ



d1 +...+dλ =b




c = 2−n N −n 4



% g



%



2χg,n N 2−2g−n



d1 ,...,dn 1 2



τd1 . . . τdn e % %



!



= 2−n N −n 4



g



d (2d+1)!! t2d+3 τd+1



2χg,n N 2−2g−n



d1 ,...,dn !



τd1 . . . τdn e



d



tˆd κd



5



g



5



g



n 3 (2di + 1)!! i=1



i +3 λ2d ai



n 3 (2di + 1)!! i=1



i +3 λ2d ai



where the times tˆd ’s are related to the times tk ’s by: % d



1% tˆd u−d = − ln (1 − (2d + 1)!!t2d+3 u−d ). 2 d



For example the first few of them are t3 tˆ0 = − ln(1 − ) 2 3 t5 tˆ1 = 2 − t3 15 t7 9 t25 tˆ2 = + 2 − t3 2(2 − t3 )2 and so on... In theorem 3.9 below, we shall see how the times tˆd are related to the spectral curve through the Laplace transform. We have thus found that: 247



Theorem 3.8 the formal expectation values < Ma1 ,a1 . . . Man ,an >c with the Kontsevich integral measure, are the generating functions for the mixed κ and ψ intersection numbers: % % < Ma1 ,a1 . . . Man ,an >c = 2−n N −n 2χg,n N 2−2g−n =



g



n 3



d1 ,d2 ,...,dn !



ˆ b tb κb



ψidi e



i=1



>



n 3 (2di + 1)!! i +3 λ2d ai



i=1



Mg,n



and also when n = 0 Fg = 2



χg,0



4 1! 5 (2d+1)!! t2d+3 τd+1 d 2 e



where the times tˆk are related to the times tk = e−



!



ˆ k≥0 tk x



k



=1−



=



g



1 N



2



χg,0



4



!



e



d



tˆd κd



5



g



Tr Λ−k by



1 % (2k + 1)!! t2k+3 xk . 2 k≥0



Simplification κ0 and t3 The Mumford class κk is a 2k-form on Mg,n , and in particular for k = 0, the Mumford class κ0 is a scalar ∈ C, it is in fact the Euler class: κ0 = −χ = 2g − 2 + n. It can thus be factored out, and we get: Corollary 3.1 < Ma1 ,a1 . . . Man ,an >c = 2−n N −n = n 3



% g



ψidi



%



d1 ,d2 ,...,dn !



e



ˆ b>0 tb κb



i=1



where e−



!



ˆ k>0 tk x



k



=1−



(2 − t3 )χg,n N 2−2g−n >



Mg,n



n 3 (2di + 1)!! i=1



1 % (2k + 1)!! t2k+3 xk . 2 − t3 k>0



In particular when n = 0 we have: Fg = (2 − t3 )



2−2g



#



Mg,0
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!



e



ˆ k>0 tk κk



.



i +3 λ2d ai



Other rewritings We can rewrite this expression in many other ways. Write that # ∞ % % 1 d (2d + 1)! d ψ d = ψ d dL L2d+1 e−λL 2d+2 2 d! λ 2 d! 0 d #d ∞ % ψ d L2d = L dL e−λL 2d d! d #0 ∞ 1 2 = L dL e−λL e 2 L ψ 0



and thus: Corollary 3.2 < Ma1 ,a1 . . . Man ,an >c 2−n N −n % = 2n (2 − t3 )χg,n N 2−2g−n i=1 λai g # ∞3 # n ! 1 !n 2 ˆ −λai Li Li dLi e e 2 i=1 Li ψi + k>0 tk κk . 0



Mg,n



i=1



We may also write % d



ψd



d % (2d + 1)!! 1 d Γ(d + 3/2) 2 = ψ λ2d+3 Γ(3/2) d λ2d+3 # 2 % ∞ 2 dµ µd+1/2 e−µ λ 2d ψ d = √ π d 0 # ∞ 2 1 2 = √ dµ µ1/2 e−µ λ π #0 1 − 2µ ψ ∞ 1 1 1 2 dµ µ1/2 e− 2 µ λ = √ 1− µψ 2π 0



It follows the following theorem: Corollary 3.3 The expectation values < Ma1 ,a1 . . . Man ,an >c are the Laplace transforms of ELSV like classes 1/(1 − µi ψi ): % < Ma1 ,a1 . . . Man ,an >c = (8π)−n/2 N −n (2 − t3 )χg,n N 2−2g−n #



0



g



∞



dµ1 . . . dµn



n 3 i=1



− 12 µi



e



λ2ai



= n 3 i=1



√



! µi ˆ e b>0 tb κb 1 − µi ψi



>



Mg,n



Remark 3.2 For specialists, we mention that this formula is very similar to the famous ELSV formula (Ekedahl Lando Shapiro Wainshtein [31]). This formula is of the same nature.
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Spectral curve and Laplace transform !



All the expectation values in Kontsevich integral involve the class e k tˆk κk , where the times tˆk are computed out of the t2k+3 , i.e. out of the coefficients appearing in the spectral curve: 1% y(z) = z − t2k+3 z 2k+1 . 2 k $ Let us see how to express directly the generating function fˆ(1/u) = k tˆk u−k from the spectral curve. Let the generating function of the tˆk ’s ˆ



f (1/u) = 1 − e−f (1/u) =



1 % (2k + 1)!! t2k+3 u−k . 2 k



Then write y(z) − y(−z) = 2z −



%



t2k+3 z 2k+1



k



Compute the Laplace transform of the spectral curve with x(z) = z 2 : # z=∞ # z=∞ u −u x(z) 2 y(z) dx(z) e = (y(z) − y(−z)) dx(z) e− 2 x(z) z=−∞ z=0 # 1 ∞ 2 = (y(z) − y(−z))2zdz e− z u/2 2 −∞ # ∞ % 2 = − (t2k+3 − 2δk,0 ) z 2k+2 dz e− z u/2 −∞ Ck D 2π t3 − 2 % (2k + 1)!! E t2k+3 + = − u u uk+1 k≥1 √ E 2 2π D 1 − f (1/u) = u√3/2 2 2π −fˆ(1/u) = e u3/2 It follows: !



Theorem 3.9 The spectral curve’s class e k tˆk κk , is generated by the Laplace transform of the spectral curve: # ! u u3/2 − k tˆk u−k e = √ ydx e− 2 x 2 2π γ where γ is the ”steepest descent path” going through the branchpoint z = 0, i.e. the contour of equation Im x(z) = 0, Re x(z) > 0. This theorem is very useful for more complicated examples of topological recursion, and it is a hint of the deep link between mirror symmetry and Laplace transform. 250



4



Combinatorics of graphs and recursions



The purpose of this section is to use graph combinatorics, to derive recursion relations among intersection numbers, and in particular the topological recursion. Definition 4.1 Let Gg,n (z1 , . . . , zn ) be the set of connected ribbon graphs of genus g, with n labeled marked faces, and with n one-valent vertices and v trivalent vertices, and such that: - each face has a label. unmarked faces don’t contain a one-valent vertex, and they carry a label λa with a ∈ [1, . . . , N], - the ith marked face contains a unique one-valent vertex, and carries the label zi . To a graph G ∈ Gg,n (z1 , . . . , zn ), we associate a weight: 3



N −#unmarked faces w(G) = #Aut (G)



(i,j)=edges



1 label(i) + label(j)



and we define the following formal series for weighted graphs (graded by inverse powers of λ’s and z’s, i.e. graded by number of edges) Ωg,n (z1 , . . . , zn ) = −δg,0 δn,1 z+



%



G∈Gg,n (z1 ,...,zn )



N −#unmarked faces #Aut (G)



3



(i,j)=edges



1 label(i) + label(j)



For example, G0,1 (z) contains only one type of graphs of degree 2 (i.e. with 2 edges), it is made of one trivalent vertex, one one-valent vertex, 2 faces (one with label z, one with a label λa , 2 edges (one is a (z + z) edge, the other a (z + λa ) edge): z a



Ω0,1 (z) = −z +



z



1 % 1 + O(deg ≥ 5) N a 2z (z + λa )



then it contains 4 graphs of degree 5: b



z b



a



a



z b



z



a b



a



whose total weight is 1 1 1 % + 2 3 2 N a,b (2z) (z + λa )(z + λb ) (2z) (z + λa )2 (z + λb ) 251



z



+



)2 (z



1 1 + 2 + λb )(λa + λb ) 2z (z + λa ) 2λa (λa + λb )



2z (z + λa 1 1 % = 2 3 N a,b (2z) λa λb t21 8 z3



= and thus:



Ω0,1 (z) = −z +



1 % 1 t2 + 1 3 + O(deg ≥ 8) N a 2z (z + λa ) 8 z



Remark 4.1 Observe that the series Ωg,n is a series whose coefficients are rational functions of the zi ’s and λ’s, and there is not a unique way of writing a rational function, and cancellations may occur. In particular, Ωg,n is NOT a generating series of graphs in the combinatorial sense, it contains less information than the set of graphs. This can be best seen on the example of Ω0,2 : The lowest degree for graphs in G0,2 (z, z " ) is 4, and there is only one graph of degree 4 (i.e. with 4 edges), it is made of 2 trivalent vertices, 2 one-valent vertices, 2 faces (one with label z, one with a label z " , 4 edges ( one (z + z) edge, one (z " + z " ) edge, and two (z + z " ) edges): z z'



1 + O(deg ≥ 7) + z " )2



Ω0,2 (z, z " ) =



4zz " (z



Then, the next order consists of 19 graphs of degree 7: a



z



z



a



z



a



z



a



z



a



a



z



a



a



z



a



a



a



z



a



z



a
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z



a



z



a



z



a



z



a



z



a



z



z



z



a



z



z



i.e.



Ω0,2 (z, z " ) =



1 4zz ! (z+z ! )2



                     



1 1 1 $ +2 4zz ! (z+z ! )2 N a 2zλa (z+λa ) 8 $ + N1 a 4zz ! (z+λa )12 (z+z ! )2 2z +



1 4zz ! (z+λa )2 (z+z ! )2 (z9! +λa ) 1 1 + 4zz ! (z+λa )2 (z+z ! )(z ! +λ )2 + 4zz ! (z+λ )2 (z ! +λ )2 2λ a a a a 8 $ + N1 a 4zz ! (z+λa1)(z+z ! )3 2z + 4zz ! (z+λa1)(z+z ! )3 2z 1 1 + 4zz ! (z+λa )(z+z ! )3 (z ! +λ ) + 4zz ! (z+λ )(z+z ! )2 (z ! +λ )2 a a a 1 1 + 4zz ! (z+λa )(z+z ! )3 (z ! +λa ) + 4zz ! (z+λa )(z+z ! )2 (z ! +λ )2 a 1 1 + 4zz ! (z+λa )(z+z ! )3 (z ! +λ ) + 4zz ! (z+λ )(z+z ! )3 (z ! +λ ) a a a 1 1 + 4zz ! (z+λa )(z+z ! )3 (z ! +λ )2z ! + 4zz ! (z+λ )(z+z ! )2 (z ! +λ )(2z ! )2 a a a + 4zz ! (z+λa )(z+z1 ! )2 (z ! +λa )2 2z ! + 4zz ! (z+λa )(z+z1! )2 (z ! +λa )(2z ! )2 9 1 1 + 4zz ! (z+λa )(z+z ! )3 (z ! +λ )2z ! + 4zz ! (z+λ )(z+z ! )3 (z ! +λ )2z ! a a a



                    



+O(deg ≥ 10)



=0



and observe that the sum of weights of degree 7 graphs cancels ! In other words, the function Ω0,2 doesn’t encode graphs of degree 7 in this example.



By construction we have: Proposition 4.1 The generating functions of intersections numbers, i.e. the expectation values of type < Ma1 ,a1 . . . Man ,an >, with a1 , . . . , an all distinct, with Kontsevich integral’s measure, equals the functions Ωg,n with arguments zi = λai : % < Ma1 ,a1 . . . Man ,an >c = N 2−2g−n Ωg,n (λa1 , . . . , λan ) g



i.e., for 2 − 2g − n < 0 Ωg,n (λa1 , . . . , λan ) = 2



−n 2−2g−n



2



%



!



< τd1 . . . τdn e



ˆ b tb κb



>g



n 3 (2di + 1)!! i=1



d1 ,...,dn



i +3 λ2d ai



(VI-4-1)



The purpose of defining those functions Ωg,n , is that one can easily write Tutte–like recursion relations, which determine them.



4.1



Edge removal and Tutte’s equations



Like in chapter I, by recursively removing edges, we get Tutte–like recursions: Theorem 4.1 If n ≥ 0 and 2g − 2 + (n + 1) > 0, and J = {z1 , . . . , zn }, we have the Tutte’s equations: % δg,0 δn,0 z 2 = Ωg−1,n+2 (z, z, J) + Ωh,|I|+1(z, I) Ωh! ,|I ! |+1 (z, I " ) h+h! =g, I*I ! =J



− + (V I − 4 − 2)



N %



Ωg,n+1 (z, J) − Ωg,n+1 (λa , J) 1 N a=1 z 2 − λ2a % 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) zj ∈J



z 2 − zj2



2zj dzj



253



proof: Consider the first marked face, it has label z, and it has a one-valent vertex. Attached to the one-valent vertex is an edge, necessarily with weight 1/(z + z), and at the end of that edge, there is necessarily a trivalent vertex. Consider the edge of this trivalent vertex, located to the left of the edge coming from the 1-valent vertex. If we cut that edge, several situations may occur: - the face on the other side of that edge is again the first marked face. Then we have 2 possibilities: * cutting that edge disconnects the ribbon graph into two graphs, whose external face carries the label z. The two subgraphs belong to Gh,|I|+1(z, I) × Gh! ,|I !|+1 (z, I " ) with complementary genus h+h" = g and complementary subsets of marked faces I 5I " = J. Also pay attention that we have added a term −δg,0 δn,0 z within the definition of Ωg,n+1 (z, J), which doesn’t correspond to the weight of a graph. The corresponding equality of generating functions is thus: % 2zΩg,n+1 (z, J) = (Ωh,|I|+1(z, I) + δh,0 δI,∅ z) (Ωh! ,|I !|+1 (z, I " ) + δh! ,0 δI ! ,∅ z) h+h! =g, I*I ! =J



+other possibilities



* cutting that edge doesn’t disconnect the ribbon graph, this is possible only if there was a handle relating the subgraphs on the two sides of the edge, i.e. we diminish the genus by one, and create two marked faces with label z, i.e. we get a graph in Gg−1,n+2 (z, z, J). The corresponding equality of generating functions is thus: 2zΩg,n+1 (z, J) = Ωg−1,n+2 (z, z, J) + other possibilities - on the other side of that edge, there is an unmarked face, whose label is some λa with a ∈ [1, N]. Cutting the edge, creates a bi-labeled face with 2 labels z and λa , i.e. some edges have a z, followed by edges with a λa . Let ci be the set of labels of edges adjacent to this bi–labeled face, so that c1 , . . . , cj are adjacent to label λa and cj , . . . , ck are adjacent to label z (notice that label cj appears twice, because it is adjacent to the trivalent vertex). c j+1



c j+1 cj



cj z



a c



3



a



z



cj



z



a



z z



a z



a a c2



a c1



ck



cj z



c



3



a z



a a



z



c2



a c1



The weight associated to all edges of that bi–labeled face is: j k 3 1 1 3 1 z + λa i=1 λa + ci i=j z + ci
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ck



z



Observe the following equality of rational functions: 2 Lemma 4.1 Let F (z) = ki=1 1/(z + ci ), then we have k % 3



j=1 1≤i≤j



1 z + ci



3



j≤i≤k



1 F (z) − F (z " ) = − z " + ci z − z"



This lemma implies that, the weighted sum over all possibilities of bi-labeling a face (i.e. the sum over j), can be recovered as a divided difference of weighted graphs with uni–labeled faces: k % j=1



j k k k 3 3 1 1 1 83 1 1 9 1 3 1 = − z + λa i=1 λa + ci i=j z + ci λa + z λa − z i=1 z + ci i=1 λa + ci



Observe that if g = 0 and n = 0, it may happen that there is no other edge, and after removing the edge z − λa the graph is empty. This corresponds to the degree 2 $ 1 1 term N a 2z(z+λa ) in Ω0,1 (z). The corresponding equality of generating functions is thus: N



1 % (Ωg,n+1 (z, J) + δg,0 δn,0 z) − (Ωg,n+1 (λa , J) + δg,0 δn,0 λa ) 2zΩg,n+1 (z, J) = − N a=1 z 2 − λ2a 2z % δg,0 δn,0 + + other possibilities N a 2z(z + λa ) i.e. (this is the reason why we conveniently added a −zδg,0 δn,0 term): N 1 % Ωg,n+1 (z, J) − Ωg,n+1 (λa , J) 2zΩg,n+1 (z, J) = − + other possibilities N a=1 z 2 − λ2a



- on the other side of that edge, there is another marked face, whose label is some zj ∈ J. We can repeat the same reasoning as for the case of an unmarked face. We just need to add the 1-valent vertex of face zj in all possible ways, this is done by taking a derivative.



2zΩg,n+1 (z, J) =



% 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) + other possibilities 2 − z2 2z z j dzj j z ∈J j



Finally, one has to pay attention to boundary cases, i.e. the case where after removing the edge the graph is empty, this contributes a factor z 2 for the only case where this happens, namely at g = 0 and n = 0. In the end, the equality of generating functions is thus: % 2zΩg,n+1 (z, J) = Ωh,|I|+1(z, I) Ωh! ,|I !|+1 (z, I " ) + 2zΩg,n+1 (z, J) h+h! =g, I*I ! =J
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+Ωg−1,n+2 (z, z, J) N 1 % Ωg,n+1 (z, J) − Ωg,n+1 (λa , J) − N a=1 z 2 − λ2a % 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) + 2zj dzj z 2 − zj2 z ∈J j



−δg,0 δn,0 z 2 !



4.2



Disc amplitude (rooted planar Strebel graphs)



With g = 0 and n = 1, the Tutte’s equation reduces to N 1 % Ω0,1 (z) − Ω0,1 (λa ) z = Ω0,1 (z) − N a=1 z 2 − λ2a 2



2



and we must look for a solution of that equation which is a formal series of 1/Λ which behaves at large z, Λ as: Ω0,1 (z) = −z +



1 1 % + O(deg ≥ 3) N a 2z(z + λa )



Remark 4.2 Unicity : it is easy to see that there is a unique formal series of Λ solution of this Tutte’s equation, this can be seen by solving the Tutte’s equation degree by degree, and in fact this is related to the fact that adding edges recursively constructs all graphs in a unique way. This is similar to the Brown’s 1-cut lemma.



The solution (unique) can be explicitly found: Theorem 4.2 6 1 % 1 6 Ω0,1 (z) = − z 2 − tˇ1 − 2 ˇa) ˇ N a 2λa ( z − tˇ1 + λ



ˇ1, . . . , λ ˇ N ) is the same matrix introduced in theˇ = diag(λ where the diagonal matrix Λ orem 3.7: ˇ= Λ



6



Λ2 − tˇ1



,



1 ˇ −1 tˇ1 = Tr Λ N



and the sign of the square root is chosen such that ˇ = Λ, i.e. In particular, if t1 = 0, we have Λ Ω0,1 (z) = −z +



,



ˇ = Λ + O(1/Λ) Λ



6 z 2 − tˇ1 = z + O(1/z) at large z.



1 % 1 N a 2z(z + λa )
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proof: Consider the function f (z) = −z −



1 % 1 ˇ ˇa) N a 2λa (z + λ



we have f (z) + f (−z) = −



1 % 1 1 % 1 1 − = 2 ˇ a (z + λ ˇ a ) 2λ ˇ a (z − λ ˇa) ˇ2 N a 2λ N a z −λ a



and the product f (z)f (−z) is an even rational function, with only simple poles at ˇ a , and which behaves like −z 2 at large z. Therefore it is of the form: z = ±λ f (z)f (−z) = −z 2 + C +



% a



z2



Ca ˇ2 −λ a



where C, and the Ca ’s are yet to be determined. At large z we have f (z) ∼ −z − tˇ1 /2z + O(1/z 2 ) and thus f (z)f (−z) ∼ −z 2 − tˇ1 + O(1/z 2 ), i.e. C = −tˇ1 . The coefficient Ca is related to the residue at the pole of ˇ a , i.e. f (z)f (−z) at z = λ 1 Ca ˇa) = Res f (z)f (−z) = f (λ ˇ a z→λˇa ˇa 2λ 2N λ i.e. Ca =



1 ˇ a ), f (λ N



and thus we get the equation for f (z): ; < % % f (λ ˇa) 1 1 2 ˇ1 + 1 f (z) − f (z) = −z − t ˇ2 ˇ2 N a z2 − λ N a z2 − λ a a



i.e. f (z) satisfies: f (z)2 −



ˇa) 1 % f (z) − f (λ = z 2 + tˇ1 2 2 ˇ N a z − λa



f (z)2 −



ˇa) 1 % f (z) − f (λ = z 2 + tˇ1 N a z 2 + tˇ1 − λ2a



ˇ 2 = λ2 − tˇ1 : and using λ a a



6 We thus see that f ( z 2 − tˇ1 ) satisfies the same equation as Ω0,1 (z), and is a power series in powers of 1/λ, which behaves at large λ and z like −z +



1 1 % + ... N a 2z(z + λa )



6 therefore (using remark 4.2 about unicity) f ( z 2 − tˇ1 ) = Ω0,1 (z). ! 257



4.3



Cylinder amplitude



The Tutte equation for Ω0,2 reads: 0 = 2Ω0,1 (z)Ω0,2 (z, z " ) −



1 % Ω0,2 (z, z " ) − Ω0,2 (λa , z " ) 1 d Ω0,1 (z) − Ω0,1 (z " ) + N a z 2 − λ2a 2z " dz " z 2 − z "2



and Ω0,2 (z, z " ) behaves like Ω0,2 (z, z " ) =



1 + O(deg ≥ 5) + z " )2



4zz " (z



Using the expression of Ω0,1 , rewrite the Tutte equation as: 2z Ω0,2 (z, z " )



;



1 1 % 1+ N a 2λa (z 2 − λ2a )




 + = (2−t ) < τ e 3 d 0 5 2 3 16 (2 − t3 ) z 16 (2 − t3 ) z 2 z 2d+3 {d}



where we had tˆ1 = 3t5 /(2 − t3 ) in theorem 3.8, this gives (which we already knew): < τ1 >1 = 1 3t5 tˆ1 < τ0 κ1 >1 = 24 2 − t3



4.6



1 . 24 , i.e.



< τ0 κ1 >1 =



1 . 24



Stable topologies



We have so far computed Ω0,1 Ω0,2 , Ω1,1 and Ω0,3 , now we shall compute Ωg,n for all n > 0 and 2 − 2g − n < 0. First, let us rewrite Tutte’s equations eq.(VI-4-2) for 2 − 2g − n < 0 as: < ; 1 1 % Ωg,n+1 (z, J) 2z 1 + N a 2λa (z 2 − λ2a ) = Ωg−1,n+2 (z, z, J) stable % Ωh,|I|+1(z, I) Ωh! ,|I !|+1 (z, I " ) + h+h! =g, I*I ! =J N 1 % Ωg,n+1 (λa , J) + N a=1 z 2 − λ2a %



+2



zj ∈J



+



Ω0,2 (z, zj ) Ωg,n (z, J \ {zj })



% 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) 2zj dzj z 2 − zj2 z ∈J j



(V I − 4 − 4)



which shows that there is a unique solution which is a formal large Λ, z power series. In fact, since Tutte’s equation is a recursion on the number of edges, which expresses the generating function of graphs with n edges in terms of those with n − 1 edges, it necessarily determines unequely all the generating functions. Lemma 4.2 (Symmetry) If n > 0 and 2 − 2g − n < 0, the functions Ωg,n are odd: Ωg,n (−z, z2 , . . . , zn ) = − Ωg,n (z, z2 , . . . , zn ) 261



proof: We know that it is true for Ω0,3 and Ω1,1 , i.e. for 2g + n − 2 = 1. We shall proceed by recursion. Assume that it is already proved for all (g ", n" ) such that 0 < 2g " +n" −2 ≤ 2g+n−2, we shall prove it for (g, n + 1). Rewrite equation VI-4-4 as ; < 1 % 1 2z 1 + Ωg,n+1 (z, J) N a 2λa (z 2 − λ2a ) = Ωg−1,n+2 (z, z, J) stable % Ωh,|I|+1(z, I) Ωh! ,|I ! |+1(z, I " ) + h+h! =g, I*I ! =J N 1 % Ωg,n+1 (λa , J) + N a=1 z 2 − λ2a % z 2 + zj2 Ωg,n (z, J + 2 − z 2 )2 2zz (z j j zj ∈J



−



\ {zj })



% 1 d Ωg,n (J) 2zj dzj z 2 − zj2 z ∈J j



$ where in the RHS, the symbol stable means that we sum only over (h, h" , I, I ") such that 2 − 2h − |I| < 0 and 2 − 2h" − |I " | < 0. In particular, by recursion hypothesis, all terms in the RHS are even functions of z, and thus Ωg,n+1 is odd. ! Before going further, let us define: Definition 4.2 We define: , + δg,0 δn,2 ωg,n (z1 , . . . , zn ) = 2 zi Ωg,n (z1 , . . . , zn ) + 2 (z1 − z22 )2 i=1 n



and



and



n 3



N 1 % 1 y(z) = Ω0,1 (−z) = z + N a=1 2λa (z − λa )



x(z) = z 2 . For example we have: ω0,1 (z) = −2z 2 +



N 1 % 1 = 2z y(−z) N a=1 z + λa



ω0,2 (z1 , z2 ) = 262



1 (z1 − z2 )2



1 (2 − t3 ) z12 z22 z32 1 t5 + ω1,1 (z) = 4 8(2 − t3 ) z 8(2 − t3 )2 z 2 ω0,3 (z1 , z2 , z3 ) =



Proposition 4.4 Using the symmetry lemma, Tutte’s equation eq.(VI-4-2) for 2g − 2 + n > 1 becomes: 0



ωg−1,n+2 (z, −z, J) +



=



" %



h+h! =g, I*I ! =J



ωh,|I|+1(z, I) ωh! ,|I !|+1 (−z, I " )



+2z(y(z) − y(−z)) ωg,n+1 (z, J) N % d 4z 2 % ωg,n+1 (λa , J) ωg,n (J) 2 + − 2z 2 2 N a=1 2λa (z − λa ) dzj zj (z 2 − zj2 ) z ∈J j



(V I − 4 − 5)



proof: when 2g − 2 + n > 0, the left hand side of Tutte’s equation is vanishing, and Tutte’s equation eq.(VI-4-2) is: % Ωh,|I|+1(z, I) Ωh! ,|I !|+1 (z, I " ) 0 = Ωg−1,n+2 (z, z, J) + h+h! =g, I*I ! =J



− +



N %



Ωg,n+1 (z, J) − Ωg,n+1 (λa , J) 1 N a=1 z 2 − λ2a % 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) zj ∈J



z 2 − zj2



2zj dzj



after multiplying by 4z 2



2



i (2zi )



we get:



0 = ωg−1,n+2 (z, z, J) + −



2z N



N %



%



ωh,|I|+1(z, I) ωh!,|I ! |+1 (z, I " )



h+h! =g, I*I ! =J ωg,n+1(z, J) − λza ωg,n+1 (λa , J)



z 2 − λ2a % d ωg,n (z, J \ {zj }) − zzj ωg,n (J) +2z dzj z 2 − zj2 zj ∈J % 4zzj ω (z, J \ {zj }) −2 2 2 g,n 2 (z − z ) j z ∈J a=1



j



In this equation, all ωh,m with (h, m) 0= (0, 1), (0, 2) are even and z can be changed to −z. Only the factors containing ω0,1 or ω0,2 require some attention. The factors containing ωg,n+1 come with ω0,1 , they are: N z 2z % ωg,n+1 (z, J) − λa ωg,n+1(λa , J) 2ω0,1 (z) ωg,n+1 (z, J) − N a=1 z 2 − λ2a



263



which we would like to compare with N 4z 2 % ωg,n+1 (λa , J) ω0,1 (z) ωg,n+1 (−z, J) + ω0,1 (−z) ωg,n+1 (z, J) + . N a=1 2λa (z 2 − λ2a )



The difference is



N 2z % ωg,n+1(z, J) 2ω0,1(z) ωg,n+1 (z, J) − − ω0,1 (z) ωg,n+1 (−z, J) − ω0,1 (−z) ωg,n+1 (z, J N a=1 z 2 − λ2a ; < N 2z % 1 = ω0,1 (z) − ω0,1 (−z) − ωg,n+1(z, J) N a=1 z 2 − λ2a = 0.



We also need to compare terms involving ω0,2 , i.e. factors of ωg,n . We thus need to compare d ωg,n (z, J \ {zj }) − 2ω0,2 (z, zj )ωg,n (z, J \ {zj }) + 2z dzj z 2 − zj2 ∈J



%



zj



−



z zj



ωg,n (J)



8zzj ωg,n (z, J \ {zj }) − zj2 )2



(z 2



with % % d ωg,n (J) . ω0,2 (z, zj )ωg,n (−z, J \ {zj }) + ω0,2(−z, zj )ωg,n (z, J \ {zj }) − 2z 2 dzj zj (z 2 − zj2 ) z ∈J z ∈J j



j



The difference is , %+ d 8zzj 1 ω0,2 (z, zj ) − ω0,2 (−z, zj )) + 2z − ωg,n (z, J \ {zj }) = 0. dzj z 2 − zj2 (z 2 − zj2 )2 z ∈J j



This concludes the proof. ! Theorem 4.4 For any n > 0 and 2g − 2 + n > 0, we have that ωg,n (z1 , . . . , zn ) is an even rational function of the zi ’s, with poles only at zi = 0, and which satisfies the ”topological recursion”: ωg,n+1(z0 , J)



=



D Res K(z0 , z) dz ωg−1,n+2(z, −z, J) z→0



+



g " % % h=0 I⊂J



(V I − 4 − 6)



E ˜ ˜ ωh,1+#I (EK ; z, I) ωg−h,1+n−#I (EK ; −z, J \ I) .



$ where " means that (h, I) = (0, ∅) and (h, I) = (g, J) are excluded from the sum, where K is the kernel 1z ω (z , z " ) z ! =−z 0,2 0 K(z0 , z) := − 2(y(z) − y(−z)) x" (−z) 264



and y(z) is the formal power series in powers of Λ: N ∞ 1 % 1% 1 y(z) = z + =z− tk+2 z k N a=1 2λa (z − λa ) 2



x(z) = z 2



,



k=0



and we have: ωg,n (z1 , . . . , zn ) = (2 − t3 )



2−2g−n



= n % 3



!



τdi e



ˆ k>0 tk κk



i=1



{di }



>



n 3 (2di + 1)!!



g i=1



zi2di +2



proof: The proof proceeds more or less like in chapter III. We shall replace the 1-cut Brown’s lemma by the following observation: Tutte equations have a unique solution which is a formal power series in inverse powers of Λ and zi ’z. Therefore, exhibiting a solution is enough to claim that it is the solution. We proceed by recursion. The theorem holds true for ω0,3 and ω1,1 . Choose (g, n) such that 2g − 2 + n > 0, and define ω ˆ g,n+1(z0 , z1 , . . . , zn ) as the right hand side of eq.(VI-4-6) with J = {z1 , . . . , zn }: D ω ˆ g,n+1(z0 , J) = Res K(z0 , z) dz ωg−1,n+2 (z, −z, J) z→0 g " E % % ˜ ˜ + ωh,1+#I (EK ; z, I) ωg−h,1+n−#I (EK ; −z, J \ I) . h=0 I⊂J



(V I − 4 − 7)



with K(z0 , z) =



2 (z02



1 . − z 2 ) (y(z) − y(−z))



By recursion hypothesis, ω ˆ g,n+1 (z0 , z1 , . . . , zn ) is an even rational function of the zi ’s with i ≥ 1, and with poles only at zi = 0. It is also an even function of z0 because K(z0 , z) is, and since K(z0 , z) has a pole at z02 = z 2 , it can diverge only if z0 or −z0 pinches the integration contour for z, i.e. only if z0 → 0. At z0 → 0, the singularity is a pole, so that ω ˆ g,n+1 (z0 , z1 , . . . , zn ) is an even rational function of z0 with poles only at z0 = 0. Moreover, ω ˆ g,n+1(z0 , z1 , . . . , zn ) is clearly a power series in inverse powers of Λ and of the zi ’s. It remains to prove that it satisfies Tutte’s equation, i.e. eq.(VI-4-4). Consider the following even function of z: f (z)



=



ωg−1,n+2(z, −z, J) +



" %



h+h! =g, I*I ! =J



ωh,|I|+1(z, I) ωh!,|I ! |+1 (−z, I " )



+2z(y(−z) − y(z)) ω ˆ g,n+1(z, J) N 2 % % d 4z ω ˆ g,n+1 (λa , J) ωg,n (J) 2 + − 2z N a=1 2λa (z 2 − λ2a ) dzj zj (z 2 − zj2 ) z ∈J j
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(V I − 4 − 8) We have f (z) = f (−z). It seems that f (z) may have poles at z = ±λa , z = ±zi and z = 0. The only possible poles at z = λa are simple poles and their residue is N



4z 2 % ω ˆ g,n+1 (λa , J) z→λa N a=1 2λa (z 2 − λ2a ) 1 4λ2 ω ˆ g,n+1(λa , J) = − ω ˆ g,n+1 (λa , J) + a N N 4λ2a = 0,



Res f (z) =



z→λa



Res −2zy(z) ω ˆ g,n+1 (z, J) +



i.e. f (z) has no pole at z = λa , and since f (−z) = f (z) it also has no pole at z = −λa . The only possible pole of f (z) at z = zj are at most double poles and d ωg,n (J) f (z) ∼z→zj ω0,2 (z, zj ) ωg,n(z, J \ {zj }) − 2z 2 + O(1) dzj zj (z 2 − zj2 ) d 8 1 ωg,n (J) 9 2 ∼z→zj ωg,n (z, J \ {zj }) − 2z + O(1) dzj (z − zj ) zj (z 2 − zj2 ) 8 1 ωg,n (J) 9 d ωg,n (z, J \ {zj }) − 2z 2 + O(1) ∼z→zj dzj (z − zj ) zj (z + zj ) ∼z→zj O(1) i.e. there is no pole at z = ±zj . For the pole at z = 0, let us compute Res z→0 K(z0 , z) f (z), for that notice that the definition of ω ˆ g,n+1 amounts to: 8 ω ˆ g,n+1 (z0 , J) = Res K(z0 , z) f (z) − 2z(y(−z) − y(z))ˆ ωg,n+1 (z, J) z→0 N % d 4z 2 % ω ˆ g,n+1 (λa , J) ωg,n (J) 9 2 + 2z − N a=1 2λa (z 2 − λ2a ) dzj zj (z 2 − zj2 ) z ∈J j



and the last two terms have no pole at z = 0 so don’t contribute to the residue. This implies that Res K(z0 , z) f (z) = ω ˆ g,n+1(z0 , J) − Res K(z0 , z) 2z(y(z) − y(−z)) ω ˆ g,n+1(z, J) z→0 z→0 z ω ˆ g,n+1 (z, J) = ω ˆ g,n+1(z0 , J) − Res 2 z→0 (z0 − z 2 ) In the last term, ω ˆ g,n+1 (z, J) is a rational function of z whose only poles are at z = 0, and thus we can move the integration contour: Res K(z0 , z) f (z) = ω ˆ g,n+1(z0 , J) z→0 z z + Res 2 ω ˆ g,n+1 (z, J) + Res ω ˆ g,n+1 (z, J) z→z0 (z0 − z 2 ) z→−z0 (z02 − z 2 ) which implies ∀ z0 ,



Res K(z0 , z) f (z) = 0 z→0
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The fact that this residue vanishes for every z0 , means (by expanding around z0 = ∞), that f (z) must have no pole at z = 0. Finally, we have found that f (z) is a rational function with no pole at all, it must be a constant, and it vanishes at z → ∞, so that: f (z) = 0. This implies that ω ˆ g,n+1 satisfies the Tutte’s equation. And since ω ˆ g,n+1 (z0 , z1 , . . . , zn ) is a power series in inverse powers of Λ and of the zi ’s, we must have ω ˆ g,n+1 (z0 , z1 , . . . , zn ) = ωg,n+1(z0 , z1 , . . . , zn ). Then, since we now know that ωg,n (z1 , . . . , zn ) is a rational function of the zi ’s with poles only at zi = 0, we can say that prop.4.1 holds not only at zi = λai , but holds for every zi . This concludes our proof. ! Remark 4.3 It is quite remarkable, that ωg,n which is a sum of graphs weighted with denominators of the form 1/(zi + λa ) or 1/(zi + zj ), ends up having no pole at zi = −λa or at zi = −zj , and eventually it has poles only at zi = 0. This shows that those weights on graphs induce lots of cancellations among graphs. This also means that ωg,n is not a proper ”generating function of graphs”, it is only a sum of weighted graphs, but it looses information on the graphs, it does not even encode the number of graphs. However, ωg,n is a good generating function of intersection numbers, it encodes them completely without any loss of information, it was in fact designed for that purpose.



4.7



Topological recursion for intersection numbers



The topological recursion translates for intersection numbers (we take λ → ∞) into: 4 5 (2d0 + 1)!! τd0 τd1 . . . τdn g D4 5 % 1 " (2d + 1)!!(2d + 1)!! τd τd! τd1 . . . τdn = g−1 2 d+d! =d −2 0 stable E 4 3 5 4 % 3 5 τdi + τd τdi τd! +



h+h! =g, I-I ! ={1,...,n} n % (2dj + 2d0 − 1)!! j=1



(2dj − 1)!!



i∈I



h



i∈I !



4 3 5 τd0 +dj −1 τdi i.=j



g−h



g



Remark 4.4 Those equations can be interpreted as a set of Virasoro constraint, as in section 6 in chapter II. We shall not elaborate on this, and refer the interested reader to the works of [68]. 267



4.8



Examples



We assume t1 = 0. Let us show application of theorem 4.4 for the first few values of n and g: We have 1 2(z02 − z 2 ) (y(z) + − y(−z)) , z2 z4 1 6 1 + 2 + 4 + O(z ) = 2z(2 − + t3 ) z02 z0 z0 , t5 z 2 t7 z 4 t25 z 4 6 + + + O(z ) 1+ 2 − t3 2 − t3 (2 − t3 )2



K(z0 , z) =



Theorem 4.4 easily gives 1 1 2 2 2 2 − t3 z1 z2 z3 + , 1 1 t5 ω1,1 (z) = + 8(2 − t3 ) z 4 (2 − t3 ) z 2 ; < % 1 3t5 1 +3 ω0,4 (z1 , z2 , z3 , z4 ) = (2 − t3 )2 z12 z22 z32 z42 2 − t3 zi2 i ω0,3 (z1 , z2 , z3 ) =



dz1 ⊗ dz2 D ω1,2 (z1 , z2 ) = (2 − t3 )2 (5z14 + 5z24 + 3z12 z22 ) 6 6 8(2 − t3 ) z1 z2 E +6t25 z14 z24 + (2 − t3 )(6t5 z14 z22 + 6t5 z12 z24 + 5t7 z14 z24 ) ω2,1 (z) = −



D dz 252t45 z 8 + 12t25 z 6 (2 − t3 )(50t7 z 2 + 21t5 ) 128(2 − t3 )7 z 10 +z 4 (2 − t3 )2 (252t25 + 348t5 t7 z 2 + 145t27 z 4 + 308t3 t9 z 4 ) E +z 2 (2 − t3 )(203t5 + 145z 2 t7 + 105z 4 t9 + 105z 6 t11 ) + 105(2 − t3 )4



The topological recursion for computing the ωg,n ’s can easily be implemented on a computer, and gives tables of intersection numbers, for the lowest values of g and n: n= 
0 = 1 < τ0 τ1 >0 = 1 < τ04 κ1 >0 = 1



Genus 0 : κ" s
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< 
0 = 1 >0 = 2



τ04 τ2 τ03 τ12



< τ05 κ2 >0 = 1 < τ04 τ1 κ1 >0 = 3 < τ05 κ21 >0 = 5



6 < τ05 τ3 >0 = 1 < τ04 τ1 τ2 >0 = 3 < τ03 τ13 >0 = 6 < τ06 κ3 >0 = 1 < τ06 κ1 κ2 >0 = 9 < τ06 κ31 >0 = 61 < τ05 τ1 κ2 >0 = 4 < τ05 τ1 κ21 >0 = 26 < τ05 τ2 κ1 >0 = 6 < τ04 τ12 κ1 >0 = 12



In fact for genus zero, all intersection numbers are known by a general formula:




1 =



n 3



(n − 3)! τdi >0 = 2 i di ! i=1



1 24



< τ0 κ1 >1 =



1 24



2 1 < τ0 τ2 >1 = 24 1 2 < τ1 >1 = 24



3 1 < >1 = 24 1 < τ0 τ1 τ2 >1 = 12 1 < τ13 >1 = 12



1 < τ02 κ2 >1 = 24 1 < τ02 κ21 >1 = 8 1 < τ0 τ1 κ1 >1 = 12



1 < τ03 κ3 >1 = 24 < τ03 κ1 κ2 >1 = 14 < τ03 κ31 >1 = 67 < τ02 τ1 κ2 >1 = 18 13 < τ02 τ1 κ21 >1 = 24 < τ02 τ2 κ1 >1 = 16 < τ0 τ12 κ1 >1 = 14



Genus 1 :



κ" s



τ02 τ3



4 1 < τ03 τ4 >1 = 24 2 < τ0 τ1 τ3 >1 = 18 < τ02 τ22 >1 = 16 < τ0 τ12 τ2 >1 = 14 < τ14 >1 = 41 1 < τ04 κ4 >1 = 24 5 < τ04 κ1 κ3 >1 = 12 13 < τ04 κ22 >1 = 24 83 < τ04 κ21 κ2 >1 = 24 529 4 4 < τ0 κ1 >1 = 24 < τ03 τ1 κ3 >1 = 16 < τ03 τ1 κ1 κ2 >1 = 31 24 < τ03 τ1 κ31 >1 = 187 24 7 < τ03 τ2 κ2 >1 = 24 41 3 2 < τ0 τ2 κ1 >1 = 24 7 < τ03 τ3 κ1 >1 = 24 < τ02 τ12 κ2 >1 = 21 < τ02 τ12 κ21 >1 = 17 6 < τ02 τ1 τ2 κ1 >1 = 32 < τ0 τ13 κ1 >1 = 1



In fact for genus 1, all intersection numbers are known by a general formula:




1 =



24



i=1



n=



Genus 2 :



1 < τ4 >2 =



1 1152



n! 2



i



di !



2 3 1 1 2 < τ0 τ5 >2 = 1152 < τ0 τ6 >2 = 1152 1 1 < τ1 τ4 >2 = 384 < τ0 τ1 τ5 >2 = 288 29 11 < τ2 τ3 >2 = 5760 < τ0 τ2 τ4 >2 = 1440 1 < τ12 τ4 >2 = 96 29 2 < τ0 τ3 >2 = 2880 29 < τ1 τ2 τ3 >2 = 1440 7 3 < τ2 >2 = 240



269



n=



1 < τ7 >3 =



1 82944



Genus 3 :



4.9



2 1 < τ0 τ8 >3 = 82944 5 < τ1 τ7 >3 = 82944 77 < τ2 τ6 >3 = 414720 503 < τ3 τ5 >3 = 1451520 607 < τ42 >3 = 1451520



3 25889 < >3 = 19155502080 1597 < τ0 τ1 τ8 >3 = 100818432 12097 < τ0 τ2 τ7 >3 = 148262400 721 2 < τ1 τ7 >3 = 5930496 32269 < τ0 τ3 τ6 >3 = 138378240 49 < τ1 τ2 τ6 >3 = 99840 373 < τ0 τ4 τ5 >3 = 887040 9059 < τ1 τ3 τ5 >3 = 7983360 923 2 < τ2 τ5 >3 = 570240 1201 < τ1 τ42 >3 = 725760 443 < τ2 τ3 τ4 >3 = 145152 317 3 < τ3 >3 = 69120 τ02 τ9



Computation of Fg = ωg,0



The previous theorem computes ωg,n with n ≥ 1. It remains to compute Fg = ωg,0 given by 5 4 ! ˆ Fg = (2 − t3 )2−2g e k>0 tk κk . g



Theorem 4.5 Fg is determined by ∂ Fg = −ωg,1 (λa ) + δg,0 ∂λa



;



1 1 % −2λ2a + N b λa + λb








n+k 3



(2di − 1)!!t2di +1



g i=n+1



that immediately gives 8 9 1 ∂ωg,n (z1 , . . . , zn ) 1 % 2 = − ωg,n+1 (λa , z1 , . . . , zn )) − δg,0 δn,0 (−2λa + ) ∂λa N b λa + λb ! Remark 4.5 [Heuristic derivation from the matrix integral] Observe from theorem 3.6, that Kontsevich’s integral # 36 ˜3 N 2 /2 ˜ e−N Tr Λ2 M˜ eN Tr M3 ZKontsevich (Λ) = λi + λj (π/N ) dM i,j



is such that: 1 d ln ZKontsevich N dλa



= −2λa < Ma,a > +



1 % 1 N λa + λb b



and thus, using that < Ma,a >=



%



N 1−2g (Ωg,1 (λa ) + δg,0 λa ) = N λa +



g



%



N 1−2g



g



we get that ∂ Fg = −ωg,1 (λa ) + δg,0 ∂λa



;



−2λ2a



1 % 1 + N λa + λb b




 0 (2g − 2 + n) ωg,n (z1 , . . . , zn ) = Res ωg,n+1 (z1 , . . . , zn , z) Φ(z) dz z→0



(VI-4-9)



proof: We shall first prove eq.(VI-4-9) for n > 0 by recursion on k = −χg,n = 2g − 2 + n. For k = 0 the only case is (g, n) = (0, 2), and we have: ω0,3 (z1 , z2 , z3 ) =



1 1 2 2 2 2 − t3 z1 z2 z3



which means that 1 1 Φ(z) Res 2 2 2 dz 2 − t3 z→0 z1 z2 z 1 1 Φ" (0) = 2 2 2 − t3 z1 z2 1 1 = y(0) x"(0) 2 2 2 − t3 z1 z2 = 0



Res ω0,3 (z1 , z2 , z) Φ(z) dz = z→0



For k > 0, and n ≥ 1, we have from theorem 4.4 J



& '( ) ωg,n+1(z0 , z1 , . . . , zn )
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=



8



" %



Res K(z0 , z) ωg−1,n+2 (z, z, J) + z→0



ωh,1+#I (z, I)ωh! ,1+#I ! (z, I " )



h+h! =g, I*I ! =J



9



and thus J



& '( ) Res Φ(z1 ) ωg,n+1(z0 , z1 , z2 , . . . , zn ) z1 →0 8 = Res Res K(z0 , z) ωg−1,n+2 (z, z, z1 , J) z1 →0 z→0 " %



ωh,2+#I (z, z1 , I)ωh! ,1+#I ! (z, I " )



+ +



h+h! =g, I*I ! =J " % h+h! =g, I*I ! =J



9 ωh,1+#I (z, I)ωh! ,2+#I ! (z, z1 , I " ) Φ(z1 )



Except for the term with a ω0,2 (z, z1 ) factor, there is no pole at z = z1 and we can exchange the order of residues. Then by the recursion hypothesis we have: J



& '( ) Res Φ(z1 ) ωg,n+1(z0 , z1 , z2 , . . . , zn ) z1 →0 8 = Res K(z0 , z) (2(g − 1) − 2 + (n + 1)) ωg−1,n+1(z, z, J) z→0



+



+



" %



h+h! =g, I*I ! =J " %



h+h! =g, I*I ! =J



(2h − 2 + 1 + #I)ωh,1+#I (z, I)ωh! ,1+#I ! (z, I " ) (2h" − 2 + 1 + #I " )ωh,1+#I (z, I)ωh! ,1+#I ! (z, I " )



8 9 +2 Res Res K(z0 , z) ω0,2 (z, z1 )ωg,n+1 (z, J) Φ(z1 )



9



z1 →0 z→0



The first 3 lines add up to make (using theorem 4.4) (2g − 3 + n)ωg,n (z0 , J) In the last line, we move the integration contour of z1 , i.e. a small circle around 0, through that of z, and thus we pick a residue at z = z1 : Res Res = Res Res + Res Res



z1 →0 z→0



z→0 z1 →0



z→0 z1 →z



Notice that ω0,2 (z, z1 )Φ(z1 ) has no pole at z1 = 0, and we have: Res ω0,2 (z, z1 )Φ(z1 ) = dΦ(z)/dz = y(z)x" (z)



z1 →z



so it remains 8 9 Res Res K(z0 , z) ω0,2 (z, z1 )ωg,n+1(z, J) Φ(z1 ) = Res K(z0 , z) ωg,n+1 (z, J) y(z)x" (z)



z1 →0 z→0



z→0
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We have that K(z0 , z) = ωg,n (z, J), we have



1 1 z02 −z 2 2(y(z)−y(−z))



and, using the parity of ωg,n (−z, J) =



8 9 Res Res K(z0 , z) ω0,2 (z, z1 )ωg,n+1 (z, J) Φ(z1 )



z1 →0 z→0



1 Res K(z0 , z) ωg,n+1(z, J) (y(z) − y(−z)) x" (z) 2 z→0 z 1 Res 2 ωg,n+1 (z, J) = 2 z→0 z0 − z 2 =



the integrand’s only poles are z = 0 and z = ±z0 , so we can move the integration contour: 8 9 Res Res K(z0 , z) ω0,2 (z, z1 )ωg,n+1 (z, J) Φ(z1 ) z1 →0 z→0



−1 z Res ωg,n+1(z, J) 2 2 z→z0 ,−z0 z0 − z 2 1 1 ωg,n+1 (z0 , J) + ωg,n+1 (−z0 , J) = 4 4 1 ωg,n+1 (z0 , J) = 2



=



i.e. it remains, as announced for every n ≥ 1 and 2g − 2 + n > 0: Res Φ(z1 ) ωg,n+1(z0 , z1 , z2 , . . . , zn )



z1 →0



= (2g − 3 + n)ωg,n (z0 , z2 , . . . , zn ) + 2



= (2g − 2 + n)ωg,n (z0 , z2 , . . . , zn ).



ωg,n+1 (z0 , J) 2



We have thus proved eq.(VI-4-9) for n > 0. Then it remains to prove the case n = 0. Let us define for g ≥ 2: F˜g =



1 Res Φ(z) ωg,1 (z) 2 − 2g z→0



and let us compute ∂ F˜g /∂λa , we have: (2 − 2g)



∂Φ(z) ∂ωg,1 (z) ∂ F˜g = Res ωg,1(z) + Res Φ(z) z→0 z→0 ∂λa ∂λa ∂λa



From theorem 4.5 we have



and



∂ωg,1 (z) = −ωg,2 (z, λa ) ∂λa



∂Φ(z) =− ∂λa



Therefore (2 − 2g)



#



z



ω0,2 (z " , λa ) dz " =



1 z − λa



1 ∂ F˜g = Res ωg,1(z) − Res ωg,2 (z, λa ) Φ(z) z→0 z − λa z→0 ∂λa 276



In the first term, the poles of the integrand are at z = 0 or at z = λa , thus moving the integration contour we trade the residue at z = 0 to a residue at z = λa 1 1 ωg,1 (z) = − Res ωg,1 (z) = −ωg,1 (λa ), z→λa z − λa z − λa



Res z→0



and meanwhile for the second term, we use eq.(VI-4-9) for ωg,2 Res ωg,2 (z, λa ) Φ(z) = (2 − 2g − 1)ωg,1(λa ) z→0



This gives (2 − 2g)



∂ F˜g ∂Fg = −ωg,1 (λa ) − (1 − 2g)ωg,1(λa ) = −(2 − 2g)ωg,1(λa ) = (2 − 2g) ∂λa ∂λa



in other words it implies that Fg − F˜g is independent of Λ, and since it should vanish at large Λ, it must be identically zero: Fg = F˜g =



1 Res Φ(z) ωg,1 (z). 2 − 2g z→0



! As an example of application, let us compute some intersection numbers. The topological recursion computation of F2 gives F2 =



21 t35 29 t7 t5 35 t9 + + 5 4 160 (2 − t3 ) 128 (2 − t3 ) 384 (2 − t3 ) 3



We write it as F2 = (2 − t3 )−2 < tˆ3 κ3 + tˆ1 tˆ2 κ1 κ2 +



tˆ31 3 κ >M2,0 6 1



with 3 t5 = (2−t3 ) tˆ1



,



tˆ2 15 t7 = (2−t3 ) (tˆ2 − 1 ) 2



tˆ3 105 t9 = (2−t3 ) (tˆ3 −tˆ1 tˆ2 + 1 ) 6



,



this gives that < κ3 >M2,0 =



1 32



27



,



< κ1 κ2 >M2,0 =



1 240



,



< κ31 >M2,0 =



43 . 2880



Proposition 4.5 (Link with symplectic invariants) theorem 4.4 and 4.8 mean that Fg and the ωg,n (z1 , . . . , zn )dz1 . . . dzn are the symplectic invariants (in the sense of chapter VII) of the spectral curve: : x(z) = z 2 + tˇ1$ $∞ 1 1 k ˇ y(z) = z + N1 ˇ a (z−λ ˇa ) = z − 2 a 2λ k=0 tk+2 z i.e. when t1 = 0:



:



x(z) = z 2 y(z) = z +



1 N



$



1 ˇa ) a 2λa (z−λ
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=z−



1 2



$∞



k=0 tk+2



zk



An important remark is the following: the topological recursion theorem 4.4, shows that only y(z) −y(−z) appears in the computations, this is a special case of the general symplectic invariance of chapter VII,and thus: Corollary 4.1 Fg and the ωg,n (z1 , . . . , zn )dz1 . . . dzn are the symplectic invariants (in the sense of chapter VII) of the spectral curve (we assume t1 = 0): : x(z) = z 2 $ 2k+1 y(z) = z − 12 ∞ k=0 t2k+3 z



5



Large maps, Liouville gravity and topological gravity



We assume t1 = 0. From their recursive definition as residues, the symplectic invariants Fg depend only on a finite number of terms of the Taylor expansion of y(z) near the branchpoint z = 0, namely, Fg depends only on: Fg = Fg (t3 , . . . , t6g−3 ) Therefore, for each g, one can compute Fg with only a finite number of ti ’s nonvanishing. Choose tk = 0 when k > 2m + 3. The spectral curve is then (symplectic invariance allows to add an arbitrary constant to x without changing the Fg ’s, and we may ignore the even powers of z for y(z)): : x(z) = z 2 − 2u $0 EˆK = 2k+1 y(z) = z − 21 m k=0 t2k+3 z



We can identify it with the spectral curve of section V.4, upon the identification y(z) = z −



m−1 m % 1% t2k+3 z 2k+1 = t˜j Qj (z). 2 k=0 j=0



Using the expression of the polynomial Qj (z) in eq.(V-2-3) this gives t2k+3 = 2δk,0 − 2



m %



(−u0 )j−k (2j + 1)!! t˜j (j − k)! (2k + 1)!! j=k



For example t2m+3 = −2 t˜m



,



t2m+1 = 2 (2m + 1) u0 t˜m − 2 t˜m−1



,



...



The generating function of the times tk ’s is: !



e



ˆ k tk u



−k



j 1 % (2k + 1)!! t2k+3 % (2j + 1)!! t˜j % (−u0 u)k = = 1 − f (1/u) = 1 − 2 k uk uj k! j k=0



278



thus



8 9 −u0 u ˜ 1 − f (1/u) = f (u) e



−



where the subscript ()− means that we keep only negative powers of u in the Laurent series expansion at u → 0, and where f˜(u) =



% j



(2j + 1)!! t˜j . uj



Finally, we see that the spectral curve EˆK is identical to the spectral curve E(2m+1,2) (see eq.(V-4-30) in section V.4) of the minimal model (2m + 1, 2) encountered in the asymptotics of large maps in section V.4. Theorem 5.1 The asymptotic generating function of large maps F˜g near an mth order critical point, coincides with the topological expansion of the Tau-function of the minimal model (2m + 1, 2), and with the generating function of intersection numbers: 4 ! 5 ˆ F˜g (t˜i ) = Fg (E(2m+1,2) ) = Fg (EˆK ) = e k tk κk Mg,0



provided that we identify the Kontsevich times tk ’s and (2m + 1, 2)-model times t˜j as: t2k+3 = 2δk,0 − 2



m %



(−u0 )j−k (2j + 1)!! . t˜j (j − k)! (2k + 1)!! j=k



In other words ”the limit partition function of large maps, agrees with Liouville conformal field theory coupled to the minimal model (2m + 1, 2), and agrees with topological gravity”.
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Weil-Petersson volumes



Here, we come back to the description of moduli spaces in terms of hyperbolic geometry, which we evoked in section 3.1. It turns out, that Mumford’s class κ1 , is closely related to the Weil-Petersson 2-form on Mg,n , by Wolpert’s relation [85]: % dli ∧ dθi = 2π 2 κ1 . i



The Weil-Petersson volume form is 3 1 % 1 dli ∧ dθi = ( dli ∧ dθi )dg,n = (2π 2 κ1 )dg,n . d ! d ! g,n g,n i i Thus, the idea is to choose a spectral curve which will lead to intersection numbers of κ1 only. 279



Let us chose t1 = 0 and: t2k+3 = 2δk,0 − 2



(−1)k (2π)2k , (2k + 1)!



It induces: ∞



1% t2k+3 z 2k+1 2 k=0 ∞ % (2π)k z 2k+1 = z−z+ (−1)k (2k + 1)! k=0 1 = sin 2πz 2π



y(z) = z −



or in other words the spectral curve EˆK is (we denote it EW P ): : x(z) = z 2 EW P = 1 sin (2π z) y(z) = 2π The Schur transformed times tˆk are obtained from theorem 3.8 (or also theorem 3.9), and are such that: % (−1)k (2π)2k 1 % 2 −1 (2k + 1)!! t2k+3 u−k = 1 − u−k = 1 − e−2π u k 2 k 2 k! k



f (1/u) = and



fˆ(1/u) =



% k



This implies



tˆk u−k = − ln (1 − f (1/u)) = 2π 2 u−1 tˆk = 2π 2 δk,1



and therefore



!



e



ˆ k tk



κk



= e2π



2



κ1



=



∞ % (2π 2 )d0 d0 κ1 . d0 !



d0 =0



We thus have: ωn(g) (EW P ; z1 , . . . , zn )



= (−2)



χg,n



%



=



κd10



d0 ,d1 ,...,dn



n 3 i=1



ψidi



>



Mg,n



n (2π 2 )d0 3 (2di + 1)!! d0 ! i=1 zi2di +2



Notice that the intersection number is non-vanishing only if d0 + d1 + . . . + dn = dg,n . Then, observe that # ∞ (2d + 1)! L dL L2d e−z L = z 2d+2 0 This allows to rewrite:



ωn(g) (EW P ; z1 , . . . , zn ) 280



#



∞



#



−z1 L1



∞



L1 dL1 e ... Ln dLn e−zn Ln 0 0 > = n n i 3 % (2π 2 )d0 3 L2d i κd10 ψidi d0 ! i=1 2di di ! i=1 d0 +d1 +...+dn =dg,n M g,n # ∞ # ∞ (−2)χg,n −z1 L1 = L1 dL1 e ... Ln dLn e−zn Ln dg,n ! 0 0 = > n 3 % L2i dg,n ! 2 d0 di (2π κ1 ) ( ψi ) d0 !d1 ! . . . dn ! 2 i=1 d0 +d1 +...+dn =dg,n Mg,n # ∞ χg,n # ∞ (−2) = L1 dL1 e−z1 L1 . . . Ln dLn e−zn Ln dg,n= ! 0 0> n % 1 L2 ψi )dg,n (2π 2 κ1 + 2 i=1 i = (−2)



χg,n



Mg,n



The right hand side Vol(Mg,n (L1 , . . . , Ln )) =



1 dg,n !



=



n



1 % 2 dg,n (2π 2 κ1 + L ψi ) 2 i=1 i



>



Mg,n



is the Weil-Petersson volume of Mg,n (L1 , . . . , Ln ), see section 3.1 for more details. We thus get the theorem: Theorem 6.1 The symplectic invariant correlators of the spectral curve : x(z) = z 2 EW P = 1 sin (2π z) y(z) = 2π are the Laplace transforms of Weil-Petersson volumes: # ∞ # ∞ (g) ωn (EW P ; Λ1 , . . . , Λn ) −Λ1 L1 2 = L1 dL1 e ... Ln dLn e−Λn Ln Vol(Mg,n (L1 , . . . , Ln )). (−2)χg,n i dΛi 0 0



It is an immediate corrolary, by performing the Laplace transform of the topological recursion, that: Corollary 6.1 The Weil-Petersson volumes satisfy Mirzakhani’s topological recursion: 2LVg,n+1 (L, LK ) # L # ∞ # ∞ D = dt xdx ydyKM (x + y, t) Vg−1,n+2 (x, y, LK ) 0 0 0 E $g $ + h=0 J∈K Vh,1+|J|(x, LJ )Vg−h,n+1−|J|(y, LK/J ) # n % L # ∞ + dt xdx(KM (x, t + Lm ) + KM (x, t − Lm ))Vg,n−1 (x, LK \ {Lm }) m=1



0



0



with Mirzakhani’s recursion kernel given by: KM (x, t) =



1 1 + . x+t x−t 1 + e( 2 ) 1 + e( 2 ) 281



M. Mirzakhani, fields medalist 2014, first discovered that recursion relation in 2004 [66] from the Mac-Shane identity on goedesic lengths in hyperbolic geometry. Here, we rederived the same recursion from the combinatorics of intersection numbers, or more precisely, from the fact that Kontsevich’s matrix integral can be written in terms of symplectic invariants.
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Summary: gravity



Riemann surfaces and topological



We have seen that • The space (moduli space) of genus g Riemann surfaces with n labeled marked points Mg,n , is of dimension 2(3g − 3 + n) = 2dg,n . It is not compact, and can be compactified by adding nodal surfaces. • Using Strebel’s theorem, we have a bijection between Mg,n × Rn+ and a combinatorial set of metric ribbon graphs: Mg,n × Rn+



∼



of G ∪ R#edges + G



The lengths le of the 6g − 6 + 3n edges of G provide a set of coordinates on Mg,n × Rn+ . This is an orbifold bijection, it respects the symmetries. • The Chern class c1 (L˜i ) of the cotangent line bundle L˜i → Mg,n × Rn+ whose fiber is the cotangent plane at the ith marked point, can be written explicitly in the edge lengths coordinates: + , + , % % le le ! d ψi = c1 (Li ) = ∧d where Li = le Li Li e&→i e! g = 0 otherwise • The Mumford’s kappa classes κd are push-forwards of Chern classes ψ d+1 under the forgetful projection Mg,n+m → Mg,n , forgetting m marked points. An easy way to relate intersection numbers of kappa classes to those of ψ classes, is by writing generating functions: = > = > n n 3 3 ! ! 1 ˆ e k tk κk τidi = e 2 k (2k+1)!! t2k+3 τk+1 τidi i=1



g,n



i=1



g



#



ydx e− 2 x .



with the times tˆk related to the tk ’s by writing that: −



e



!



ˆ k tk u



−k



u3/2 1% (2d + 1)!!t2d+3 u−d = √ =1− 2 d 2 2π 282



u



γ



For example the first few of them are t3 tˆ0 = − ln(1 − ) 2



3 t5 tˆ1 = 2 − t3



,



15 t7 9 t25 tˆ2 = + 2 − t3 2(2 − t3 )2



,



, ...



• the generating functions of intersection numbers can be written as a sum over weighted graphs (theorem 3.5): %



(2d1 − 1)!! (2dn − 1)!! ... < τd1 . . . τdn >g 2d1 +1 n +1 λ2d λ1 n d1 +...+dn =dg,n % 3 1 1 #Aut λi + λj



2χg,n =



ribbon graphs



(i,j)=edges



where the sum is over all labeled ribbon graphs of genus g with n faces, and to the ith face is associated the variable λi . • The sum of weighted graphs can be obtained from a Wick theorem, and can be written as a formal matrix integral, the Kontsevich integral: # 3 M3 1 2 2 Z(Λ) = dMeN Tr 3 −M Λ , Z0 = (π/N)N /2 (λi + λj )−1/2 . Z0 formal i,j where Λ = diag(λ1 , . . . , λN ). In the sense of formal series (of λ−1 i ) we have ln Z =



∞ %



N 2−2g Fg (t)



,



tk =



g=0



where



1 Tr Λ−k N



4 1! 5 Fg = 22−2g e 2 k (2k+1)!! t2k+3 τk+1 g 4 ! 5 ˆ t κ k k = e k g



=



n % 22−2g−n % 3 n



n!



d1 ,...,dn i=1



(2di − 1)!! t2di +1 < τd1 . . . τdn >g .



• We define the following weighted sums of graphs: Ωg,n (z1 , . . . , zn ) = −δg,0 δn,1 z+



%



G∈Gg,n (z1 ,...,zn )



N −#unmarked faces #Aut (G)



3



(i,j)=edges



1 label(i) + label(j)



summed over all ribbon graphs of genus g, with n labeled faces having a 1-valent vertex with respective label zi , i = 1, . . . , n, and an arbitrary number of numarked faces having labels λa ’s with a ∈ [1, . . . , N]. They are worth: Ωg,n (z1 , . . . , zn ) + δg,0 δn,1 z1 283



=



2



2−2g−n



% 4



τd1 . . . τdn e



1 2



!



d (2d−1)!! t2d+1 τd



d1 ,...,dn



+δg,0 δn,1 +δg,0 δn,2



N 1 N −1 % 2z1 a=1 z1 + λa 1 1 4z1 z2 (z1 + z2 )2



5



g



n 3 (2di + 1)!! i=1



zi2di +3



They are equal to the expectation values of diagonal entries of M, if a1 , . . . , an are all distinct: Ωg,n (λa1 , . . . , λan ) + δg,0 δn,1 λa1



N n 2n < Ma1 ,a1 . . . Man ,an >c(g) .



=



• Tutte’s recursion and Virasoro constraints. By recursively removing edges from the ribbon graphs, we get the identities: If n ≥ 0 and 2g − 2 + (n + 1) > 0, and J = {z1 , . . . , zn }, we have the Tutte’s equations: % Ωh,|I|+1(z, I) Ωh! ,|I !|+1 (z, I " ) δg,0 δn,0 z 2 = Ωg−1,n+2 (z, z, J) + h+h! =g, I*I ! =J



− + (V I − 7 − 1)



N %



1 Ωg,n+1 (z, J) − Ωg,n+1 (λa , J) N a=1 z 2 − λ2a % 1 d Ωg,n (z, J \ {zj }) − Ωg,n (J) zj ∈J



z 2 − zj2



2zj dzj



This translates into



4 5 (2d0 + 1)!! τd0 τd1 . . . τdn g D4 5 % 1 " ! (2d + 1)!!(2d + 1)!! τd τd τd1 . . . τdn = 2 g−1 d+d! =d0 −2 stable E 4 3 5 4 % 3 5 τdi + τd τdi τd! +



h+h! =g, I-I ! ={1,...,n} n % (2dj + 2d0 − 1)!! j=1



(2dj − 1)!!



h



i∈I



4



τd0 +dj −1



i∈I !



3 i.=j



τdi



5



g−h



g



• The disc amplitude is (we assume t1 = 0) Ω0,1 (z) = y(z) = −z +



N 1 % 1 1% = −z − (−1)k tk+2 z k N a=1 2z(z + λa ) 2 k



• The cylinder amplitude is (t1 = 0 assumed) Ω0,2 (z, z " ) =



1 + z " )2



4zz " (z



284



It is independent of the t2k+3 ’s. • Topological recursion (t1 = 0 assumed) We define the higher topology amplitudes ωg,n (z1 , . . . , zn ) = 2



n



+ , 3 n δg,0 δn,2 Ωg,n (z1 , . . . , zn ) + 2 zi . (z1 − z22 )2 i=1



If 2g − 2 + n > 0, they are odd rational functions of each zi , with poles only at zi = 0, and they satisfy the topological recursion D ωg,n+1(z0 , J) = Res K(z0 , z) dz ωg−1,n+2 (z, −z, J) z→0 g " E % % + ωh,1+#I (E˜K ; z, I) ωg−h,1+n−#I (E˜K ; −z, J \ I) . h=0 I⊂J



(V I − 7 − 2)



$ where " means that (h, I) = (0, ∅) and (h, I) = (g, J) are excluded from the sum, where K is the kernel 1z ω (z , z " ) z ! =−z 0,2 0 K(z0 , z) := 2(Ω0,1 (z) − Ω0,1 (−z)) x" (−z) • Fg ’s (t1 = 0 assumed) F0 = 0 1 t3 F1 = ln (1 − ) 24 2 and for g ≥ 2 Fg =



1 Res ωg,1 (z) Φ(z) dz 2 − 2g z→0



,



dΦ/dz = ω0,1 (z).



• Comparison between topological gravity, (2m + 1, 2) minimal model and large maps: The asymptotic generating function of large maps F˜g near an mth order critical point, coincides with the topological expansion of the Tau-function of the minimal model (2m + 1, 2), and with the generating function of intersection numbers: 4 ! 5 ˆ F˜g (t˜i ) = Fg (E(2m+1,2) ) = Fg (EˆK ) = e k tk κk Mg,0



provided that we identify the Kontsevich times tk ’s and (2m + 1, 2)-model times t˜j as: t2k+3



m %



(−u0 )j−k (2j + 1)!! ˜ . tj = 2δk,0 − 2 (j − k)! (2k + 1)!! j=k 285



• Weil-Petersson volumes The choice t2k+3 = 2δk,0 − 2 gives y(z) = volumes



1 2π



(−1)k (2π)2k (2k + 1)!



sin 2πz, and it computes the Laplace transforms of Weil-Petersson



ωg,n (z1 , . . . , zn ) = (−2)



χg,n



#



∞



−z1 L1



L1 dL1 e



...



0



#



∞



Ln dLn e−zn Ln Vol(Mg,n (L1 , . . . , Ln )).



0



where Vol(Mg,n (L1 , . . . , Ln )) =



1 dg,n !



=



(2π 2 κ1 +



n 1%



2



i=1



L2i ψi )dg,n



>



.



Mg,n



The fact that ωg,n satisfy the topological recursion, implies the Mirzakhani’s recursion for Weil-Petersson volumes.
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Exercises



Exercise 1: Moduli space of genus 1 surfaces Consider a torus Tτ of modulus τ , with Im τ > 0, i.e. a parallelogram in the complex plane with opposite sides identified: Tτ = C/(Z + τ Z). τ



1



0



Prove that two Torus Tτ and Tτ ! are in conformal bijection if and only if τ " ≡ τ mod Sl2 (Z), i.e. τ" =



aτ + b cτ + d



,



ad − bc = 1



,



(a, b, c, d) ∈ Z4 .



Hint: - sufficient condition: prove that it is possible to find a piecewise affine function f : C → C, of the form f (z) = αz + β, such that f (z + 1) ≡ f (z) mod Z + τ " Z and f (z + τ ) ≡ f (z) mod Z + τ " Z. In other words determine α and β. - converse, necessary condition: assume that there exists a conformal bijection f : Tτ → Tτ ! . It can be lifted to a piecewise analytical function f : C → C, which has to satisfy f (z + 1) ≡ f (z) mod Z + τ " Z and f (z + τ ) ≡ f (z) mod Z + τ " Z. Show that 286



this implies that f " (z) has to be bi-periodic. Since any bi-periodic function without pole must be a constant, deduce that f " (z) has to be a constant, and thus f is piecewise affine. Then by studying f (0), f (1), f (τ ), f (1 + τ ), show that τ " = (aτ + b)/(cτ + d). Exercise 2: The Strebel differential on M0,4 . Let p ∈ C \ {0, 1, ∞} and let L0 , L1 , L∞ , Lp be four positive real numbers. Find the general form of a quadratic differential on C with double poles at z = 0, 1, ∞, p and respective residues −L20 , −L21 , −L2∞ , −L2 . answer: −1 Ω(z) = z(z − 1)(z − p)



+ , p L20 (1 − p) L21 p(p − 1) L2 2 L∞ z + + + − α dz 2 z (z − 1) (z − p)



where α ∈ C is an arbitrary constant. Ω has 4 zeroes a, b, c, d, we have α = a+ b+ c + d. Then chose α such that # c6 # b6 Ω(z) = 0 , Im Ω(z) = 0 Im a



a



Exercise 3: Number of triangulations in terms of intersection numbers. Choose the matrix Λ = λ IdN , i.e. tk = λ−k , and relate Kontsevich’s matrix integral to the cubic formal matrix integral which enumerates triangulations. Then show that the number of rooted triangulations (where all faces including the marked one are triangles) of genus g with v vertices is #{rooted triangulations, genus g, #vertices = v} % 24g−4+2v = 6 (2g − 2 + v) < τd1 . . . τdv >g,v v! d +...+d =3g−3+v 1



v



Exercise 4: For M1,1 , there is only one Strebel graph. Write the Chern class in terms of edge 1 . lengths, and compute directly the integral of the Chern class. Recove < τ1 >1 = 24 Exercise 5: Prove that all intersection numbers of genus 0 are given by: (n − 3)! ! < τd1 . . . τdn >0 = 2n δ i di ,n−3 , i=1 di !



Hint: use the fact that if g = 0, necessarily some di = 0, and one can use equation eq.(VI-3-2). Exercise 6: Prove that all intersection numbers of genus 1 are given by: n! 1 2n δ!i di ,n . < τd1 . . . τdn >1 = 24 i=1 di !



Hint: Use the fact that if g = 1, then either some di = 0 and one can use equation eq.(VI-3-2), or some di = 1, and the forgetful pushforward of τ1 is κ0 , and κ0 is the Euler class κ0 = 2g − 2 + n. 287
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