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Abstract This study investigated the temporal coordination of the articulators involved in French Cued Speech. Cued Speech is a manual complement to lipreading. It uses handshapes and hand placements to disambiguate series of CV syllables. Hand movements, lip gestures and acoustic data were collected from a speaker certiﬁed in manual Cued Speech uttering and coding CV sequences. Experiment I studied hand placement in relation to lip gestures and the corresponding sound. The results show that the hand movement begins up to 239 ms before the acoustic onset of the CV syllable. The target position is reached during the consonant, well before the vowel lip target. Experiment II used a data glove to collect ﬁnger gesture. It was designed to investigate handshape formation relatively to lip gestures and the corresponding acoustic signal. The results show that the handshape formation gesture takes a large part of the hand transition. Both experiments therefore reveal the anticipatory gesture of the hand motion over the lips. The types of control for vocalic and consonantal information transmitted by the hand are discussed in reference to speech coarticulation. Finally the temporal coordination observed between Cued Speech articulators and the corresponding sound was used as rules to control an audiovisual system delivering Cued Speech for French CV syllables.  2004 Published by Elsevier B.V.



Re´sume´ Cet article pre´sente une e´tude des coordinations temporelles entre les diﬀe´rents articulateurs du Langage Parle´ Comple´te´. Le Langage Parle´ Comple´te´ (LPC) est un augment manuel de la lecture labiale. Il est compose´ de cle´s digitales re´alise´es a` lÕaide de la main place´e a` diﬀe´rentes positions particulie`res sur le coˆte´ du visage aﬁn de de´sambiguı¨ser des syllabes de type CV. Le mouvement de la main, le geste des le`vres ainsi que le signal acoustique ont e´te´ analyse´s a` partir
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de lÕenregistrement dÕune codeuse diploˆme´e en LPC prononc¸ant et codant un corpus constitue´ dÕun ensemble de syllabes. LÕexpe´rience I analyse la position de la main en relation avec le mouvement des le`vres et le son correspondant. Les re´sultats montrent que le mouvement de la main peut de´buter jusquÕa` 239 ms avant le de´but de la re´alisation acoustique de la consonne de la syllabe CV. La main atteint sa cible durant la consonne et bien avant la cible vocalique aux le`vres. LÕexpe´rience II utilise un gant de donne´es pour enregistrer le mouvement propre des doigts lors de la re´alisation de la cle´ digitale. Les re´sultats montrent que la cle´ digitale se met en forme durant le de´placement de la main dÕune position a` lÕautre. Les deux expe´riences montrent ainsi une anticipation du geste de la main sur celui des le`vres. Le controˆle de lÕinformation sur la consonne et sur la voyelle transmise par la main est discute´ dans le cadre de la coarticulation en parole. Enﬁn la coordination temporelle observe´e entre les articulateurs du LPC et le son correspondant a permis de de´ﬁnir des re`gles pour le controˆle dÕun syste`me audiovisuel de´livrant des syllabes CV en Franc¸ais.  2004 Published by Elsevier B.V. Keywords: Cued Speech; Coarticulation; Speech production; Temporal organization; Audiovisual synthesis



1. Introduction Speech communication is multimodal by nature. It is well known that hearing people use both auditory and visual information for speech perception (Reisberg et al., 1987). For deaf people, visual speech constitutes the main speech modality. Listeners with hearing loss who have been orally educated typically rely heavily on speechreading based on lips and face visual information. However lipreading alone is not suﬃcient due to the similarity in visual lip shapes of speech units. Indeed, even the best speechreaders do not identify more than 50% of phonemes in nonsense syllables (Owens and Blazek, 1985), or in words or sentences (Bernstein et al., 2000). This work deals with Cued Speech (CS), a manual augmentation for lip reading visual information. Our interest in this method was motivated by its eﬀectiveness in allowing access to complete phonological representations of speech for deaf children, allowing access to language, and, eventually, performance for reading and writing similar to that of hearing children. Finally, considering the current high level of development of cochlear implants, this method contributes to facilitating access in the auditory modality. A large amount of work has been devoted to the eﬀectiveness of Cued Speech but no work has been aimed at investigating the motor organization of Cued Speech production, i.e., the coarticulation of Cued Speech articulators. Why the production of such an artiﬁcial system as recent as 1967 could



be of any interest? Apart from the clear evidence that such a coding system helps acquiring another artiﬁcial system as reading, Cued Speech is a unique occasion of studying lip–hand coordinations at the very syllable level. This contribution presents a study on the temporal organization of the manual cue in relation to the movement of the lips and the acoustic indices of the corresponding speech sound in order to characterize the nature of the syllabic structure of Cued Speech in reference to speech coarticulation. 1.1. The Cued Speech system Cued Speech (CS) was designed to complement speechreading. Developed by Cornett (1967, 1982), this system is based on the association of lip shapes with cues formed by the hand placed at speciﬁc locations. While uttering, the speaker uses one hand to point out speciﬁc positions around the mouth, palm toward the speaker so that the speechreader can see the back of the hand simultaneously with the lips. The cues are formed along two parameters: hand placement and handshape. Placements of the hand code vowels whereas handshapes (or conﬁgurations) distinguish among the consonants. Fig. 1 shows the adaptation of Cued Speech for French language. In English (Cornett, 1967), eight handshapes and four hand placements are used to group phonemes. The primary factor in assignment of phonemes to groups associated with a single handshape or hand placement is visual contrast at the lips (Woodward and Barber, 1960). For
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Fig. 1. Handshapes for consonants and hand placements for vowels used in French Cued Speech.



example, phonemes [p], [b] and [m], with identical visual shapes, are associated to diﬀerent handshapes, whereas phonemes easily discriminated from the lips alone are grouped in the same conﬁguration. Each group of consonants is assigned to a handshape, choosing for the highest-frequency group the handshapes that require less energy to execute, taking into account the frequency of appearance of consonant clusters, and the diﬃculties these might happen in changing quickly from one hand conﬁguration to another. Vowel grouping was worked out similarly, high priority being given for ease of diphthongs cueing. Vowel positions are pointed with one of the ﬁngers: In English as in French language, the middle one is used for all the consonant cues except those of the handshapes no. 1 and no. 6, for which the index ﬁnger is used. For handshape no. 8, the throat position is pointed by the index ﬁnger, the chin position is indistinctly pointed by nor the index and middle ﬁngers while the other positions use the middle ﬁnger. The information given by the hand is not suﬃcient for phoneme identiﬁcation. The visible infor-
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mation of the lips is still an essential component. In this way, the identiﬁcation of a group of lookalike consonants (respectively vowels) by the lips, and the simultaneous identiﬁcation of a group of consonants (respectively vowels) by the handshape (respectively hand position), result in the identiﬁcation of a single consonant (respectively vowel). Thus, the combination of handshape and hand location, with the information visible on the lips, identiﬁes a single consonant–vowel syllable. The system was grounded on the ultimate CV syllabiﬁcation of speech. The syllable strings C(Cn)V(Cm), as complex as they can be, are decomposed in CVs, each CV being coded both by the shape of the ﬁngers for the consonant and by the place of the hand around the face for the vowel. When a syllable is only constituted of a vowel, this V syllable is coded using the handshape no. 5 (see Fig. 1), with the hand at the appropriate placement for the vowel. If a consonant cannot be associated to a vowel, as it is the case when two consonants follow each other or when a consonant is followed by a schwa, the hand is placed at the side placement with the corresponding consonant handshape. Diphthongs are considered as pairs of vowels VV and thus cued with a shift from the position of the ﬁrst vowel toward the position of the second vowel (Cornett, 1967). Finally, in the adaptation of Cued Speech to other languages (more than 50 in Cornett, 1988), the criteria of compatibility with the American English version was given a higher priority than phoneme frequency of the considered language. An additional position next to the cheekbone is needed for coding all vowels used in French, German, Italian and Spanish. This is shown in Fig. 1 for French. 1.2. Perceptual eﬀectiveness of manual cueing The perceptual eﬀectiveness of Cued Speech was evaluated in many studies. Nicholls and Ling (1982) presented 18 profoundly hearing-impaired children with CV or VC syllables made of 28 English consonants combined with [i, a, u] vowels in seven conditions with auditory, lipreading and manual cues presentations combined together. A similar test was conducted with familiar monosyllabic
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nouns inserted in sentences. Under audition (A) alone, subjects correctly identify 2.3% syllables whereas scores in lipreading (L), audition + lipreading (AL), manual cues alone (C) and audition + manual cues (AC) reached 30–39% without signiﬁcant diﬀerences. Higher scores were obtained with lipreading + manual cues (LC = 83.5%) and audition + lipreading + manual cues (ALC = 80.4%). This last result was also found in the test sentence where the mean scores for key words reached more than 90% in LC and ALC conditions. Uchanski et al. (1994) conﬁrmed the eﬀectiveness of Cued Speech for the identiﬁcation of various conversational materials (sentences with high or low predictability). The highly trained subjects obtained mean scores varying from 78% to 97% with Cued Speech against 21% to 62% with lipreading alone. For French, Ale´gria et al. (1992) tested deaf children exposed early to Cued Speech: they started before the age of three at home and at school. They compared these early-exposed children to children exposed late, as from six years old, and only at school. The subjects exposed early and intensively to Cued Speech were better lipreaders and better Cued Speech readers for the identiﬁcation of words and pseudowords. It seems that early exposure to Cued Speech allows children to develop more accurate phonological representations (Leybaert, 2000). Thereafter, reading and writing progress similarly to hearing children, since Cued Speech early-exposed deaf children can use precise grapheme to phoneme correspondences (Leybaert, 1996). Finally, the studies on working memory of Cued Speech deaf children reveal that they use a phonological loop probably based on the visual components of Cued Speech: mouth shapes, handshapes and hand placements (Leybaert and Lechat, 2001). 1.3. Face–hand coordination in Cued Speech The fact that manual cues must be associated with lip shapes to be eﬀective for speech perception imposes a strong coordination between hand and mouth. However, at present, no fundamental study was devoted to the analysis of real produc-



tions of Cued Speech gestures. Excepted a theoretical indication by Cornett, that for some consonant clusters speech should be delayed to let the hand enough time to reach the position (Cornett, 1967, p. 9 1), the problems of cue timing are only incidentally evocated in the course of technological investigations. Indeed, in the Cornett Autocuer system (Cornett, 1988), cues are deﬁned from the sound recognition of the pronounced word and are displayed on groups of LEDs on glasses worn by the speechreader. The whole process involves a delay of 150– 200 ms for the cue display in comparison to the production time of the corresponding sound. This system designed for isolated words attained 82% of correct identiﬁcation. Bratakos et al. (1998) evaluated the beneﬁt of the use of current speech recognition systems to simulate automatic cues under more realistic conditions of perception. They used synthetic cues consisting of handshape photos superimposed on a video display of a talkerÕs face. They showed the feasibility and usefulness of such a system and underlined the importance of correctly synchronizing the cues with the uttered sound for a better reception score (for a critical appreciation of CS implementation via analysis of the auditory signal, see Massaro, 1998). Therefore a system for the automatic generation of Cued Speech was developed by Duchnowski et al. (2000) for American English. In their system, the cues are presented with the help of pre-recorded hands and rules setting the temporal relations with the sound are proposed. The system uses a phonetic audio speech recognizer in order to obtain a list of
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‘‘When two consonants precede a vowel, as in the word steep, the ﬁrst consonant is cued in the base [side] position and the hand moved quickly to the vowel position while the second consonant cue is formed, in synchronization with the lip movements. The lips should assume the position for the ﬁrst consonant as it is cued, but one should not begin making the sound until the hand is approaching the position in which the contiguous consonant and the following vowel are to be cued. This makes it possible to pronounce the syllable naturally.’’ This means that the instruction is clearly to wait that the covering [i] vowel gesture has settled before beginning uttering the [s] which is artiﬁcially coded with a schwa instead of its natural [i] covering.
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phones. These phones are converted into a timemarked stream of cue codes. The appropriate cues are thus visually displayed by superimposing handshapes on the video signal of the speakerÕs face. The display is presented with a delay of 2 s, delay which is necessary to correctly identify the cue (since the cue can be only determined at the end of each CV syllable). The superimposed handshapes are digitized images of a real hand. Scores of correct word identiﬁcation reached the mean value of 66% and were higher than the 35% obtained with speechreading alone, but were still under the 90% level obtained with Manual Cued Speech. This 66% mean score was obtained for the more eﬃcient display, called ‘‘synchronous’’, in which 100 ms were allocated to the hand target position and 150 ms to the transition between two positions. Moreover, in this ‘‘synchronous’’ display, the time at which cues were displayed was advanced by 100 ms relatively to the start time determined by the recognizer i.e. for stop consonants the detected instant of acoustic silence (Duchnowski, personal communication). This advance was ﬁxed heuristically by the authors. In these studies, some information is provided about the hand–voice timing, but no indication is given about the relation with lip motion. However, it is well known that lip gesture can anticipate the acoustic realization (Perkell, 1990; Abry et al., 1996 for French). In the Autocuer system, the cue presentation should thus be late relative to lip movement, but the impact of this delay was not evaluated. On the other hand, the advance of the hand on the sound is a key factor for the improvement of the Duchnowski et al. (2000) system. It must be stressed that this last system operates for continuous speech and uses hand cues, thus becoming closer to the manual code than the Autocuer. It was mentioned that the Cued Speech system is based on CV syllabic organization, the hand giving information on both the consonant and the vowel. The shifting of the hand gesture between two hand placements corresponds to the vowel transition and the handshape (or ﬁngers conﬁguration) constitutes the consonant information. The main issue in the remaining of this paper is to precisely determine how the hand gesture co-produces
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the consonantic and vocalic information. Is the handshape formation completed before the hand position is attained following the speech segments order? Or is the CS coproduction similar to the classical speech coproduction as explained by the ¨ hmanÕs model (O ¨ hman, 1967), in which the gloO bal vocalic gesture covers the whole syllable with a consonantal gesture just superimposed on the vocalic gesture? In clear: Is the temporal organization between the vocalic and consonantic hand gestures similar to the speech organization, as re¨ hmanÕs coarticulation model? vealed by the O To answer this question, we studied the temporal organization of the manual cues in relation with the proper temporal organization of the lip and acoustic gestures. This temporal organization of Cued Speech articulators was analyzed from the recording of a Cued Speech speaker. In this way, the time course of the lip parameter and the hand 2D x–y coordinates were investigated in relation with the acoustic events (Experiment I), and the handshape formation was measured in relation to the hand placement (Experiment II).



2. Experiment I Experiment I explored the displacement of the hand from one position to another, i.e. the carrier gesture of Cued Speech, the handshape being ﬁxed thus avoiding interference with handshape formation. 2.1. Method 2.1.1. Corpus Displacement of the hand was analyzed for [S0S1S2S1] syllables made of [CaCV1CV2CV1] sequences with [m, p, t] consonants for C combined with [a, i, u, ø, e] vowels for V1 and V2 (V1 diﬀerent from V2), i.e. the vowel with the best visibility for each of the ﬁve hand positions of the French code. The choice of consonants was ﬁxed relatively to their labial or acoustic characteristics: [m, p] present a typical bilabial occlusion which will appear on the lip video signal by a null lip area and [p, t] are marked at the acoustical level by a clear silent period. The handshape was ﬁxed during the
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production of the whole sequence: [m] and [t] are coded with the same handshape as isolated vowels are (handshape no. 5), whereas [p] is associated to handshape no. 1. Altogether, the whole corpus contains 20 sequences, such as [mamamima], for each of the three consonants, hence a total of 60 sequences. Moreover, a condition with no consonant for the second and third syllables was used, i.e. [maV1V2mV1] sequences made of [a, i, u, ø, e] vowels for V1 and V2 (e.g. [maaima]). We thus obtained 20 additional sequences. For each of the 80 sequences, the analysis focused on S2 (i.e. on transitions from the S1 syllable towards S2 and S2 towards S3) in order to avoid the biases inherent to the onset and oﬀset of the sequences. 2.1.2. French Cued Speech transliterator The Cued Speech speaker is a 36-year-old French female who has been using Cued Speech at home with her hearing-impaired child for eight years. She was certiﬁed by the French-speaking association of Cued Speech (ALPC: ‘‘Association pour la promotion et le de´veloppement du Langage Parle´ Comple´te´’’) as transliterator in 1996. The FCS certiﬁcate consists in the examination of the accuracy and ﬂuency of the handshapes and hand placements. The adaptability with the public is also evaluated, as well as the ability to summarize and reformulate the speech in a clearer way while coding. The tests are completed by a discussion with the bearing candidate on the problems of communication in the deaf people. 2.1.3. Audiovisual recording procedure The audiovisual recording was carried out in a soundproof room, at the frequency of 50 Hz for the video part. A ﬁrst camera in large focus was used for the hand and the face. A second one in zoom mode dedicated to the lips was synchronized with the ﬁrst one. The two cameras were connected to two diﬀerent BetaCam video tapes. At the beginning of the recording session a push button was activated thus switching on the set of LEDs (placed in the ﬁeld of the two cameras) during the ﬁrst A-frame instant of the video image. Thus correspondence between time-codes of the two cameras could be calculated from this physical



common reference. The audio band containing the recording of the corresponding acoustic signal was digitized in a synchronous way with the video part using the ICP home made software which carries out the image part using a MATROX card and the sound using a Sound Blaster card from time-codes reference. The speaker lips were made-up in blue for further automatic extraction of internal lip contour. Colored marks were placed on the back of the hand to follow the movement in the camera plan as shown in Fig. 2. The subject sitting on a chair was wearing opaque glasses in order to protect the eyes against the halogen ﬂoodlight and the head was maintained ﬁxed with a helmet. A blue mark was placed on speakerÕs goggles as a reference point for the diﬀerent measurements. 2.1.4. Data processing Each sequence containing the complete movement of both lips and hand was extracted from the time-code video. The images were then digitized as Bitmap images every 20 ms. In synchrony the audio signal was digitized at a 22,050 Hz frequency. The automatic extraction system by image processing developed at ICP (Lallouache, 1991) provided a set of lip parameters every 20 ms. The temporal evolution of the between-lips area (S)



Fig. 2. Image of the Cued Speech speaker during the experiment. Colored landmarks on the hand are circled and axes used for landmark localization are superimposed.
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was selected as a good parameter to characterize lip shapes. In synchrony with lip area and the audio signal, the x and y coordinates of the hand mark placed near the wrist were extracted (the position of the blue and green marks are highly correlated). Thus the whole process resulted in a set of four synchronized labeled signals: acoustic signal at 22,050 Hz, lip area, x-trajectory and y-trajectory of the hand at 50 Hz. Consider for example the [tatuta] S1S2S3 sequence (from the whole [tatatuta] S0S1S2S3 sequence) displayed in Fig. 3. Hand movements are characterized by smooth transitions (M1 for the onset, M2 for the end) between plateaus (M2 for the onset, M3 for the end) on x and y trajectories of the 2D position. The acceleration proﬁle 2 was used to deﬁne M1 and M3 at the instants of acceleration peaks and M2 at the instant of deceleration peak (Schmidt, 1988; Perkell, 1990; Perkell and Matthies, 1992). The hand target is supposed to be reached when both x and y reach their plateau. Thus the last M2 instant is considered in the analysis. For the same reasons, the ﬁrst M1 and M3 instants were kept as the beginning of the transitions. On the lip area time course, L2 corresponds to the vocalic lip target of the S2 syllable deﬁned at the instant of deceleration peak. Finally, in the acoustic signal, the beginning of the consonant of the S2 syllable is marked by A1 (corresponding
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Acceleration proﬁles at time t0 are derived from the second order limited development of the 4 Hz low pass ﬁltered coordinate x(t) at (t0 + D) and (t0  D): dxðtÞ D2 d2 xðtÞ  þ þ o1 ðD2 Þ ð1Þ xðt0 þ DÞ ¼ xðt0 Þ þ D  dt t¼t0 dt2 t¼t0 2



xðt0  DÞ ¼ xðt0 Þ  D 



dxðtÞ D2 d2 xðtÞ  þ þ o2 ðD2 Þ dt t¼t0 dt2 t¼t0 2



ð2Þ



The acceleration is thus derived from the sum of these two equations where o1(D2) and o2(D2) are neglected: d2 xðtÞ xðt0 þ DÞ  2  xðt0 Þ þ xðt0  DÞ ﬃ : ð3Þ dt2 t¼t0 D2
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Fig. 3. From top to bottom: for [tatuta] part of a [tatatuta] sequence, (1) temporal evolution of lip area (cm2) with (2) the corresponding acceleration proﬁle; (3) x (cm) trajectory of the hand mark with (4) the corresponding acceleration proﬁle; (5) y (cm) trajectory of the hand mark with (6) the corresponding acceleration proﬁle; (7) the associated acoustic signal. For (1), (3) and (5), the dashed line corresponds to the real signal, the solid line close to the real signal corresponds to the ﬁltered signal. In (3) a decrease of x means a shift of the hand from the side position towards the face, and in (5) an increase in y means a shift of the hand towards the bottom of the face (in reference to axes used in Fig. 2). On (1), L2 indicates the lip constriction target of the [u] vowel deﬁned at the corresponding acceleration peak observed on (2). From (3) to (6), hand movements are characterized by smooth transitions (the beginning marked by M1) between plateaus (M2 for the onset, M3 for the end) on x and y trajectories of the 2D position. M1–M3 instants are deﬁned from the acceleration proﬁles ((4) and (6)). The hand target is supposed to be reached when both x and y reach their plateau. Thus the last M2 is considered in the analysis. For the same reasons, the ﬁrst M1 and M3 instants were kept as the beginning of the transitions. Finally, on (7), A1 marks the silent onset of the [t] consonant. See text for the deﬁnition of the intervals.



to the beginning of the acoustic silent phase in case of stop consonants).
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2.2. Results First of all, let us notice that the speech rate is low, at 2.5 Hz calculated from the average duration of the acoustic realization of the syllables (399.5 ms, r = 95.6 ms). Let us recall that the analysis focused on S2 syllable, i.e. transition from S1 to S2 and S2 to S3. For the analysis of the diﬀerent coordinations between the hand, the lips and the acoustic signal, we studied the following temporal intervals (see Fig. 3): • M1A1, corresponding to the interval between the onset of the manual gesture for S2 and the acoustic consonantal onset; • A1M2, the interval between the acoustic consonantal onset and the reaching of the hand target; • M2L2, the interval between the arrival on the hand target and the lip target for the vowel in S2; • M3L2, the interval between the lip target in S2 and the beginning of the next hand gesture towards the following syllable S3. All intervals were computed as arithmetic diﬀerences, i.e. the second label minus the ﬁrst label; for example, M1A1 = A1  M1 (ms). For sequences including consonants such as [tatatuta] (Fig. 3), results show an average value of 239 ms (r = 87 ms) for M1A1, thus revealing that the beginning of the hand gesture largely anticipates the acoustic consonantal onset. A mean value of 37 ms (r = 76 ms) was observed for A1M2: this weak value suggests that the target for the hand and for the consonant constriction blocking the sound are almost synchronous. Considering the mean value of 234 ms (r = 68 ms) for the consonant duration measured on the acoustic realization, the A1M2 interval corresponds to 16% of the acoustic duration of the consonant. Once again the hand target was reached during the initial part of the consonantal realization. The mean value yields 256 ms (r = 101 ms) for the M2L2 interval, which shows that the hand target was attained well before the corresponding lip target. Finally, we obtain a



mean value of 51 ms (r = 60 ms) for the M3L2 interval. Thus the hand movement towards the following syllable placement began before the vowel lip target, thus always during the vocalic part of the syllable. For S1S2 sequences without consonant, such as [maaima], a mean value of 183 ms (r = 79 ms) was obtained for M1A1 and 84 ms (r = 64 ms) for A1M2. The A1 instant corresponding in this case to the onset of the silent portion of the glottal stop regularly inserted by the speaker between the production of the two consecutive vowels. It is found that the hand target position was reached during the occlusion of the glottal stop (mean value of 188 ms for the silent duration, r = 40 ms) and largely before the lip target realization, since the mean value for M2L2 was 73 ms (r = 66 ms). The 84 ms (r = 68 ms) mean value for M3L2 indicates that the hand gesture for S3 began after the vocalic lip target in S2. In conclusion, the hand movement begins well before the acoustic onset of the CV syllable (from 183 ms to 239 ms) and reaches the hand target position largely before the vocalic lip target, in fact quasi in synchrony with the acoustic consonantal onset.



3. Experiment II Experiment II aimed at studying the handshape formation associated to consonant information in reference to the hand placement. A data glove was added to the experimental set up in order to enable the analysis of the handshape formation. 3.1. Method 3.1.1. Corpus The corpus was elaborated so as to have a modiﬁcation of only one ﬁnger component for consonant handshape change in each sequence. For example, the change from [p] to [k], i.e. from handshape no. 1 to handshape no. 2 (Fig. 1) is realized by stretching out the appearance of the middle ﬁnger. Thus handshapeÕs modiﬁcation requested only one main sensor of the data glove. This choice was decided to simplify data exploitation.
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Handshape formation was analyzed for two kinds of sequences: • [mVC1VC2V] sequences with a ﬁxed vowel (V = [a] or [e]) were designed for studying handshape variation only. The C1 and C2 consonants were [p] and [k], [s] and [b] or [b] and [m]. This choice resulted in handshape modiﬁcation at ﬁxed hand placement (for example, as illustrated in Fig. 4, the [mabama] S1S2S3 sequence is coded at the side position applying the appropriate handshape modiﬁcations). Ten repetitions of each sequence were recorded, resulting in 60 sequences in total (10 repetitions · 3 consonant sequences · 2 vowel contexts). The analysis focused on the S2 syllable i.e. on transitions from the S1 towards the S2 syllable and from the S2 towards the S3 syllable; • [mV1C1V2C2V1] sequences varied both vowel and consonant. Hence these sequences involve both handshape and hand placement modiﬁcations. The C1 and C2 consonants were [p] and [k], [S] and [g], [s] and [b], or [b] and [m]. The V1 and V2 vowels were [a] and [u], [a] and [e] or [u] and [e]. Thus for example, as illustrated in Fig. 5, the coding of a [mabuma] sequence implicated a hand transition from the side position towards the chin and then back to the side position while the handshape changed from conﬁguration no. 5 to no. 4 and back to the no. 5 (the thumb being eclipsed towards the palm for the change from conﬁguration no. 5
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to no. 4). Five repetitions of each sequence were recorded, resulting in a total of 60 sequences (5 repetitions · 4 consonant groups · 3 vowel groups). The analysis focused on the S2 syllable taking into account transitions from S1 towards S2 and from S2 towards S3. An error occurred in the recording for a realization of a [mubemu] sequence. Thus 59 sequences were considered for this corpus.



3.1.2. French Cued Speech speaker The same speaker as for Experiment I was recorded for this corpus one year later. 3.1.3. Audiovisual recording procedure In addition to the experimental setup of Experiment I, a data glove was used to follow ﬁnger movements during the handshape formation. The data glove is made of two sensors for each of the ﬁve ﬁngers covering the ﬁrst and the second articulation plus one sensor between ﬁngers. The sensor raw data are linearly related to the deviation angle between two segments of a ﬁnger articulation. A colored mark was placed on the back of the glove to follow the displacement of the hand, as shown in Fig. 6. The synchronization system was complemented to integrate the glove data in the audiovisual recording setup. For this purpose, an audio signal is released at the thumb and index ﬁngers contact and recorded on the audio line of



Fig. 4. Cues for a [mabama] sequence. The hand remains at the side position, the handshape changes with the consonant: The thumb is visible for [m] and vanishes for [b].



Fig. 5. Cues for a [mabuma] sequence. The hand moves from the side position for [a] towards the chin for [u] while the handshape changes with the consonant: The thumb is visible for [m] and vanishes for [b].



Fig. 6. Image of the Cued Speech speaker, wearing the data glove.
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the video tape. Synchronically, ﬁngers contact results in a plateau on the raw data of glove sensors measuring the two ﬁngers displacement. 3.1.4. Data processing Similarly to Experiment I, the audio signal was sampled at a frequency of 22,050 Hz. Lip area values (50 Hz) and the x and y coordinates of the landmark placed on the glove (50 Hz) were extracted from the video. The landmark encircled on Fig. 6 and placed near the ﬁngers was better identiﬁed and thus was chosen in the analysis. The data glove provided raw data values (integers



coded on 8 bits) at a frequency of 64 Hz for each of the 18 sensors. The onset and oﬀset of ﬁnger movement, hand and lips gesture transitions were manually labeled at the acceleration and deceleration peaks. On the audio signal, the onset of the acoustic realization of the consonant of the S2 syllable (beginning of the silent phase at the closure onset) was also labeled. Let us consider for example the [mabuma] S1S2 S3 sequence illustrated in Fig. 7. In addition to the hand gesture, the handshape formation is characterized by smooth transitions between plateaus on the temporal values issued from the glove sensor raw data under consideration. In the realization of the S2 syllable, the handshape formation gesture is marked similarly to the hand movement: the beginning of the transition is deﬁned at the instant of peak of acceleration (D1) while the plateau is delimited by peak of the deceleration for the onset (D2) and peak of acceleration for the end (D3) on the considered sensor raw data. The handshape formation is completed at the D2 instant. Similarly to the signals analyzed in Experiment I, L2 indicates the vocalic lip target marked on the time course of lip area, A1 gives the beginning of the acoustic realization of the consonant of syllable S2, M1 the beginning of the hand gesture towards the position corresponding to the vowel of S2 syllable, M2 the reached target position for syllable S2, and ﬁnally M3 indicates the beginning of the transition towards the S3 syllable. 3.2. Results



Fig. 7. From top to bottom: for [mabuma] sequence, (1) temporal evolution of lip area (cm2); (2) x (cm) and (3) y (cm) trajectories of the landmark placed on the glove; (4) temporal trajectory of the raw data from the thumb ﬁrst articulation glove sensor (64 Hz for sample frequency): the dashed line corresponds to the real signal, the solid line to the associated ﬁltered signal; (5) the acceleration proﬁle calculated from the ﬁltered glove signal, (6) the corresponding acoustic signal. On each signal, labels and intervals used for the analysis (see text).



The speech rate in this corpus was 3.4 Hz (mean syllable duration estimated from the acoustic stimuli: 316.3 ms for the mean value, r = 44.6 ms). For analyzing the gestures towards and from S2, the following intervals between events were considered (see Fig. 7): • D1A1, the interval between the onset of the ﬁnger gesture and the beginning of the corresponding acoustic consonant for S2; • A1D2, the interval between the acoustic beginning of the consonant and the end of the ﬁnger movement for S2;
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• D2L2, the interval between the ﬁnger handshape target and the vocalic lip target of S2; • L2D3, the interval between the vocalic lip target of S2 and the onset of ﬁnger movement towards the following syllable (S3). In addition, for sequences with vowel changes: • M1A1, the interval between the onset of the hand movement and the acoustic onset of the consonant for S2; • A1M2, the interval between the acoustic consonantal onset and the end of the hand gesture for S2; • M2L2, the interval between the end of the hand gesture for S2 and the onset vocalic lip target; • M3L2 is the interval between the vocalic lip target of the S2 syllable and the beginning of the hand movement towards the following position coding the S3 syllable. As in Experiment I, all the intervals were computed as arithmetic diﬀerences in ms, i.e. the second label minus the ﬁrst label. For the sequences with a vowel change (both handshape and hand placement change, see Fig. 7 for an illustration), we obtained an average value of 171 ms (r = 48 ms) for D1A1. A mean value of 3 ms (r = 45 ms) was observed for A1D2 interval; this means that the handshape formation was completed at the acoustic onset of the consonant. Then, we obtained a mean value of 208 ms (r = 64 ms) for the D2L2 interval, indicating that the lip target was reached largely after completion of the handshape. Regarding the hand gesture, we obtained mean values of 205 ms (r = 55 ms) for M1A1 and 33 ms (r = 50 ms) for A1M2. Considering the 194 ms (r = 44 ms) for the mean consonant duration, the A1M2 interval corresponds to 17% of the consonant duration. This result needs to be stressed since it conﬁrms the synchronization of the vocalic hand target with the acoustic consonant onset observed in Experiment I. Altogether, the hand, the ﬁnger and the vocal tract constriction arrive at their target quasi in synchrony. For this aim, the hand gesture begins before the ﬁnger gesture and consequently well before the onset of the acoustic consonant.
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For sequences with a ﬁxed vowel (with only handshape change, the hand placement being maintained), results showed an average advance of 124 ms (r = 34 ms) for D1A1; thus the beginning of the ﬁnger gesture for S2 precedes the acoustic onset of the consonant. A mean value of 46.5 ms (r = 35 ms) was obtained for A1D2 interval, indicating that the handshape was entirely formed just after the beginning of the acoustic consonant. We obtained a mean value of 149 ms (r = 50 ms) for the D2L2 interval, showing that the ﬁnger gesture ﬁnished largely before the vocalic lip target. Thus the ﬁnger movement is ended around the beginning of the acoustic realization of the consonant. Concerning the next ﬁnger gesture, an average value of 34 ms (r = 41 ms) was obtained for the L2D3 interval: the ﬁnger gesture for the next handshape corresponding to S3 began after the vocalic lip target. Regarding results relative to lip movements, the vocalic lip target was reached largely after the corresponding hand target since mean value for M2L2 was 172 ms (r = 67 ms). The hand began its transition towards the following spatial position (for S3) in average 43 ms (measured from M3L2, r = 76 ms) before the reach of the vocalic lip target of the S2 syllable. Concerning the ﬁnger gesture, it began 53 ms (L2D3, r = 54 ms) after the vowel lip target. In conclusion, we obtained quite the same pattern for the ﬁnger gesture relatively to the sound for the sequences with ﬁxed vowels and with a vowel change. The hand gesture begins before the ﬁnger gesture. The hand target is reached at the beginning of the acoustic realization of the consonant, and slightly after the end of the handshape formation. Finally the consonant handshape gesture covers a large part of the hand transition gesture, but stays completely inside its temporal boundaries.



4. General discussion 4.1. Summary of the two experiments We obtained a noticeable coherence within the results of the two experiments summarized in Fig. 8 involving a same FCS speaker recorded at two diﬀerent periods after a one year interval.
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Fig. 8. Temporal pattern for coordination between sound, lips, handshape formation and hand placement for French Cued Speech production grouping results from Experiment I (for sequences with consonant, values in italic) and Experiment II.



The syllabic speech rates obtained (2.5 and 3.4 Hz) are relatively close and correspond to the slowing down of the speech usually observed in Cued Speech. Indeed Duchnowski et al. (1998) indicate a value of 100 wpm i.e. a range between 3 and 5 Hz for the syllabic rhythm. To sum up, concerning hand position, it was observed that: • the displacement of the hand towards its position began more than 200 ms before the consonantal acoustic onset of the CV syllable. This implied that the gesture began in fact during the preceding syllable, i.e. during the preceding vowel; • the hand target was attained around the acoustic onset of the consonant and thus largely before the vocalic lip target. • Thus, this hand target was reached in average 172–256 ms before the vowel lip target. These three results revealed the anticipatory gesture of the hand motion over the lips. Finally, it was observed from the data glove that the handshape was completely preshaped at the instant where the hand target position was reached. Moreover we noticed that the handshape formation gesture used a large part of the hand transition duration. 4.2. The Cued Speech co-production Let us now consider the two Cued Speech components in terms of speech motor control, for a future elaboration of a quantitative control model for Cued Speech production.



For transmitting the consonant information the control type is a ﬁgural one, i.e. the postural control of the hand conﬁguration (ﬁngers conﬁguration). The type of control for transmitting the vowel information is a goal-directed movement performed by the wrist carried by the arm. These two controls are linked by an in-phase locking. On the other hand, for speech, there are three types of control: (1) The mandibular open–close oscillation is the control of a cycle, self-initiated and self-paced (MacNeilage, 1998; Abry et al., 2002). This is the control of the carrier of speech, the proximal control which produces the syllabic rhythm. The carried articulators (the tongue and the lower lip) together with their coordinated partners (upper lip, velum and larynx) are involved in the distal control. ¨ hman (1967) (see also Vilain Following O et al., 2000): (2) The consonant gesture is produced by the control of contact and pressure performed on local parts along the vocal tract; (3) whereas the vowel gesture is produced by a global control of the whole vocal tract—from the glottis to the lips—i.e. a ‘‘ﬁgural’’ or postural motor control type. The mandibular and vowel controls are coupled by an in-phase locking. The consonantal launching control is typically in phase with the vowel for the
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initial consonant of the CV syllable. But it can be out-of-phase for the coda consonant in CVC syllable. And ﬁnally consonant gestures in clusters within the onset or the coda can be in phase (e.g. [psa] or [aps]) or out of phase ([spa] or [asp]) (Browman and Goldstein, 1998; Sato et al., 2002). In Cued Speech, both the vowel and the consonant depend on the wrist-arm carrier gesture, which is analogous to the mandibular rhythm. The control of the CS vowel carried gesture is a goal-directed movement which aims at a local placement of the hand on the face, whereas the consonant carried gesture is a postural (ﬁgural) gesture. Thus the two types of control in CS are inversely distributed in comparison to speech: the conﬁguration global control of the speech vowel corresponds to a local control in CS whereas the local control for the speech consonant corresponds to a global control in CS. Thus, once speech rhythm has been converted into CS rhythm—that is a general CV syllabiﬁcation—the two carriers (mandibula and wrist) can be conceived with respect to their temporal coordination, i.e. phasing. This CV re-syllabiﬁcation means that every consonantal CS gesture will be launched in-phase with the vocalic one, which is not always the case in speech for languages with CVC or out-of-phase consonant clusters. Contrary to speech, the CS consonant gesture never hides the beginning of the in-phase vocalic gesture (like [p] in [pa] hides the vocalic tongue gesture of [a]). Concerning the phasing of the two carried vowel gestures, our experiments made clear that the CS vowel gesture did anticipate the speech vowel gesture for achieving a hand-vocal tract meeting at the consonantal onset. 4.3. A topsy-turvy vision of Cued Speech The found temporal coordinations between hand and sound conﬁrm the advance of the beginning of the hand gesture on the sound as heuristically programmed by Duchnowski et al. (2000) for their automatic CS display. Moreover, we clearly demonstrate that the handshape and hand placement gestures are realized at the onset of the CV syllable. This anticipatory behavior of the hand on the lips is not speciﬁc to the present CS speaker.
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Indeed, we recently recorded three others CS speaker in our lab and again we observed the advance of the hand on the lips and the synchronization of the hand placement with the acoustic consonant realization for similar CV sequences. Moreover, a similar pattern for the hand in respect with the acoustic realization of the consonant is observed by Gibert et al. (2004) on data collected by a motion capture technique. These considerations result in a quite topsyturvy vision of the CS landscape. Currently Cued Speech was designed as an augmentation for lip disambiguation. In fact a general pattern seems to appear from our data on the temporal organization of hand and lip gestures in producing successive CV sequences. The handshape is completely preshaped at the onset of the consonant. The hand also attains the vowel placement at the beginning of the CV syllable and leaves the position towards a new placement even before the corresponding vocalic lip target is reached. Thus it seems that the production control imposes its temporal organization to the perceptual processing of CS. This organization makes us think that the hand placement ﬁrst gives a set of possibilities for the vowel, the lips then delivering the uniqueness of the solution. This hypothesis should be studied within the framework of a gating experiment for phoneme identiﬁcation or lexical access, where recognition of CV syllables would be evaluated across the time course of available on-line information issuing from the association (coordination) of hand and lip motion (see Cathiard et al., 2004, in press for the ﬁrst study on the skill for deaf subjects to perceive the anticipatory behaviour of the hand in Cued Speech). The temporal relation of the hand vs. the lips (and the sound) is crucially relevant for the question of the integration of the information resulting from the hand and the lips. Concerning the integration process in CS, Ale´gria et al. (1992, 1999) mentioned two kinds of models. First a ‘‘hierarchical’’ model, in which the former lipreading information provides the core phonological information and the latter manual information allows to solve the remaining lipreading ambiguities. Alegria et al. eliminated this model which, in their view, would be too ‘‘superﬁcial’’ and would corre-
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spond to a ‘‘problem solving’’ approach. The second model is credited to be a true integration of the manual and lip visual informations: ‘‘the Lipreading/Cues compound would produce a unique amodal phonemic percept conceptually similar [our italics] to SummerﬁeldÕs Ôcommon metricÕ [1987] which integrates auditory and lip-reading information to generate a vocal tract ﬁlter function’’ (Alegria et al., 1999, p. 468). The exact nature of the amodal phonemic percept remains to be determined (see Leybaert et al., 1998 for a discussion). But whatever the timing of the desynchronization of the two visual ﬂows in CS—classically ‘‘lip gestures ﬁrst, cues next’’, or ‘‘cues ﬁrst, next lip gestures’’ as revealed by our production experiments—the integration can be modelled in the framework of any of the four basic audiovisual integration models proposed by Schwartz et al. (1998) with general problem solving (e.g. bayesian modelling) or within a speciﬁc modular architecture. In the vein of the multistream model proposed by Luettin and Dupont (1998), Schwartz et al. (2002) already proved that it is possible for integration to take account of the temporal desynchronization between visual and audio ﬂows. They used a modiﬁed version of the so-called separate identiﬁcation model, in which the two ﬂows, considered as independent, were resynchronized by constraining temporal rendez-vous.



5. Application: towards a Cued Speech synthesizer A Cued Speech synthesizer is designed to automatically translate a text into Cued Speech using for example the keyboard of a computer as input. We developed such an audiovisual synthesizer delivering French CV sequences in Cued Speech. The Cued Speech modality was integrated in the ICP audiovisual synthesizer made of a virtual talking head system (Beautemps et al., 2001; Badin et al., 2002). The ICP talking heads consist in a ﬁxed module made of an image of the head (Fig. 9) on which an articulated module of the face including lips is superimposed. This latter module is the 3D modelling of the low part of the speaker face deﬁned by a set of points (mesh, Fig. 10) on



Fig. 9. Background image used for the ﬁxed parts of the talking head.



which a realistic texture (visual appearance) is applied (Fig. 11). The 3D model is the result of a factor analysis of the mesh displacement involved by the real speech movements of the face (Badin et al., 2002). In this analysis, a reduced set of non correlated factors explaining a large part of the variance of the data was obtained. These factors were used as parameters that linearly control the 3D coordinates of the mesh. These control parameters have an articulatory explanatory power: for example two of them are principally related to the jaw and three of them to lip movement. For the visual appearance the points of the mesh are joined to each other so as to deﬁne a surface made of triangles (Fig. 10). The rendering is realized by the blending and the morphing of a



Fig. 10. Face Mesh deﬁned by the set of points joined to each other for the articulated part of the face.
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Fig. 11. Texture applied to the mesh.



set of textures applied to the surface of triangles (Elisei et al., 2001). The 2D approach image-based was used to integrate the CS modality. A set of photos of the hand for each of the eight handshapes (digital cues) and of the handshapes in formation was digitized as images in the TIFF format (Fig. 12) in order to build up a library of reference images of the hand used for the Cued Speech component. An image processing technique deﬁned whether the pixels belong to the hand object. For each pixel, this information is coded as binary information (1 if in the hand, 0 elsewhere) in the a channel of the TIFF format. The image of the hand is superimposed to the talking head image: the a channel is used as a mask for the OpenGL rendering routines used in the control of the transparency of the superimposed image. The hand position is controlled by the 2D position of a point on the back of the hand



Fig. 12. Textured image of the hand for a Cued Speech handshape.
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used as a reference on each image, the rotation being manually determined so as to point out the diﬀerent cued speech positions on the face (Fig. 13). The animation of the talking head in coordination with the hand is realized by the temporal evolution of the control parameters between targets deﬁned for each phoneme. The Compost module (Bailly and Alissali, 1992) made of a graphemeto-phoneme component and a prosodic model converts a text into a temporally marked phonetic chain. The onset and oﬀset instants of each phoneme are thus deﬁned. Finally a coarticulation model simulating speech context variability (Morlec et al., 2001) generates the temporal evolution of the talking head control parameters. Another module controls the movement of the reference point of the back of the hand common to all the handshape photos from the temporally marked chain. For this reference point, (xc, yc) targets are ﬁxed for each of the ﬁve CS hand positions and the x and y trajectories between two (xc, yc) targets are derived from a sinusoidal modelling. The period of the sinus equals to 2 times the duration of the transition so that the derivate is null at the targets. The instant of the CS target positions are obtained from rules derived from the two experiments reported in the present paper: For a CV syllable, according to the phonetic chain marked in time, the hand is at the (xc, yc) vowel target position at the instant of consonant onset and maintained until vowel onset at which instant



Fig. 13. View of the ICP virtual talking head with a CS handshape in superimposition. The hand is moving towards the cheekbone position. The handshape remains unchanged.
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the hand starts its movement towards the following target position. If a handshape change is necessary, it occurs during the whole hand transition using the intermediate images of the library. Finally, a module based on diphone concatenation following a TD PSOLA technique (Moulines and Charpentier, 1990) generates the associated synthesized acoustic signal from the temporally marked chain. This system initially programmed to deliver CV logatomes in French Cued Speech has been extended to translate any text from a computer keyboard: a supplementary module converts the phonetic chain into CV, V and C units and associates the corresponding handshapes and hand placements. A ﬁrst evaluation of the whole system was conducted by a profoundly deaf French CS user with a set of 238 phonetically balanced sentences. This set of sentences resulted in 3593 CV syllables to code. The subject obtained a global score of 96.6% of correct CV identiﬁcation. The 123 errors are divided in 39 unexpected liaisons, 31 errors identiﬁed as inappropriate cues, 29 errors due to the grapheme-phoneme conversion phase and ﬁnally 23 unidentiﬁed syllables.



6. Conclusion Cued Speech provides a wonderful system for studying the coordination between the hand and the face. The present study shows, for the ﬁrst time, a number of components of these coordinations, that enabled us propose the ﬁrst version of a synthesis system which seems to provide a promising platform for further developments. Such developments should always be guided, in our view, by permanent exchanges between experimental studies about CS production and perception, and computational systems producing models and realizing eﬃcient tools for computer-assisted interactions.



Acknowledgement Many thanks to Martine Marthouret, speech therapist at Grenoble hospital, for helpful discus-



sions. To Mrs G. Brunnel, the Cued Speech speaker for having accepted the recording constraints. To C. Savariaux and A. Arnal for their technical support. To C. Abry and J.-L. Schwartz for stimulating suggestions. To J. Leybaert, P. Lutz and P. Duchnowski for exciting discussions. To C. Huriez for a ﬁrst evaluation of the synthesizer. To G. Bailly for the 230 phrases used for evaluation. This work is supported by the Remediation Action (AL30) of the French Research Ministry ‘‘programme Cognitique’’, a ‘‘Jeune e´quipe’’ project of the CNRS (French National Research Center) and a BDI grant from the CNRS.



References Abry, C., Lallouache, M.-T., Cathiard, M.-A., 1996. How can coarticulation models account for speech sensitivity to audio-visual desynchronization? in: Stork, D., Hennecke, M.. Speechreading by Humans and MachinesSpringerVerlagBerlin247–255. Abry, C., Stefanuto, M., Vilain, A., Laboissie`re, R., 2002. What can the utterance tan, tan of BrocaÕs patient Leborgne tell us about the hypothesis of an emergent ‘‘babble-syllable’’ downloaded by SMA. In: Durand, J., Laks, B. (Eds.), Phonetics, Phonology and Cognition. Oxford University Press, Oxford, pp. 226–243. Ale´gria, J., Leybaert, J., Charlier, B., Hage, C., 1992. On the origin of phonological representations in the deaf: Hearing lips and hands. In: Ale´gria, J., Holender, D., Morais, J.J.D., Radeau, M. (Eds.), Analytic Approaches to Human Cognition. Elsevier Science Publishers, Amsterdam, pp. 107– 132. Alegria, J., Charlier, B., Mattys, S., 1999. The role of lipreading and Cued-Speech in the processing of phonological information in French-educated deaf children. European Journal of Cognitive Psychology 11 (4), 451–472. Badin, P., Bailly, G., Reveret, L., Baciu, M., Segerbarth, C., Savariaux, C., 2002. Three dimensional articulatory modelling of tongue, lips and face, based on MRI and video images. Journal of Phonetics 30 (3), 533–553. Bailly, G., Alissali, M., 1992. COMPOST: a server for multilingual text-to-speech system. Traitement du Signal 9 (4), 359–366. Beautemps, D., Badin, P., Bailly, G., 2001. Linear degrees of freedom in speech production: Analysis of cineradio and labio-ﬁlms data for a reference subject, and articulatory– acoustic modelling. Journal of the Acoustical Society of America 109 (5), 2165–2180. Bernstein, L.E., Demorest, M.E., Tucker, P.E., 2000. Speech perception without hearing. Perception & Psychophysics 62, 233–252.



V. Attina et al. / Speech Communication 44 (2004) 197–214 Bratakos, M.S., Duchnowski, P., Braida, L.D., 1998. Toward the automatic generation of Cued Speech. Cued Speech Journal 6, 1–37. Browman, C., Goldstein, L., 1998. On separating ‘‘physical’’ from ‘‘linguistic’’ in speech. Les cahiers de lÕICP 4, 55–57. Cathiard, M.A., Bouaouni, F., Attina, V., Beautemps, D., 2004. Etude perceptive du de´cours de lÕinformation manuofaciale en Langue Franc¸aise Parle´e Comple´te´e. In: Proc. XXVth Journe´es dÕEtudes sur la Parole, Fe`s, Maroc, 19–22 April, pp. 113–116. Cathiard, M.A., Attina, V., Abry, C., Beautemps, D. La Langue Franc¸aise Parle´e Comple´te´e (LPC): Sa co-production avec la parole et lÕorganisation temporelle de sa perception. La Parole, in press. Cornett, R.O., 1988. Cued Speech, manual complement to lipreading, for visual reception of spoken language. Principles, practice and prospects for automation. Acta OtoRhino-Laryngologica Belgica 42 (3), 375–384. Cornett, R.O., 1982. Le Cued Speech. In: Destombes, F. (Ed.), Aides manuelles a` la lecture labiale et perspectives dÕaides automatiques. Centre scientiﬁque IBM-France, Paris, pp. 5– 15. Cornett, R.O., 1967. Cued Speech. American Annals of the Deaf 112, 3–13. Duchnowski, P., Braida, L.D., Bratakos, M.S., Lum, D.S., Sexton, M.G., Krause, J.C., 1998. A speechreading aid based on phonetic ASR. In: Proc. 5th Internat. Conf. on Spoken Language Processing, 30 Nov.–4 Dec., 7, Sydney, pp. 3289–3292. Duchnowski, P., Lum, D.S., Krause, J.C., Sexton, M.G., Bratakos, M.S., Braida, L.D., 2000. Development of speechreading supplements based on automatic speech recognition. IEEE Transactions on Biomedical Engineering 47 (4), 487–496. Elisei, F., Odisio, M., Bailly, G., Badin, P., 2001. Creating and controlling video-realistic talking heads. In: Proc. AudioVisual Speech Processing, Aalborg, Copenhague, pp. 90–97. Gibert, G., Bailly, G., Elise´i, F., Beautemps, D., Brun, R., 2004. Evaluation of a speech cuer: from motion capture to a concatenative text-to-cued speech system, LREC 2004, Lisboa, Portugal, pp. 2123–2126. Lallouache, M.-T., 1991. Un poste Visage-Parole couleur. Acquisition et traitement automatique des contours des le`vres. Ph.D. Thesis, Institut National Polytechnique de Grenoble, Grenoble. Leybaert, J., 1996. La lecture chez lÕenfant sourd: lÕapport du Langage Parle´ Comple´te´. Revue Franc¸aise de Linguistique Applique´e 1, 81–94. Leybaert, J., 2000. Phonology acquired through the eyes and spelling in deaf children. Journal of Experimental Child Psychology 75, 291–318. Leybaert, J., Lechat, J., 2001. Phonological similarity eﬀects in memory for serial order of Cued Speech. Journal of Speech, Language and Hearing Research 44, 949–963. Leybaert, J., Alegria, J., Hage, C., Charleir, B., 1998. The eﬀect of exposure to phonetically augmented lipspeech in the prelingual deaf. In: Campbell, R., Dodd, B., Burnham, D.



213



(Eds.), Hearing by Eye II: Advances in the Psychology of Speechreading and Auditory–Visual Speech. Psychology Press, Hove, UK, pp. 283–301. Luettin, J., Dupont, S., 1998. Continuous audio-visual speech recognition. In: Proc. 5th European Conf. on Computer Vision, pp. 657–673. MacNeilage, P., 1998. The frame/content theory of evolution of speech production. Behavioral and Brain Sciences 21 (4), 499–548. Massaro, D.W., 1998. Perceiving Talking Faces: From Speech Perception to a Behavioural Principle. MIT Press, Cambridge, MA. Morlec, Y., Bailly, G., Auberge´, V., 2001. Generating prosodic attitudes in French: data, model and evaluation. Speech Communication 33 (4), 357–371. Moulines, E., Charpentier, F., 1990. Pitch synchronous waveform processing techniques for a text-to-speech synthesis using diphones. Speech Communication 9 (5,6), 453–467. Nicholls, G., Ling, D., 1982. Cued Speech and the reception of spoken language. Journal of Speech and Hearing Research 25, 262–269. ¨ hman, S.E.G., 1967. Numerical model of coarticulation. O Journal of the Acoustical Society of America 41 (2), 310– 320. Owens, E., Blazek, B., 1985. Visemes observed by hearingimpaired and normal-hearing adult viewers. Journal of Speech and Hearing Research 28, 381–393. Perkell, J.S., 1990. Testing theories of speech production: Implications of some detailed analyses of variable articulatory data. In: Hardcastle, W.J., Marchal, A. (Eds.), Speech Production and Speech Modelling. Kluwer Academic Publishers, London, pp. 263–288. Perkell, J.S., Matthies, M.L., 1992. Temporal measures of anticipatory labial coarticulation for the vowel /u/: Withinand cross-subject variability. Journal of the Acoustical Society of America 91, 2911–2925. Reisberg, D., McLean, J., Goldﬁeld, A., 1987. Easy to hear but hard to understand: a lipreading advantage with intact auditory stimuli. In: Dodd, B., Campbell, R. (Eds.), Hearing by Eye: The Psychology of Lipreading. Lawrence Erlbaum Associates, Hillsdale, NJ, pp. 97–113. Sato, M., Schwartz, J.-L., Cathiard, M.-A., Abry, C., Loevenbruck, H., 2002. Intrasyllabic articulatory control constraints in verbal working memory. In: Proc. VIIth Internat. Congress of Speech and Language Processes, Denver, CO, September 16–20, pp. 669–672. Schmidt, R.A., 1988. Motor Control and Learning: A Behavioral Emphasis. Human Kinetics Publishers, Champaign, IL. Schwartz, J.-L., Robert-Ribe`s, J., Escudier, P., 1998. Ten years after Summerﬁeld: A taxonomy of models for audio-visual fusion in speech perception. In: Campbell, R., Dodd, B., Burnham, D. (Eds.), Hearing by Eye II: Advances in the Psychology of Speechreading and Auditory–Visual Speech. Psychology Press, Hove, UK, pp. 85–108. Schwartz, J.L., Teissier, P., Escudier, P., 2002. La parole multimodale: deux ou trois sens valent mieux quÕun. In: Mariani, J.J. (Ed.), Traitement automatique du langage



214



V. Attina et al. / Speech Communication 44 (2004) 197–214



parle´—2: reconnaissance de la parole. Hermes, Paris, pp. 141–178. Summerﬁeld, A.Q., 1987. Some preliminaries to a comprehensive account of audio-visual speech perception. In: Dodd, R., Campbell, R. (Eds.), Hearing by Eye: The Psychology of Lipreading. Lawrence Erlbaum Associates Ltd., Hove, UK, pp. 3–51. Uchanski, R., Delhorne, L., Dix, A., Braida, L., Reed, C., Durlach, N., 1994. Automatic speech recognition to aid the hearing impaired: Prospects for the automatic generation of Cued Speech. Journal of Rehabilitation Research and Development 31, 20–41. Vilain, A., Abry, C., Badin, P., 2000. Coproduction strategies ¨ hmanÕs model with adult in French VCVs: Confronting O and developmental articulatory data. In: Proc. 5th Seminar



on Speech Production, Models and Data, Kloster Seon, Bavaria, May 1–4, pp. 81–84. Woodward, M.F., Barber, C.G., 1960. Phoneme perception in lipreading. Journal of Speech and Hearing Research 3 (3), 212–222.



Further reading National Cued Speech Association Guidelines on the mechanics of cueing, 1994. Cued Speech Journal 5, 73–80. Sumby, W.H., Pollack, I., 1954. Visual contribution to speech intelligibility in noise. Journal of the Acoustical Society of America 26, 212–215.



























des documents recommandant













AUDIOVISUAL TEXT-TO-CUED SPEECH SYNTHESIS 

done using our MOTHER OPENGL animation soft- ware [14]. .... Vandenbergh and Franck Vayssettes for the processing of the raw motion capture data.










 








Audiovisual Text-to-Cued Speech Synthesis - eurasip 

shape the vocal tract and the sound structure (larynx, velum .... nmH parameters pmH and ang is the set of angles controlled .... of movement generation systems using the point-light ... Acta Oto-Rhino-Laryngologica Belgica, 42(3):375â€“.










 








Audiovisual Text-to-Cued Speech Synthesis - eurasip 

(2) Attitude Studio SA, 100 Avenue du GÃ©nÃ©ral Leclerc, 93692 Pantin France. ABSTRACT ... Listeners with hearing loss and orally educated typically rely heavily.










 








capturing data and realistic 3d models for cued speech analysis and 

Left: The five synchronic view of a static viseme with 247 beads glued on face. Right: The clone ... alginate (Figure 4), capturing also the position of the reflective ...










 








Synthesizer Design for Microwave Applications 

The last two standards allow a relatively low division ratio ..... standard measurement techniques with a reference synthesizer would not provide enough.










 








A Method for Segregation of Speech Signals 

recent and important signal processing problem. This problem involves the ... communication, biomedical applications as EEG or MRI signals) the number of ...










 








Chase rules for WFRP 

of stained glass carried by glaziers, group of pilgrims, gaggle of geese, ... A quarry can try to slow his pursuer by aggravating his progress, e.g. upsetting a ...










 








New rules for spooks 

Jan 25, 2014 - the time, the National Security Agency (NSA) had no way to tell that the call had come from America. Haunted by such lapses, successive ...










 








A Business Rules Design Framework for a Pharmaceutical Validation 

May 12, 2012 - 3Georges Pompidou University Hospital (HEGP), Paris, France. Keywords ..... ness rule management system (IBM/ILOG. JRulesÂ®). 2. Materials ...










 








Ssynth: a Real Time Additive Synthesizer With 

Sound Processing and Control Laboratory. Schulich School of ... Structure. Modularity in design of digital musical instruments [Wanderley, 2001] ... written in C: stand alone program or Pd object. Pd scheduler to .... About signal sampling rates:.










 








IMPROVED ENTROPIC GAIN FOR SPEECH 

basis search by reducing the entropy of the base and which is still compatible ... The results are shown on experimental ... The results strongly depend on the coding strategy re- ..... Table 1: Entropic gain (in0u) comparison for both methods.










 








iwf rules for competitions - IWAS 

Page 1. Book 4. Classification. 1. IWF Rules for Competition. Version May, 8th 2008. IWF RULES ..... training, skill level, talent and experience rather than grade of disability. The ...... and make associated event management arrangements.










 








Game rules for #Whatmovesyou #Michelin 

Belgium, Japan, United Kingdom, Spain, United States, Luxembourg, Netherlands or. Switzerland, and who has ..... Belgique, Japon, Royaume-Uni, Espagne, Etats-Unis, Luxembourg, Pays-Bas, Suisse, disposant d'une connexion ... La contribution de message










 








iwf rules for competitions - IWAS 

May 8, 2008 - system of classes is based to allow any fencer to compete against opponent ... Classifier Certification establishes that an individual has met competencies .... allows WFNC to participate fully in their classification training.










 








Tunes Synthesizer - Matthieu Benoit 

In addition there are 3 chimes making a total of 28 tunes. The chip is mask-programmable during manufacture enabling the quantity user to select his own music.










 








GROBIAN Bass Synthesizer 

oscillator/one-filter design, it features an unconvential seven-sawtooth ... Sets the amplitude of the saw oscillators, i. e. their level when mixed with the.










 








USB-Synthesizer .fr 

Apr 16, 2009 - (remove all spaces in email address) ..... Select â€œinstall from a list or specific locationâ€� ... LVDS Si570BBC000141DG i2c address = 55 Hex. â—‹.










 








High Order Statistic Estimators For Speech Processing 

the speech recognition performance. In a car environment, there are many ..... (spectra) in signal processing and system theory: Theoretical results and some ...










 








Paper Template for Speech Prosody 2002 - LiDiFra 

frequently used in the suburban youth speech. We show that ... Introduction. Since the early ... beginning of the word or the phrase; in utterances with more.










 








Paper Template for Speech Prosody 2002 

Determination of vocal fold geometry from excised larynges: Methodology and preliminary results. P. Å idlof *, J.G. Å vec**, J. HorÃ¡Ä�ek*, J. VeselÃ½*, I. KlepÃ¡Ä�ek *** ...










 








Paper Template for Speech Prosody 2002 

The Effects of the False Vocal Folds on Translaryngeal Airflow Resistance. Meena Agarwal1 ... suggest target laryngeal anatomy for optimal surgical and ... den Berg, 1955; Wilson, 1972, 1976), frequency (Wilson,. 1972 ... physiology and acoustics of 










 








ADMISSIBLE TREATMENT RULES FOR A RISK-AVERSE PLANNER 

numerical findings for Bayes and minimax-regret treatment rules. ..... between the maximum regret of our trial solutions and the lower bounds obtained using ...










 








A Linear-Logic Semantics for Constraint Handling Rules With 

Constraint Handling Rules With Disjunction (CHRâˆ¨)[2] is an extension of Constraint ... example program would then map to the following logical formula. ! (bird albatross .... Propagate rules express the addition of a goal under certain con-.










 








Speech Translation for French in the NESPOLE! 

speech translation in e-commerce and e-service sectors [1]. The spoken languages ... representation) and a synthesis chain (taking the IF representation and ...










 














×
Report rules for a Cued Speech synthesizer





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



