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A probabilistic approach to find a robust output feedback controller R. Toscano, P. Lyonnet Laboratoire de Tribologie et de Dynamique des Systemes CNRS UMR5513 ECL/ENISE ENISE. 58 rue Jean Parot, Saint-Etienne 42023 France Phone: +33 477 43 84 84, Fax: +33 477 43 84 99, E-mail: [email protected], [email protected] Abstract - This paper presents a simple but effective method for finding a robust output feedback controller via random search algorithm. The convergence of this algorithm can be guaranteed. Moreover, the probability to find a solution as well as the number of random trials can be estimated. The robustness of the closed loop system is improved by the minimization of a given cost function reflecting the performance of the controller for a set of plants. Simulation studies are used to demonstrate the effectiveness of the proposed method. Keywords— Output feedback; Pole placement; Random search algorithm; Robustness; Condition number; Cost function; NP-hard problem.



minimization of a given cost function reflecting the performance of the controller for a set of plants. The paper is organized as follows. In section 2, the problem of static output feedback is formulated. Section 3 shows that this problem can be solved by an appropriate random search algorithm. The robustness issue is discussed in section 5, and section 6 presents various simulations results to demonstrate the effectiveness of this approach. Finally, section 6 concludes this paper. II. PROBLEM STATEMENT



I. INTRODUCTION



It is well known that the performances of feedback control systems are mainly determined by the locality of their closed-loop poles, it follows that a natural design approach to find a static output feedback is by means of pole placement. Compared to the pole placement via state feedback, the same problem via output feedback is more complexe. In fact, the static output feedback problem in the case where the feedback gain are constrained to lie in some intervals is NP-hard [BLO 97a], [BLO 97b], [FU 04]. In other words, if a deterministic algorithm for solving the static output feedback problem is derived, it is an exponential-time algorithm, this implies that moderately large problems are computationally intractable. Starting from this negative result numerous progress has been made which modifies our notion of solving a given problem. In particular, randomized algorithms have recently received more attention in the literature. Indeed, for a randomized algorithm it is not required that it work all of the time but most of the time, in return, this kind of algorithms runs in polynomial-time [VID 01]. The idea of using a random algorithm to solve a complex problem is not new, and was first proposed, in the domain of automatic control, by Matyas [MAT 65], further developments can be found in [BAB 89] and references therein, [GOL 89], [KHA 96], [TEM 97], [VID 97], [VID 01], [KOL 01], [ABD 02]. The main objective of this paper is to present a new random approach to find a static output feedback for uncertain linear systems, which is simple and easy to use. In the proposed method, the probability to find a solution as well as the number of random trials can be evaluated. The robustness of the closed loop system is improved by the



Consider a multivariable linear dynamic system described by







x_ (t) = Ax(t) + Bu(t) y(t) = Cx(t)
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where x 2 n , u 2 m and y 2 p represent the state, input and output vectors, respectively, A 2 nn , B 2 nm and C 2 pn are known constant matrices. As m and rank C p. usual, it is assumed that rank B By applying a constant output feedback law
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u(t) = r(t) + Ky(t)



(2)



to (1), the closed-loop system is given as







x_ (t) = (A + BKC )x(t) + Br(t) y(t) = Cx(t)



(3)
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m is the reference input vector and K r mp the output feedback gain matrix. It was established
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that under the condition of A; B controllable and C; A observable and that m p > n (see [DAV 75], [KIM 77]) or mp > n (e.g. see [WAN 92]), it exists a feedback gain matrix K such that  A BKC , where is a given set of real and self-conjugate complex numbers, f1 ; 2 ; : : : ; n g as the desired poles of the closedloop system and  M is the spectrum of the square matrix M . The exact pole placement problem for output feedback is to find such a K . However, it is commonly recognized that in practical applications, the poles assigned are not required to be exactly the same as those specified. This is
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because the closed-loop system with poles approximately close to the desired one will possess similar desired behavior [CHU 93]. In fact, from a practical point of view, it is sufficient to consider the pole placement in a specified stable region D of the complex plane. As shown in [BLO 97a], the problem of finding an output feedback matrix K such that k ij 6 kij 6 kij 8i; j , and such that A BKC is a stable matrix is NP-hard. In the next section is proposed a random search algorithm in order to find a constrained output feedback matrix K (i.e. such that k ij 6 kij 6 kij 8i; j ) such that  A BKC  D, where D is a specified region of the complex plane determined in order to obtain a desired behavior. This problem is also NP-hard.
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III. RANDOM SEARCH ALGORITHM APPROACH



The main result for finding a constrained output feedback matrix for the system (1) is summarized in the following theorem. Theorem 1. If there exists an output feedback matrix K such that k ij 6 kij 6 kij 8i; j , and such that  A BKC  D, with D  , then the algorithm
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1) Generate a m  p matrix K with random uniformly distributed elements kij on the intervals k ij ; kij 8i; j .



(A + BKC ) 6 D go to step 1, otherwise stop.



2) If 



converges certainly to a solution.



D-stabilizing output feedback



K = fK 2 Rmp : (A + BKC )  D; kij 6 kij 6 kij 8i; j g Let us consider bility so that K distribution



P fK 62 Kg =
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iterations of the algorithm, the probaK is given by the binomial probability



n!  r (1  )n r!(n r)!
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(5) where r is the number success (i.e. the number of times that K 2 K) and  the probability of elementary success. For  > it is clear that n!1 n the algorithm converge then certainly to a solution.
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ber of samples and N s the number of samples such that (A + BKC )  D. The problem is to determine the number of samples N in order to obtain a reliable probabilistic estimate. More precisely, given the accuracy  2 [0; 1] and the confidence Æ 2 [0; 1], the minimum of samples N
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which guarantees that P rfj N j 6 g > Æ is given by the Chernoff bound [CHE 52], N > =Æ =  2 . Thus, the probability  can be estimated using the following algorithm. 1) Choose a number of iterations =Æ = 2 .
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2) Generate a m  p matrix K with random uniformly distributed elements k ij on the intervals k ij ; kij 8i; j



 ] 3) If (A + BKC )  D then N s = Ns + 1 [



4) If the number of iterations is incomplete go to step 2, otherwise stop. The estimation of the probability  is then given by N s =N .
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Proof. Let K be the set of matrices K defined by



(1 ) ln( ) ln(1 ) relative frequency ^N = Ns =N , where N is the total num-



 n 6 Æ which gives Indeed, from (5) we want to have n> Æ =  . The probability  can be estimated as



IV. ROBUSTNESS ISSUE



In this section, our objective is to find an output feedback controller such that the closed-loop system remains stable for a large variety of plants. If there exists an uncertainty term in the system matrix A, according to theorem 6 in BKC is [KAU 85], the closed-loop state matrix A of Hurwitz if
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kk2 < min Re( i )=2 (T ) i



(7)



where kk2 is the 2-norm or spectral norm of ,  i (i = 1; 2 : : : ; n) are eigenvalues of A+BKC , 2(T ) is the spectral condition number of T , that is  2 (T ) = kT k2 kT 1k2 , and T is the eigenvector matrix of A + BKC . From inequality (7) one can see that a smaller  2 (T ) gives a largest bound of kk 2 and thus increase the set of plants which can be stabilized. Hence the robustness of the closed loop system can be improved by solving the following optimization problem minimize subject to



J = kT k2kT K2K
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Remark 1. The number of iterations necessary to obtain a Æ is given solution with a confidence at least equal to by:



A sub-optimal solution of this optimization problem can be found using the theorem 2.



ln(Æ) n> ln(1 )



Theorem 2. For a given level of performance if there exists fK 2 K J K 6 g, a nonempty set of solutions K then the random optimization algorithm:
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1) Select an initial output feedback matrix K domain of exploration d; d , d > .
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2 K, and a



TABLE I EXPERIMENT RESULTS



2) Generate a m  p matrix K with random uniformly distributed elements kij on the interval d; d 8i; j , such that K K 2 K.
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+ 3) If J (K + K ) < J (K ) let K = K + K . 4) If J (K ) > , go to step 2, otherwise stop.



]



n 688



2 K . matrix K 2 K



converges certainly to a solution K
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Proof. Consider an initial for which J K > . By assumption there exists K , with K K 2 K, such that J K K < J K . Consider n iterations of the algorithm, the probability so that JK K > J K is given by  n (see the proof of theorem 3.1), where  > is the probablity of K < J K g. It is clear success that is P rfJ K n that  , then repeating the step 2-3-4 n!1 K < J K . If we find finally K such that J K JK K 6 then K K 2 K , if not, we consider K K as a new initial matrix and repeating the reasoning above we see that the algorithm converge to an element of K which is a suboptimal solution. Obviously, the optimal solution is given by the smallest level of performance min which is unknown.
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V. SIMULATION RESULTS
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Consider a 4-state, 2-input, 3-output aircraft example [YAN 94] given by
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0:037 0:0123 0:00055 1:0 3 0 0 1:0 0 77 6:37 0 0:23 0:0618 5 1:25 0 0:016 0:0457



0:00084 0:000236 3 6 0 0 77 B=6 4 0:08 0:804 5 0:0862 0:0665



7:7624 8:0917 4:0072 8:8633 6:9531 4:4514  = f 0:4981  1:0898j; 2:4505  0:3201j g 0:9900 2:1420 6:5898 1:0529 3:3637 2:7482  = f 0:3668  0:9934j; 0:3957; 2:4673; g 0:8021 3:6025 3:5335 7:7666 6:0396 3:0155  = f 2:3630  0:6832j; 0:3297  0:8411j g



12.5683



 46.7701



 8.0678



 19.8294



0:5261 0:2432 7:2889 3:4500 2:6392 0:9264  = f 1:1096  1:4612j; 0:3813  0:6400j g



 8.6107



Matrix gain and closed-loop poles



A. Example 1.



A=6 4



0:2327 7:8452 3:5994 8:4385 6:6849 5:4134  = f 2:3981  1:3954j; 0:4670  0:6628j g







TABLE II OPTIMIZATION RESULT



In this section various numerical examples are presented to illustrate the validity of the proposed approach.
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Matrix gain and closed-loop poles
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1:5474 7:7891 8:5192 1:6813 3:7358 0:4161  = f 0:3000  1:4976j; 0:3004 2:4994g
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1 (9)
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0 1 0 03 C =4 0 0 1 0 5 0 0 0 1 with its open loop poles at 0:0105, 0:2009, 0:0507  1:1168j . We want to find an output feedback controller K ,



2 5.2715



with jkij j 6 8i; j , such that the closed-loop poles are f j : 66 in the region defined by D : ; : 6 6 : g. Using the algorithm given in remark 1, we obtain  : , and the average number of iterations necessary to find a solution with a confidence Æ : , is 1763. Table I summarize various experimentations, where n is the number of iterations and  2 the spectral condition number. For the best result, using the random optimization algorithm (with d : ), we obtain the matrix gain and spectral condition number presented in Table II.
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B. Example 2. Consider a 5-state, 3-input, 3-output pilot plant evaporator model [HO 99] given by:



TABLE III EXPERIMENT RESULTS
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0 0 0:0034 0 0 3 6 0 0:0410 0:0013 0 0 77 6 0 0 1 : 1471 0 0 77 A=6 6 4 0 0 0:0036 0 0 5 0 0:0940 0:0057 0 0:0510 2 1:0000 0 0 3 6 0 0 0 77 6 7 0 0 0 : 9480 B=6 6 7 4 0:9160 1:0000 0 5 0:5980 0 0 2 0 0 0 0 13 C=4 1 0 0 0 0 5 0 0 0 1 0 (10) with its open loop poles at , , : , : , and : . We want to find an output feedback controller K , with jkij j 6 8i; j , such that the closed-loop poles are in the region defined by D f j : 66 : ; : 6 6 : g. Using the algorithm given 4 , and the averin remark 1, we obtain  :  age number of iterations necessary to find a solution with a Æ : , is 10333. Table III summarize confidence various experimentations, where n is the number of iterations and 2 the spectral condition number. For the best result 2 : , using the random optimization algorithm (with d : ), we obtain the matrix gain and spectral condition number presented in Table IV. This spectral condition number is better than that obtained in [HO 99] which :. have 2
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Matrix gain and closed-loop poles



"



VI. CONCLUSION



In this paper was presented a simple but effective method to find a robust output feedback controller via random search algorithm. The robustness of the closed-loop system is improved by the minimization of a cost function reflecting the performance of a fixed controller for a variety of plants. Two examples are presented which demonstrate the effectiveness of the proposed approach. The drawback of the proposed method is that the probability that the algorithm fails is not equal to zero for a finite number of iterations, but can be made arbitrarily small as the number of iterations increases.



2



2:8917 2:2234 0:0715 4:5221 0:1325 0:6331 1:6834 2:6855 2:6968 646 167.4183  = f 0:9769  0:3738j; 0:1467  0:4553j; 0:0537g " 2:7175 1:7948 0:2750 # 1:7312 4:5429 1:1175 K= 0:8666 1:5499 3:2881 677.7658 6434  = f 0:3659  0:4066j; 0:0661; 0:6076; 1:0333g " 0:0123 0:9414 0:4097 # K = 0:2420 0:0000 0:3112 0:6813 0:3795 0:8318 3857 18.8613  = f 1:1476; 0:4345  0:1868j; 0:0669; 0:0403g " 2:8561 1:7753 0:2511 # 4:2172 1:5954 1:5051 K= 3:3913 0:2017 0:4808 10084 62.7497  = f 1:1092  0:0535j; 0:1583  0:3618j; 0:0466g " 0:0125 0:1543 0:6328 # 0:2996 0:3410 0:7724 K= 4:0131 1:6788 0:0397 5458 38.0574  = f 1:1353; 0:1324 + 0:4316j ; 0:1272; 0:0513g K
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TABLE IV OPTIMIZATION RESULT
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Matrix gain and closed-loop poles
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0:0135 0:0374 0:0870 0:1409 0:0761 0:3669 0:2131 0:1487 1:1119  = f 1:1435; 0:2865; 0:0422  0:0474j; 0:0414g



#



2



6.9855



[BAB 89] BABA N., A New Approach for Finding the Global Minimum of Error Function of Neural Natworks, Neural Networks, vol. 2, p. 367–373, 1989. [BLO 97a] B LONDEL V., T SITSIKLIS J., NP-hardness of some linear control problem, SIAM Journal on Control and Optimization, vol. 35, p. 2118–2127, 1997. [BLO 97b] B LONDEL V., T SITSIKLIS J., A survey of computational complexity results in systems and control, Automatica, vol. 36, n9, p. 1249–1274, 1997. [CHE 52] C HERNOFF H., A measure of asymptotic efficiency for test of hypothesis based on sum of observations, Annals of Mathematical Statistics, vol. 23, p. 493–507, 1952.



REFERENCES



[CHU 93] C HU E., Approximate pole assignment, International Journal of Control, vol. 58, n2, p. 471–484, 1993.



[ABD 02] A BDALLAH C., A MATO F., A RIOLA M., D ORATO P., KOLTCHINSKII V., Statistical learning methods in linear algebra and control problems: the example of finite-time control of uncertain linear systems, Linear Algebra and its applications, vol. 351-352, p. 11–26, 2002.



[DAV 75] DAVISON E., WANG S., On pole assignment in linear multivariable systems using output feedback, IEEE Transactions on Automatic Control, , n8, p. 516–518, 1975. [FU 04] F U M., Pole placement via static output feedback is NP-



hard, IEEE Transactions on Automatic Control, vol. 49, n5, p. 855–857, 2004. [GOL 89] G OLDBERG D., Genetic algorithm in search, optimization, and machine learning, Addison Wesley, 1989. [HO 99] H O D., L AM J., X U J., TAM H. K., Neural computation for approximate pole assignment, Neurocomputing, vol. 25, p. 191–211, 1999. [KAU 85] K AUTSKY J., N ICHOLS N., D OOREN P. V., Robust pole assignment in linear state feedback, International Journal of Control, vol. 41, p. 1129–1155, 1985. [KHA 96] K HARGONEKAR P., T IKKU A., Randomized algorithms for robust control analysis and synthesis have polynomial complexity., Proceedings of the 35th conference on decision and control, Kobe, Japan, 1996. [KIM 77] K IMURA H., A further result on the problem of pole assignment by output feedback, IEEE Transactions on Automatic Control, vol. 25, n3, p. 458–463, 1977. [KOL 01] KOLTCHINSKII V., A BDALLAH C., A RIOLA M., D O RATO P., Statistical learning control of uncertain systems: theory and algorithms, Applied Mathematics and Computation, vol. 120, p. 31–43, 2001. [MAT 65] M ATYAS J., Random Optimization, Automation and Remote control, translated from Avtomatika i Telemekhanika, vol. 26, n2, p. 246–253, 1965. [TEM 97] T EMPO R., BAI E., DABBENE F., Probabilistic robustness analysis: Explicit Bounds for the minimum number of samples, System & Control Letters, vol. 30, p. 237-242, 1997. [VID 97] V IDYASAGAR M., A theory of learning and generalization: with application to neural networks and control systems., Springer-Verlag, 1997. [VID 98] V IDYASAGAR M., Statistical learning theory and randomized algorithms for control, IEEE Control Systems Mag., vol. 18, n6, p. 69–85, 1998. [VID 01] V IDYASAGAR M., Randomized algorithms for robust controller synthesis using statistical learning theory, Automatica, vol. 37, n10, p. 1515–1528, 2001. [WAN 92] WANG X., Pole placement by static output feedback, Journal of Mathematics Systems Estimation Control, vol. 2, n2, p. 205–218, 1992. [YAN 94] YAN W., T EO K., M OORE J., A Gradient FlowApproach to Computing LQ Optimal Output Feedback Gains, Optimal Control Application & Methods, vol. 15, p. 67–75, 1994.



























des documents recommandant







[image: alt]





Liasse fiscale RMP 

CrÃ©ances rattachÃ©es Ã  des participations. BB. BC. Autres titres immobilisÃ©s. BD. BE .... -333 591. 5 980 514. 9 073. 9 073. 6 700. 5 306 816. 120 375. 215 853.










 


[image: alt]





Les exportations de pommes en 2015-2016 - RNM - FranceAgriMer 

12 095. 9 896. 4 103 112 643. SlovÃ©nie. 1. 1. 1. 1. 0. 1. 2. 2. 1. 2. 1. 14. SuÃ¨de. 1 256. 1 492. 619. 575. 353. 435. 350. 408. 293. 285. 440. 6 505. Bulgarie. 0. 0. 0.










 














×
Report RnÎ§m RmÎ§p





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



