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Preface



Wireless personal mobile and cellular communications are expected to be one of the hottest growth areas of the 2000s and beyond. They have enjoyed the fastest growth rate in the telecommunications industry—adding customers at a rate of 20–30% a year. Presently, at least six satellite systems are being developed so that wireless personal voice and data communications can be transmitted from any part of the earth to another using a simple, hand-held device. These future systems will provide data and voice communications to anywhere in the world, using a combination of wireless telephones, wireless modems, terrestrial cellular telephones and satellites. The use of wireless remote sensing, remote identification, direct broadcast, global navigation, and compact sensors has also gained popularity in the past decade. Wireless communications and sensors have become a part of a consumer’s daily life. All of these wireless systems consist of a radio frequency (RF) or microwave front end. Although many new wireless courses have been offered at universities and in industry, there is yet to be a textbook written on RF and microwave wireless systems. The purpose of this book is to introduce students and beginners to the general hardware components, system parameters, and architectures of RF and microwave wireless systems. Practical examples of components and system configurations are emphasized. Both communication and radar=sensor systems are covered. Many other systems, such as, the global positioning system (GPS), RF identification (RFID), direct broadcast system (DBS), surveillance, smart highways, and smart automobiles are introduced. It is hoped that this book will bridge the gap between RF=microwave engineers and communication system engineers. The materials covered in this book have been taught successfully at Texas A&M University to a senior class for the past few years. Half of the students are from RF and microwave areas, and half are from communications, signal processing, solidstate, optics, or other areas. The book is intended to be taught for one semester to an undergraduate senior class or first-year graduate class with some sections assigned to xi
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PREFACE



students for self-study. The end-of-chapter problems will strengthen the reader’s knowledge of the subject. The reference sections list the principal references for further reading. Although this book was written as a textbook, it can also be used as a reference book for practical engineers and technicians. Throughout the book, the emphasis is on the basic operating principles. Many practical examples and design information have been included. I would like to thank all of my former students who used my notes in class for their useful comments and suggestions. I would also like to thank Mingyi Li, Paola Zepeda, Chris Rodenbeck, Matt Coutant and James McSpadden for critical review of the manuscript. Michelle Rubin has done an excellent job in editing and preparing the manuscript. Taehan Bae has helped to prepared some of the art work. Finally, I wish to express my deep appreciation to my wife, Suh-jan, and my children, Peter and Nancy, for their patience and support. KAI CHANG February 2000
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CHAPTER ONE



Introduction 1.1



BRIEF HISTORY OF RF AND MICROWAVE WIRELESS SYSTEMS



The wireless era was started by two European scientists, James Clerk Maxwell and Heinrich Rudolf Hertz. In 1864, Maxwell presented Maxwell's equations by unifying the works of Lorentz, Faraday, Ampere, and Gauss. He predicted the propagation of electromagnetic waves in free space at the speed of light. He postulated that light was an electromagnetic phenomenon of a particular wavelength and predicted that radiation would occur at other wavelengths as well. His theory was not well accepted until 20 years later, after Hertz validated the electromagnetic wave (wireless) propagation. Hertz demonstrated radio frequency (RF) generation, propagation, and reception in the laboratory. His radio system experiment consisted of an end-loaded dipole transmitter and a resonant square-loop antenna receiver operating at a wavelength of 4 m. For this work, Hertz is known as the father of radio, and frequency is described in units of hertz (Hz). Hertz's work remained a laboratory curiosity for almost two decades, until a young Italian, Guglielmo Marconi, envisioned a method for transmitting and receiving information. Marconi commercialized the use of electromagnetic wave propagation for wireless communications and allowed the transfer of information from one continent to another without a physical connection. The telegraph became the means of fast communications. Distress signals from the S.S. Titanic made a great impression on the public regarding the usefulness of wireless communications. Marconi's wireless communications using the telegraph meant that a ship was no longer isolated in the open seas and could have continuous contact to report its positions. Marconi's efforts earned him the Nobel Prize in 1909. In the early 1900s, most wireless transmission occurred at very long wavelengths. Transmitters consisted of Alexanderson alternators, Poulsen arcs, and spark gaps. Receivers used coherers, Fleming valves, and DeForest audions. With the advent of DeForest's triode vacuum tube in 1907, continuous waves (CW) replaced spark gaps, 1



2



INTRODUCTION



and more reliable frequency and power output were obtained for radio broadcasting at frequencies below 1.5 MHz. In the 1920s, the one-way broadcast was made to police cars in Detroit. Then the use of radio waves for wireless broadcasting, communications between mobile and land stations, public safety systems, maritime mobile services, and land transportation systems was drastically increased. During World War II, radio communications became indispensable for military use in battle®elds and troop maneuvering. World War II also created an urgent need for radar (standing for radio detection and ranging). The acronym radar has since become a common term describing the use of re¯ections from objects to detect and determine the distance to and relative speed of a target. A radar's resolution (i.e., the minimum object size that can be detected) is proportional to wavelength. Therefore, shorter wavelengths or higher frequencies (i.e., microwave frequencies and above) are required to detect smaller objects such as ®ghter aircraft. Wireless communications using telegraphs, broadcasting, telephones, and pointto-point radio links were available before World War II. The widespread use of these communication methods was accelerated during and after the war. For long-distance wireless communications, relay systems or tropospheric scattering were used. In 1959, J. R. Pierce and R. Kompfner envisioned transoceanic communications by satellites. This opened an era of global communications using satellites. The satellite uses a broadband high-frequency system that can simultaneously support thousands of telephone users, tens or hundreds of TV channels, and many data links. The operating frequencies are in the gigahertz range. After 1980, cordless phones and



FIGURE 1.1



Summary of the history of wireless systems.



1.2 FREQUENCY SPECTRUMS
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cellular phones became popular and have enjoyed very rapid growth in the past two decades. Today, personal communication systems (PCSs) operating at higher frequencies with wider bandwidths are emerging with a combination of various services such as voice mail, email, video, messaging, data, and computer on-line services. The direct link between satellites and personal communication systems can provide voice, video, or data communications anywhere in the world, even in the most remote regions of the globe. In addition to communication and radar applications, wireless technologies have many other applications. In the 1990s, the use of wireless RF and microwave technologies for motor vehicle and highway applications has increased, especially in Europe and Japan. The direct broadcast satellite (DBS) systems have offered an alternative to cable television, and the end of the Cold War has made many military technologies available to civilian applications. The global positioning systems (GPSs), RF identi®cation (RFID) systems, and remote sensing and surveillance systems have also found many commercial applications. Figure 1.1 summarizes the history of these wireless systems.



1.2



FREQUENCY SPECTRUMS



Radio frequencies, microwaves, and millimeter waves occupy the region of the electromagnetic spectrum below 300 GHz. The microwave frequency spectrum is from 300 MHz to 30 GHz with a corresponding wavelength from 100 cm to 1 cm. Below the microwave spectrum is the RF spectrum and above is the millimeter-wave spectrum. Above the millimeter-wave spectrum are submillimeter-wave, infrared, and optical spectrums. Millimeter waves (30±300 GHz), which derive their name from the dimensions of the wavelengths (from 10 to 1 mm), can be classi®ed as microwaves since millimeter-wave technology is quite similar to that of microwaves. Figure 1.2 shows the electromagnetic spectrum. For convenience, microwave and millimeter-wave spectrums are further divided into many frequency bands. Figure 1.2 shows some microwave bands, and Table 1.1 shows some millimeter-wave bands. The RF spectrum is not well de®ned. One can consider the frequency spectrum below 300 MHz as the RF spectrum. But frequently, literatures use the RF term up to 2 GHz or even higher. The Federal Communications Commission (FCC) allocates frequency ranges and speci®cations for different applications in the United States, including televisions, radios, satellite communications, cellular phones, police radar, burglar alarms, and navigation beacons. The performance of each application is strongly affected by the atmospheric absorption. The absorption curves are shown in Fig. 1.3. For example, a secure local area network would be ideal at 60 GHz due to the high attenuation caused by the O2 resonance. As more applications spring up, overcrowding and interference at lower frequency bands pushes applications toward higher operating frequencies. Higher frequency operation has several advantages, including:
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FIGURE 1.2



Electromagnetic spectrum.



1.2 FREQUENCY SPECTRUMS
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1. Larger instantaneous bandwidth for greater transfer of information 2. Higher resolution for radar, bigger doppler shift for CW radar, and more detailed imaging and sensing 3. Reduced dimensions for antennas and other components 4. Less interference from nearby applications 5. Fast speed for digital system signal processing and data transmission 6. Less crowded spectrum 7. Dif®culty in jamming (military applications) TABLE 1.1 Designation Q-band U -band V -band E-band W -band D-band G-band Y -band



FIGURE 1.3



Millimeter-Wave Band Designation Frequency Range (GHz) 33±50 40±60 50±75 60±90 75±110 110±170 140±220 220±325



Absorption by the atmosphere in clear weather.
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The use of higher frequency also has some disadvantages: 1. 2. 3. 4. 5.



More expensive components Higher atmospheric losses Reliance on GaAs instead of Si technology Higher component losses and lower output power from active devices Less accurate design tools and less mature technologies



The electron mobility in GaAs is higher than that in silicon. Therefore, GaAs devices can operate at higher frequencies and speeds. Current silicon-based devices are commonly used up to 2 GHz. Above 4 GHz, GaAs devices are preferred for better performance. However, GaAs processing is more expensive, and the yield is lower than that of silicon.



1.3



WIRELESS APPLICATIONS



Two of the most historically important RF=microwave applications are communication systems and radar; but there are many others. Currently, the market is driven by the phenomenal growth of PCSs, although there is also an increased demand for satellite-based video, telephone, and data communication systems. Radio waves and microwaves play an important role in modern life. Television signals are transmitted around the globe by satellites using microwaves. Airliners are guided from takeoff to landing by microwave radar and navigation systems. Telephone and data signals are transmitted using microwave relays. The military uses microwaves for surveillance, navigation, guidance and control, communications, and identi®cation in their tanks, ships, and planes. Cellular telephones are everywhere. The RF and microwave wireless technologies have many commercial and military applications. The major application areas include communications, radar, navigation, remote sensing, RF identi®cation, broadcasting, automobiles and highways, sensors, surveillance, medical, and astronomy and space exploration. The details of these applications are listed below: 1. Wireless Communications. Space, long-distance, cordless phones, cellular telephones, mobile, PCSs, local-area networks (LANs), aircraft, marine, citizen's band (CB) radio, vehicle, satellite, global, etc. 2. Radar. Airborne, marine, vehicle, collision avoidance, weather, imaging, air defense, traf®c control, police, intrusion detection, weapon guidance, surveillance, etc. 3. Navigation. Microwave landing system (MLS), GPS, beacon, terrain avoidance, imaging radar, collision avoidance, auto-pilot, aircraft, marine, vehicle, etc.



1.4 A SIMPLE SYSTEM EXAMPLE
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4. Remote Sensing. Earth monitoring, meteorology, pollution monitoring, forest, soil moisture, vegetation, agriculture, ®sheries, mining, water, desert, ocean, land surface, clouds, precipitation, wind, ¯ood, snow, iceberg, urban growth, aviation and marine traf®c, surveillance, etc. 5. RF Identi®cation. Security, antitheft, access control, product tracking, inventory control, keyless entry, animal tracking, toll collection, automatic checkout, asset management, etc. 6. Broadcasting. Amplitude- and frequency-modulated (AM, FM) radio, TV, DBS, universal radio system, etc. 7. Automobiles and Highways. Collision warning and avoidance, GPS, blindspot radar, adaptive cruise control, autonavigation, road-to-vehicle communications, automobile communications, near-obstacle detection, radar speed sensors, vehicle RF identi®cation, intelligent vehicle and highway system (IVHS), automated highway, automatic toll collection, traf®c control, ground penetration radar, structure inspection, road guidance, range and speed detection, vehicle detection, etc. 8. Sensors. Moisture sensors, temperature sensors, robotics, buried-object detection, traf®c monitoring, antitheft, intruder detection, industrial sensors, etc. 9. Surveillance and Electronic Warfare. Spy satellites, signal or radiation monitoring, troop movement, jamming, antijamming, police radar detectors, intruder detection, etc. 10. Medical. Magnetic resonance imaging, microwave imaging, patient monitoring, etc. 11. Radio Astronomy and Space Exploration. Radio telescopes, deep-space probes, space monitoring, etc. 12. Wireless Power Transmission. Space to space, space to ground, ground to space, ground to ground power transmission. 1.4



A SIMPLE SYSTEM EXAMPLE



A wireless system is composed of active and passive devices interconnected to perform a useful function. A simple example of a wireless radio system is shown in Fig. 1.4. The transmitter operates as follows. The input baseband signal, which could be voice, video, or data, is assumed to be bandlimited to a frequency fm. This signal is ®ltered to remove any components that may be beyond the channel's passband. The message signal is then mixed with a local oscillator (LO) signal to produce a modulated carrier in a process called up-conversion since it produces signals at frequencies fLO ‡ fm or fLO fm which are normally much higher than fm . The modulated carrier can then be ampli®ed and transmitted by the antenna. When the signal arrives at the receiver, it is normally ampli®ed by a low-noise ampli®er (LNA). The LNA may be omitted from some systems when the received signal has enough power to be mixed directly, as may occur in short-distance
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FIGURE 1.4



Block diagram of a simpli®ed wireless radio system.



communication links. The mixer then produces a signal at a frequency fIF ‡ fm or fIF fm in a process called down-conversion since fIF is chosen to be much lower than fLO . The signal is ®ltered to remove any undesired harmonic and spurious products resulting from the mixing process and is ampli®ed by an intermediatefrequency (IF) ampli®er. The output of the ampli®er goes to a detector stage where the baseband signal fm , which contains the original message, is recovered. To perform all of these functions, the microwave system relies on separate components that contribute speci®c functions to the overall system performance. Broadly speaking, microwave components can be classi®ed as transmission lines, couplers, ®lters, resonators, signal control components, ampli®ers, oscillators, mixers, detectors, and antennas.



1.5



ORGANIZATION OF THIS BOOK



This book is organized into 11 chapters. Chapter 2 reviews some fundamental principles of transmission lines and electromagnetic waves. Chapter 3 gives a brief overview of how antennas and antenna arrays work. Chapter 4 provides a discussion



1.5 ORGANIZATION OF THIS BOOK
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of system parameters for various components that form building blocks for a system. Chapters 5 and 6 are devoted to receiver and transmitter systems. Chapter 7 introduces the radar equation and the basic principles for pulse and CW radar systems. Chapter 8 describes various wireless communication systems, including radios, microwave links, satellite communications, and cellular phones. It also discusses the Friis transmission equation, space loss, and link budget calculation. A brief introduction to modulation techniques and multiple-access methods is given in Chapters 9 and 10. Finally, Chapter 11 describes other wireless applications, including navigation systems, automobile and highway applications, direct broadcast systems, remote sensing systems, RF identi®cation systems, and surveillance systems.
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CHAPTER TWO



Review of Waves and Transmission Lines



2.1



INTRODUCTION



At low RF, a wire or a line on a printed circuit board can be used to connect two electronic components. At higher frequencies, the current tends to concentrate on the surface of the wire due to the skin effect. The skin depth is a function of frequency and conductivity given by 



2 ds ˆ oms



1=2



…2:1†



where o ˆ 2pf is the angular frequency, f is the frequency, m is the permeability, and s is the conductivity. For copper at a frequency of 10 GHz, s ˆ 5:8  107 S=m and ds ˆ 6:6  10 5 cm, which is a very small distance. The ®eld amplitude decays exponentially from its surface value according to e z=ds , as shown in Fig. 2.1. The ®eld decays by an amount of e 1 in a distance of skin depth ds . When a wire is operating at low RF, the current is distributed uniformly inside the wire, as shown in Fig. 2.2. As the frequency is increased, the current will move to the surface of the wire. This will cause higher conductor losses and ®eld radiation. To overcome this problem, shielded wires or ®eld-con®ned lines are used at higher frequencies. Many transmission lines and waveguides have been proposed and used in RF and microwave frequencies. Figure 2.3 shows the cross-sectional views of some of these structures. They can be classi®ed into two categories: conventional and integrated circuits. A qualitative comparison of some of these structures is given in Table 2.1. Transmission lines and=or waveguides are extensively used in any system. They are used for interconnecting different components. They form the building blocks of 10
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FIGURE 2.1 Fields inside the conductor.



FIGURE 2.2 The currrent distribution within a wire operating at different frequencies.



many components and circuits. Examples are the matching networks for an ampli®er and sections for a ®lter. They can be used for wired communications to connect a transmitter to a receiver (Cable TV is an example). The choice of a suitable transmission medium for constructing microwave circuits, components, and subsystems is dictated by electrical and mechanical trade-offs. Electrical trade-offs involve such parameters as transmission line loss, dispersion, higher order modes, range of impedance levels, bandwidth, maximum operating frequency, and suitability for component and device implementation. Mechanical trade-offs include ease of fabrication, tolerance, reliability, ¯exibility, weight, and size. In many applications, cost is an important consideration. This chapter will discuss the transmission line theory, re¯ection and transmission, S-parameters, and impedance matching techniques. The most commonly used transmission lines and waveguides such as coaxial cables, microstrip lines, and rectangular waveguides will be described.
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REVIEW OF WAVES AND TRANSMISSION LINES



FIGURE 2.3 Transmission line and waveguide structures.



2.2



WAVE PROPAGATION



Waves can propagate in free space or in a transmission line or waveguide. Wave propagation in free space forms the basis for wireless applications. Maxwell predicted wave propagation in 1864 by the derivation of the wave equations. Hertz validated Maxwell's theory and demonstrated radio wave propagation in the
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Rectangular waveguide Coaxial line Stripline Microstrip line Suspended stripline Finline Slotline Coplanar waveguide Image guide Dielectric line



< 300 < 50 < 10  100  150  150  60  60 < 300 < 300



Useful Frequency Range (GHz) 100±500 10±100 10±100 10±100 20±150 20±400 60±200 40±150 30±30 20±50



Impedance Range (O)



Transmission Line and Waveguide Comparisons



Transmission Line



TABLE 2.1



Moderate to large Moderate Moderate Small Small Moderate Small Small Moderate Moderate



Cross-Sectional Dimensions High Moderate Low Low Moderate Moderate Low Low High High



Q-Factor High Moderate Low Low Low Low Low Low Low Low



Power Rating



Easy Fair Fair Easy Easy Easy Fair Fair Poor Poor



Active Device Mounting



Poor Poor Good Good Fair Fair Good Good Good Fair



Potential for Low-Cost Production
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laboratory in 1886. This opened up an era of radio wave applications. For his work, Hertz is known as the father of radio, and his name is used as the frequency unit. Let us consider the following four Maxwell equations: ~ˆ HE



r e



Gauss' law



~ @B Faraday's law @t ~ ~ ˆ @D ‡ J~ Ampere's law HH @t ~ ˆ 0 flux law HB ~ˆ HE



…2:2a† …2:2b† …2:2c† …2:2d†



~ and B ~ are electric and magnetic ®elds, D ~ is the electric displacement, H ~ is where E ~ the magnetic intensity, J is the conduction current density, e is the permittivity, and r ~ is the charge density. The term @D=@t is displacement current density, which was ®rst added by Maxwell. This term is important in leading to the possibility of wave propagation. The last equation is for the continuity of ¯ux. We also have two constitutive relations: ~ ˆ e0 E ~ ‡P ~ ˆ eE ~ D



…2:3a†



~ ‡M ~ ˆ mH ~ ~ ˆ m0 H B



…2:3b†



~ and M ~ are the electric and magnetic dipole moments, respectively, m is the where P permeability, and e is the permittivity. The relative dielectric constant of the medium and the relative permeability are given by er ˆ



e e0



…2:4a†



mr ˆ



m m0



…2:4b†



where m0 ˆ 4p  10 7 H=m is the permeability of vacuum and e0 ˆ 8:85  10 12 F=m is the permittivity of vacuum. With Eqs. (2.2) and (2.3), the wave equation can be derived for a source-free transmission line (or waveguide) or free space. For a source-free case, we have J~ ˆ r ˆ 0, and Eq. (2.2) can be rewritten as ~ ˆ0 HE ~ˆ HE



…2:5a† ~ jomH



~ ˆ joeE ~ HH ~ ˆ0 HH



…2:5b† …2:5c† …2:5d†



2.2 WAVE PROPAGATION
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Here we assume that all ®elds vary as e jot and @=@t is replaced by jo. The curl of Eq. (2.5b) gives ~ˆ HHE



~ jomH  H



~ ˆ H…H  E† ~ Using the vector identity H  H  E Eq. (2.6), we have ~ H…H  E†



~ˆ H2 E



…2:6†



~ and substituting (2.5c) into H2 E



~ ˆ o2 meE ~ jom… joeE†



…2:7†



Substituting Eq. (2.5a) into the above equation leads to ~ ‡ o2 meE ~ ˆ0 H2 E



…2:8a†



~ ‡ k 2E ~ ˆ0 H2 E



…2:8b†



or



p����� where k ˆ o me ˆ propagation constant. Similarly, one can derive ~ ‡ o2 meH ~ ˆ0 H2 H



…2:9†



Equations (2.8) and (2.9) are referred to as the Helmholtz equations or wave equations. The constant k (or b) is called the wave number or propagation constant, which may be expressed as p����� 2p f o ˆ 2p ˆ k ˆ o me ˆ l v v



…2:10†



where l is the wavelength and v is the wave velocity. In free space or air-®lled transmission lines, m ˆ m0 and e ˆ e0 , we have p��������� p��������� k ˆ k0 ˆ o m0 e0 , and v ˆ c ˆ 1= m0 e0 ˆ speed of light. Equations (2.8) and (2.9) can be solved in rectangular, cylindrical, or spherical coordinates. Antenna radiation in free space is an example of spherical coordinates. The solution in a wave propagating in the ~r direction: ~ y; f† ˆ E…y; ~ f†e E…r;



~r jk~



…2:11†
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The propagation in a rectangular waveguide is an example of rectangular coordinates with a wave propagating in the z direction: ~ y; z† ˆ E…x; ~ y†e E…x;



jkz



…2:12†



Wave propagation in cylindrical coordinates can be found in the solution for a coaxial line or a circular waveguide with the ®eld given by ~ f; z† ˆ E…r; ~ f†e E…r;



jkz



…2:13†



From the above discussion, we can conclude that electromagnetic waves can propagate in free space or in a transmission line. The wave amplitude varies with time as a function of e jot . It also varies in the direction of propagation and in the transverse direction. The periodic variation in time as shown in Fig. 2.4 gives the



FIGURE 2.4



Wave variation in time and space domains.
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frequency f , which is equal to 1=T , where T is the period. The period length in the propagation direction gives the wavelength. The wave propagates at a speed as v ˆ fl



…2:14†



Here, v equals the speed of light c if the propagation is in free space: v ˆ c ˆ f l0



…2:15†



l0 being the free-space wavelength. 2.3



TRANSMISSION LINE EQUATION



The transmission line equation can be derived from circuit theory. Suppose a transmission line is used to connect a source to a load, as shown in Fig. 2.5. At position x along the line, there exists a time-varying voltage v…x; t† and current i…x; t†. For a small section between x and x ‡ Dx, the equivalent circuit of this section Dx can be represented by the distributed elements of L, R, C, and G, which are the inductance, resistance, capacitance, and conductance per unit length. For a lossless line, R ˆ G ˆ 0. In most cases, R and G are small. This equivalent circuit can be easily understood by considering a coaxial line in Fig. 2.6. The parameters L and R are due to the length and conductor losses of the outer and inner conductors, whereas



i(x, t)



v(x, t)



Source



Load



∆x x x + ∆x



L∆ x



i(x, t) =



v(x, t)



x



R∆ x C∆ x



i(x + ∆ x, t) G∆ x



v(x + ∆ x, t)



∆x x



x + ∆x



x



x + ∆x



FIGURE 2.5 Transmission line equivalent circuit.
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FIGURE 2.6



L, R, C for a coaxial line.



C and G are attributed to the separation and dielectric losses between the outer and inner conductors. Applying Kirchhoff's current and voltage laws to the equivalent circuit shown in Fig. 2.5, we have v…x ‡ Dx; t†



i…x ‡ Dx; t†



v…x; t† ˆ Dv…x; t† ˆ …R Dx†i…x; t† @i…x; t† …L Dx† @t



i…x; t† ˆ Di…x; t† ˆ …G Dx†v…x ‡ Dx; t† @v…x ‡ Dx; t† …C Dx† @t



…2:16†



…2:17†



Dividing the above two equations by Dx and taking the limit as Dx approaches 0, we have the following equations: @v…x; t† ˆ @x @i…x; t† ˆ @x



Ri…x; t†



L



@i…x; t† @t



…2:18†



Gv…x; t†



C



@v…x; t† @t



…2:19†



Differentiating Eq. (2.18) with respect to x and Eq. (2.19) with respect to t gives @2 v…x; t† ˆ @x2 @2 i…x; t† ˆ @t @x



@i…x; t† @x



L



@2 i…x; t† @x @t



…2:20†



@v…x; t† @t



C



@2 v…x; t† @t 2



…2:21†



R



G
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By substituting (2.19) and (2.21) into (2.20), one can eliminate @i=@x and @2 i=…@x @t†. If only the steady-state sinusoidally time-varying solution is desired, phasor notation can be used to simplify these equations [1, 2]. Here, v and i can be expressed as v…x; t† ˆ Re‰V …x†e jot Š



…2:22†



i…x; t† ˆ Re‰I …x†e jot Š



…2:23†



where Re is the real part and o is the angular frequency equal to 2pf . A ®nal equation can be written as d 2 V …x† dx2



g2 V …x† ˆ 0



…2:24†



Note that Eq. (2.24) is a wave equation, and g is the wave propagation constant given by g ˆ ‰…R ‡ joL†…G ‡ joC†Š1=2 ˆ a ‡ jb



…2:25†



where a ˆ attenuation constant in nepers per unit length b ˆ phase constant in radians per unit length: The general solution to Eq. (2.24) is V …x† ˆ V‡ e



gx



‡ V egx



…2:26†



Equation (2.26) gives the solution for voltage along the transmission line. The voltage is the summation of a forward wave (V‡ e gx ) and a re¯ected wave (V egx ) propagating in the ‡x and x directions, respectively. The current I …x† can be found from Eq. (2.18) in the frequency domain: I …x† ˆ I‡ e



gx



I egx



…2:27†



where I‡ ˆ



g V ; R ‡ joL ‡



I ˆ



g V R ‡ joL



The characteristic impedance of the line is de®ned by  1=2 V‡ V R ‡ joL R ‡ joL ˆ Z0 ˆ ˆ ˆ g G ‡ joC I‡ I



…2:28†
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For a lossless line, R ˆ G ˆ 0, we have p������� g ˆ jb ˆ jo LC r���� L Z0 ˆ C o 1 Phase velocity vp ˆ ˆ f lg ˆ p������� b LC



…2:29a† …2:29b† …2:29c†



where lg is the guided wavelength and b is the propagation constant. 2.4 REFLECTION, TRANSMISSION, AND IMPEDANCE FOR A TERMINATED TRANSMISSION LINE The transmission line is used to connect two components. Figure 2.7 shows a transmission line with a length l and a characteristic impedance Z0 . If the line is lossless and terminated by a load Z0, there is no re¯ection and the input impedance Zin is always equal to Z0 regardless of the length of the transmission line. If a load ZL



FIGURE 2.7 Terminated transmission line: (a) a load Z0 is connected to a transmission line with a characteristic impedance Z0 ; (b) a load ZL is connected to a transmission line with a characteristic impedance Z0 .
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(ZL could be real or complex) is connected to the line as shown in Fig. 2.7b and ZL 6ˆ Z0 , there exists a re¯ected wave and the input impedance is no longer equal to Z0 . Instead, Zin is a function of frequency ( f ), l, ZL , and Z0 . Note that at low frequencies, Zin  ZL regardless of l. In the last section, the voltage along the line was given by V …x† ˆ V‡ e



gx



‡ V egx



…2:30†



A re¯ection coef®cient along the line is de®ned as G…x†: G…x† ˆ



reflected V …x† V egx V 2gx ˆ ˆ e gx incident V …x† V‡ e V‡



…2:31a†



where GL ˆ



V ˆ G…0† V‡



ˆ reflection coefficient at load



…2:31b†



Substituting GL into Eqs. (2.26) and (2.27), the impedance along the line is given by Z…x† ˆ



V …x† e ˆ Z0 I …x† e



gx



‡ GL egx gx GL egx



…2:32†



At x ˆ 0, Z…x† ˆ ZL . Therefore, ZL ˆ Z 0



1 ‡ GL 1 GL



GL ˆ jGL jejf ˆ To ®nd the input impedance, we set x ˆ



…2:33†



ZL Z0 ZL ‡ Z0



…2:34†



l in Z…x†. This gives



Zin ˆ Z… l† ˆ Z0



egl ‡ GL e egl GL e



gl gl



…2:35†



Substituting (2.34) into the above equation, we have Zin ˆ Z0



ZL ‡ Z0 tanh gl Z0 ‡ ZL tanh gl



…2:36†
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For the lossless case, g ˆ jb, (2.36) becomes Zin ˆ Z0



ZL ‡ jZ0 tan bl Z0 ‡ jZL tan bl



ˆ Zin …l; f ; ZL ; Z0 †



…2:37†



Equation (2.37) is used to calculate the input impedance for a terminated lossless transmission line. It is interesting to note that, for low frequencies, bl  0 and Zin  ZL . The power transmitted and re¯ected can be calculated by the following: Incident power ˆ Pin ˆ Reflected power ˆ Pr ˆ



jV‡ j2 Z0



…2:38†



jV j2 Z0



jV‡ j2 jGL j2 ˆ jGL j2 Pin Z0 Transmitted power ˆ Pt ˆ Pin Pr ˆ



jGL j2 †Pin



ˆ …1



2.5



…2:39†



…2:40†



VOLTAGE STANDING-WAVE RATIO



For a transmission line with a matched load, there is no re¯ection, and the magnitude of the voltage along the line is equal to jV‡ j. For a transmission line terminated with a load ZL, a re¯ected wave exists, and the incident and re¯ected waves interfere to produce a standing-wave pattern along the line. The voltage at point x along the lossless line is given by V …x† ˆ V‡ e



jbx



ˆ V‡ e



jbx



‡ V ejbx …1 ‡ GL e2jbx †



…2:41†



Substituting GL ˆ jGL jejf into the above equation gives the magnitude of V …x† as  jV …x†j ˆ jV‡ j …1 ‡ jGL j†2



4jGL j sin2 bx ‡ 12 f



1=2



…2:42†



Equation (2.42) shows that jV …x†j oscillates between a maximum value of jV‡ j…1 ‡ jGL j† when sin…bx ‡ 12 f† ˆ 0 (or bx ‡ 12 f ˆ np) and a minimum value of jV‡ j…1 jGL j† when sin…bx ‡ 12 f† ˆ 1 (or bx ‡ 12 f ˆ mp 12 p). Figure 2.8 shows the pattern that repeats itself every 12 lg .
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FIGURE 2.8



Pattern of voltage magnitude along line.



The ®rst maximum voltage can be found by setting x ˆ have 2bdmax ˆ f The ®rst minimum voltage, found by setting x ˆ



dmax and n ˆ 0. We …2:43†



dmin and m ˆ 0, is given by



2bdmin ˆ f ‡ p



…2:44†



The voltage standing-wave ratio (VSWR) is de®ned as the ratio of the maximum voltage to the minimum voltage. From (2.42), VSWR ˆ



jVmax j 1 ‡ jGL j ˆ jVmin j 1 jGL j



…2:45†



If the VSWR is known, jGL j can be found by jGL j ˆ



VSWR 1 ˆ jG…x†j VSWR ‡ 1



…2:46†



The VSWR is an important speci®cation for all microwave components. For good matching, a low VSWR close to 1 is generally required over the operating frequency bandwidth. The VSWR can be measured by a VSWR meter together with a slotted
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line, a re¯ectometer, or a network analyzer. Figure 2.9 shows a nomograph of the VSWR. The return loss and power transmission are de®ned in the next section. Table 2.2 summarizes the formulas derived in the previous sections. Example 2.1 Calculate the VSWR and input impedance for a transmission line connected to (a) a short and (b) an open load. Plot Zin as a function of bl.



FIGURE 2.9



VSWR nomograph.
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TABLE 2.2 Formulas for Transmission Lines Quantity



General Line p����������������������������������������� …R ‡ joL†…G ‡ joC†



Propagation constant, g ˆ a ‡ jb Phase constant, b



Lossless Line p������� jo LC p������� w 2p o LC ˆ ˆ v l



Im…g†



Attenuation constant, a



Re…g† s������������������ R ‡ joL G ‡ joC



Characteristic impedance, Z0 Input impedance, Zin



Z0



0 r���� L C



ZL cosh gl ‡ Z0 sinh gl Z0 cosh gl ‡ ZL sinh gl



Impedance of shorted line



Z0 tanh gl



Impedance of open line



Z0 coth gl



Z0



ZL cos bl ‡ jZ0 sin bl Z0 cos bl ‡ jZL sin bl jZ0 tan bl jZ0 cot bl



Impedance of quarter-wave line



Z0



ZL sinh al ‡ Z0 cosh al Z0 sinh al ‡ ZL cosh al



Z02 ZL



Impedance of half-wave line



Z0



ZL cosh al ‡ Z0 sinh al Z0 cosh al ‡ ZL sinh al



ZL



Re¯ection coef®cient, GL Voltage standing-wave ratio (VSWR)



ZL Z0 ZL ‡ Z0



ZL Z0 ZL ‡ Z0



1 ‡ jGL j 1 jGL j



1 ‡ jGL j 1 jGL j



Solution (a) A transmission line with a characteristic impedance Z0 is connected to a short load ZL as shown in Fig. 2.10. Here, ZL ˆ 0, and GL is given by



GL ˆ



ZL Z0 ˆ ZL ‡ Z0







1 ˆ 1ej180 ˆ jGL jejf



Therefore, jGL j ˆ 1 and f ˆ 180 . From Eq. (2.45),



VSWR ˆ



1 ‡ jGL j ˆ1 1 jGL j



Reflected power ˆ jGL j2 Pin ˆ Pin Transmitted power ˆ …1



jGL j2 †Pin ˆ 0
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The input impedance is calculated by Eq. (2.37), ZL ‡ jZ0 tan bl Z0 ‡ jZL tan bl ˆ jZ0 tan bl ˆ jXin



Zin ˆ Z0



The impedance Zin is plotted as a function of bl or l, as shown in Fig. 2.10. It is interesting to note that any value of reactances can be obtained by varying l. For this



FIGURE 2.10



Transmission line connected to a shorted load.



2.6 DECIBELS, INSERTION LOSS, AND RETURN LOSS



27



reason, a short stub is useful for impedance tuning and impedance matching networks. (b) For an open load, ZL ˆ 1, and GL ˆ



ZL Z0  ˆ 1 ˆ 1ej0 ˆ jGL je jf ZL ‡ Z0



Therefore, jGL j ˆ 1 and f ˆ 0 . Again, VSWR ˆ



1 ‡ jGL j ˆ1 1 jGL j



and



Pr ˆ Pin



The input impedance is given by Zin ˆ Z0



ZL ‡ jZ0 tan bl ˆ Z0 ‡ jZL tan bl



jZ0 cot bl ˆ jXin



and is plotted as a function of bl or l as shown in Fig. 2.11. Again, any value of reactance can be obtained and the open stub can also be used as an impedance tuner. j



2.6



DECIBELS, INSERTION LOSS, AND RETURN LOSS



The decibel (dB) is a dimensionless number that expresses the ratio of two power levels. Speci®cally, Power ratio in dB ˆ 10 log10



P2 P1



…2:47†



where P1 and P2 are the two power levels being compared. If power level P2 is higher than P1 , the decibel is positive and vice versa. Since P ˆ V 2 =R, the voltage de®nition of the decibel is given by Voltage ratio in dB ˆ 20 log10



V2 V1



…2:48†



The decibel was originally named for Alexander Graham Bell. The unit was used as a measure of attenuation in telephone cable, that is, the ratio of the power of the signal emerging from one end of a cable to the power of the signal fed in at the other end. It so happened that one decibel almost equaled the attenuation of one mile of telephone cable.
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FIGURE 2.11 Transmission line connected to an open load.



2.6.1



Conversion from Power Ratios to Decibels and Vice Versa



One can convert any power ratio (P2 =P1 ) to decibels, with any desired degree of accuracy, by dividing P2 by P1, ®nding the logarithm of the result, and multiplying it by 10.
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From Eq. (2.47), we can ®nd the power ratio in decibels given below: Power Ratio



dB



Power Ratio



1 1.26 1.58 2 2.51 3.16 3.98 5.01 6.31 7.94 10 100 1000 107



0 1 2 3 4 5 6 7 8 9 10 20 30 70



1 0.794 0.631 0.501 0.398 0.316 0.251 0.2 0.158 0.126 0.1 0.01 0.001 10 7



dB 0 1 2 3 4 5 6 7 8 9 10 20 30 70



As one can see from these results, the use of decibels is very convenient to represent a very large or very small number. To convert from decibels to power ratios, the following equation can be used: Power ratio ˆ 10dB=10 2.6.2



…2:49†



Gain or Loss Representations



A common use of decibels is in expressing power gains and power losses in the circuits. Gain is the term for an increase in power level. As shown in Fig. 2.12, an ampli®er is used to amplify an input signal with Pin ˆ 1 mW. The output signal is 200 mW. The ampli®er has a gain given by Gain in ratio ˆ



output power ˆ 200 input power



Gain in db ˆ 10 log10



output power ˆ 23 dB input power



…2:50a† …2:50b†



Now consider an attenuator as shown in Fig. 2.13. The loss is the term of a decrease in power. The attenuator has a loss given by Loss in ratio ˆ



input power ˆ2 output power



Loss in db ˆ 10 log10



input power ˆ 3 dB output power



…2:51a† …2:51b†



30



REVIEW OF WAVES AND TRANSMISSION LINES



The above loss is called insertion loss. The insertion loss occurs in most circuit components, waveguides, and transmission lines. One can consider a 3-dB loss as a 3-dB gain. For a cascaded circuit, one can add all gains (in decibels) together and subtract the losses (in decibels). Figure 2.14 shows an example. The total gain (or loss) is then Total gain ˆ 23 ‡ 23 ‡ 23



3 ˆ 66 dB



If one uses ratios, the total gain in ratio is Total gain ˆ 200  200  200  12 ˆ 4,000,000 In general, for any number of gains (in decibels) and losses (in decibels) in a cascaded circuit, the total gain or loss can be found by GT ˆ …G1 ‡ G2 ‡ G3 ‡   †



…L1 ‡ L2 ‡ L3 ‡   †



FIGURE 2.12



Ampli®er circuit.



FIGURE 2.13



Attenuator circuit.



FIGURE 2.14



Cascaded circuit.



…2:52†
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2.6.3
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Decibels as Absolute Units



Decibels can be used to express values of power. All that is necessary is to establish some absolute unit of power as a reference. By relating a given value of power to this unit, the power can be expressed with decibels. The often-used reference units are 1 mW and 1 W. If 1 milliwatt is used as a reference, dBm is expressed as decibels relative to 1 mW: P …in dBm† ˆ 10 log P …in mW†



…2:53†



Therefore, the following results can be written: 1 mW ˆ 0 dBm 10 mW ˆ 10 dBm 1 W ˆ 30 dBm 0:1 mW ˆ 1  10



7



mW ˆ



10 dBm 70 dBm



If 1 W is used as a reference, dBW is expressed as decibels relative to 1 W. The conversion equation is given by P …in dBW† ˆ 10 log P …in W†



…2:54†



From the above equation, we have 1 W ˆ 0 dBW



10 W ˆ 10 dBW



0:1 W ˆ



10 dBW



Now for the system shown in Fig. 2.14, if the input power Pin ˆ 1 mW ˆ 0 dBm, the output power will be Pout ˆ Pin ‡ G1 ‡ G2 ‡ G3



L



ˆ 0 dBm ‡ 23 dB ‡ 23 dB ‡ 23 dB ˆ 66 dBm; or 3981 W



3 dB



The above calculation is equivalent to the following equation using ratios: Pin G1 G2 G3 L 1 mW  200  200  200 ˆ 4000 W ˆ 2



Pout ˆ
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FIGURE 2.15



2.6.4



Two-port component.



Insertion Loss and Return Loss



Insertion loss, return loss, and VSWR are commonly used for component speci®cation. As shown in Fig. 2.15, the insertion loss and return loss are de®ned as Insertion loss ˆ IL ˆ 10 log Return loss ˆ RL ˆ 10 log



Pin Pt Pin Pr



…2:55a† …2:55b†



Since Pr ˆ jGL j2 Pin , Eq. (2.55b) becomes RL ˆ



20 log jGL j



…2:56†



The return loss indicates an input mismatch loss of a component. The insertion loss includes the input and output mismatch losses and other circuit losses (conductor loss, dielectric loss, and radiation loss). Example 2.2 A coaxial three-way power divider (Fig. 2.16) has an input VSWR of 1.5 over a frequency range of 2.5±5.5 GHz. The insertion loss is 0.5 dB. What are the percentages of power re¯ection and transmission? What is the return loss in decibels? Solution



Since VSWR ˆ 1:5, from Eq. (2.46) jGL j ˆ



VSWR 1 0:5 ˆ ˆ 0:2 VSWR ‡ 1 2:5



Pr ˆ jGL j2 Pin ˆ 0:04Pin



The return loss is calculated by Eq. (2.55b) or (2.56): RL ˆ 10 log



Pin ˆ Pr



20 log jGL j ˆ 13:98 dB



2.7 SMITH CHARTS



FIGURE 2.16
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Three-way power divider.



The transmitted power is calculated from Eq. (2.55a): IL ˆ 10 log



Pin ˆ 0:5 dB Pt



Pt ˆ 0:89Pin



Assuming the input power is split into three output ports equally, each output port will transmit 29.7% of the input power. The input mismatch loss is 4% of the input power. Another 7% of power is lost due to the output mismatch and circuit losses. j 2.7



SMITH CHARTS



The Smith chart was invented by P. H. Smith of Bell Laboratories in 1939. It is a graphical representation of the impedance transformation property of a length of transmission line. Although the impedance and re¯ection information can be obtained from equations in the previous sections, the calculations normally involve complex numbers that can be complicated and time consuming. The use of the Smith chart avoids the tedious computation. It also provides a graphical representation on the impedance locus as a function of frequency.  De®ne a normalized impedance Z…x† as Z…x†   Z…x† ˆ ˆ R…x† ‡ jX …x† Z0



…2:57†
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The re¯ection coef®cient G…x† is given by G…x† ˆ Gr …x† ‡ jGi …x†



…2:58†



From Eqs. (2.31a) and (2.32), we have Z…x† 1 ‡ G…x†  Z…x† ˆ ˆ Z0 1 G…x†



…2:59†



 ‡ jX …x† ˆ 1 ‡ Gr ‡ jGi R…x† 1 Gr jGi



…2:60†



Therefore



By multiplying both numerator and denominator by 1 generated:  Gr …Gr



Gr ‡ jGi , two equations are



2  2 R 1 ‡ G2i ˆ 1 ‡ R 1 ‡ R  2  2 1 1 2 1† ‡ Gi ˆ  X X



…2:61a† …2:61b†



In the Gr Gi coordinate system, Eq. (2.61a) represents circles centered at   0) with a radii of 1=…1 ‡ R†.  These are called constant R circles. (R=…1 ‡ R†; Equation (2.61b) represents circles centered at (1; 1=X ) with radii of 1=X . They are called constant X circles. Figure 2.17 shows these circles in the Gr Gi plane. The plot of these circles is called the Smith chart. On the Smith chart, a constant jGj is a circle centered at (0, 0) with a radius of jGj. Hence, motion along a lossless transmission line gives a circular path on the Smith chart. From Eq. (2.31), we know for a lossless line that G…x† ˆ GL e2gx ˆ GL ej2bx



…2:62†



Hence, given Z L , we can ®nd Z in at a distance l from the load by proceeding at an angle 2bl in a clockwise direction. Thus, Z in can be found graphically. The Smith chart has the following features: 1. Impedance or admittance values read from the chart are normalized values. 2. Moving away from the load (i.e., toward the generator) corresponds to moving in a clockwise direction. 3. A complete revolution around the chart is made by moving a distance l ˆ 12 lg along the transmission line. 4. The same chart can be used for reading admittance.



2.7 SMITH CHARTS



FIGURE 2.17
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Constant R and X circles in the re¯ection-coef®cient plane.



5. The center of the chart corresponds to the impedance-matched condition since G…x† ˆ 0. 6. A circle centered at the origin is a constant jG…x†j circle. 7. Moving along the lossless transmission line is equivalent to moving along the constant jG…x†j circle. 8. For impedance reading, the point (Gr ˆ 1; Gi ˆ 0) corresponds to an open circuit. For admittance reading, the same point corresponds to a short circuit. 9. The impedance at a distance 14 lg from Z L is equal to Y L . 10. The VSWR can be found by reading R at the intersection of the constant jGj circle with the real axis. The Smith chart can be used to ®nd (1) GL from ZL and vice-versa; (2) Z in from Z L and vice-versa; (3) Z from Y and vice-versa; (4) the VSWR; and (5) dmin and dmax . The Smith chart is also useful for impedance matching, ampli®er design, oscillator design, and passive component design. The Smith charts shown in Fig. 2.17 are called Z-charts or Y -charts. One can read the normalized impedance or admittance directly from these charts. If we rotate the Y -chart by 180 , we have a rotated Y -chart, as shown in Fig. 2.18b. The combination of the Z-chart and the rotated Y -chart is called a Z±Y chart, as shown in Fig. 2.18c. On the Z±Y chart, for any point A, one can read Z A from the Z-chart and Y A from the rotated Y -chart.
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Therefore, this chart avoids the necessity of moving Z by 14 lg (i.e., 180 ) to ®nd Y . The Z±Y chart is useful for impedance matching using lumped elements. Example 2.3 A load of 100 ‡ j50 O is connected to a 50-O transmission line. Use both equations and the Smith chart to ®nd the following: (a) GL ; (b) Zin at 0:2lg away from the load; (c) YL ; (d) the VSWR; and (e) dmax and dmin . Solution (a)



ZL ˆ 100 ‡ j50 Z Z L ˆ L ˆ 2 ‡ j Z0 GL ˆ



ZL Z0 Z L 1 1 ‡ j ˆ 0:4 ‡ 0:2j ˆ ˆ ZL ‡ Z0 Z L ‡ 1 3 ‡ j



ˆ 0:447€27 From the Smith chart shown in Fig. 2.19, Z L is located by ®nding the intersection of two circles with R ˆ 2 and X ˆ 1. The distance from the center to Z L is 0.44, and the angle can be read directly from the scale as 27 . (b)



ZL ‡ jZ0 tan bl Z0 ‡ jZL tan bl 2p l ˆ 0:2lg ; bl ˆ  0:2lg ˆ 0:4p lg



Zin ˆ Z0



tan bl ˆ 3:08 2 ‡ j ‡ j3:08 ˆ 0:496 Z in ˆ 1 ‡ j…2 ‡ j†  3:08



j0:492



From the Smith chart, we move Z L on a constant jGj circle toward a generator by a distance 0:2lg to a point Z in . The value of Z in can be read from the Smith chart as 0:5 j0:5, since Z in is located at the intersection of two circles with R ˆ 0:5 and X ˆ 0:5. The distance of movement (0:2lg ) can be read from the outermost scale in the chart. (c)



Z L ˆ 2 ‡ j 1 1 ˆ 0:4 Y L ˆ ˆ Z L 2 ‡ j



j0:2



Y 0:4 j0:2 ˆ 0:008 YL ˆ Y L Y0 ˆ L ˆ 50 Z0



j0:004



2.7 SMITH CHARTS



FIGURE 2.18 chart.
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Different Smith charts: (a) Z- or Y -chart; (b) rotated Y -chart; and (c) Z±Y
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FIGURE 2.19



Smith chart for Example 2.3.



From the Smith chart, Y L is found by moving Z L a distance 0:25lg toward the generator. Therefore, Y L is located opposite Z L through the center. This can be proved by the following:   l Zin l ˆ g ˆ ZL ‡ jZ0 tan bl Z0 ‡ jZL tan bl 4 Z 1 ˆ Y L ˆ 0ˆ ZL Z L (d)



GL ˆ 0:447€27 jGL j ˆ 0:447 1 ‡ jGL j 1 ‡ 0:447 ˆ 2:62 ˆ VSWR ˆ 1 jGL j 1 0:447
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The VSWR can be found from the reading of R at the constant jGj circle and the real axis. (e)



From Eq. (2.43), we have dmax ˆ



f f ˆ l 2b 4p g



Now f ˆ 27



dmax ˆ 0:0375lg



From the Smith chart, dmax is the distance measured by moving from Z L through a constant jGj circle to the real axis. This can be proved by using Eq. (2.42). The ®rst dmax occurs when bx ‡ 12 f ˆ 0 or 2bx ‡ f ˆ 0. Since G…x† ˆ GL e2jbx ˆ jGL je j…2bx‡f† , the ®rst dmax occurs when G…x† has zero phase (i.e., on the real axis). The parameter dmin is just 14 lg away from dmax . j



2.8



S-PARAMETERS



Scattering parameters are widely used in RF and microwave frequencies for component modeling, component speci®cations, and circuit design. S-parameters can be measured by network analyzers and can be directly related to ABCD, Z-, and Y -parameters used for circuit analysis [1, 2]. For a general N -port network as shown in Fig. 2.20, the S-matrix is given in the following equations: 2 3 2 3 2 3 a1 b1 S S S . . . S 11 12 13 1N 6 b2 7 6 7 6 7 6 S21 S22 S23 . . . S2N 76 a2 7 6 b3 7 6 7 6 a3 7 …2:63† 6 7 ˆ 6 .. .. 76 7 .. .. 6 .. 7 4 . . 7 . 56 . . 4 . 5 4 .. 5 SN 1 SN 2 SN 3 . . . SNN bN aN or ‰bŠ ˆ ‰SŠ‰aŠ



…2:64†



where a1 ; a2 ; . . . ; aN are the incident-wave voltages at ports 1; 2; . . . ; N , respectively and b1 ; b2 ; . . . ; bN are the re¯ected-wave voltages at these ports. S-parameters are complex variables relating the re¯ected wave to the incident wave. The S-parameters have some interesting properties [1, 2]: 1. For any matched port i, Sii ˆ 0. 2. For a reciprocal network, Snm ˆ Smn . 3. For a passive circuit, jSmn j  1.
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FIGURE 2.20



An N -port network.



4. For a lossless and reciprocal network, one has, for the ith port, N P nˆ1



jSni j2 ˆ



N P nˆ1



Sni Sni ˆ 1



…2:65†



or jS1i j2 ‡ jS2i j2 ‡ jS3i j2 ‡    ‡ jSii j2 ‡    ‡ jSNi j2 ˆ 1



…2:66†



Equation (2.65) states that the product of any column of the S-matrix with the conjugate of this column is equal to 1. Equation (2.65) is due to the power conservation of a lossless network. In Eq. (2.65), the total power incident at the ith port is normalized and becomes 1, which is equal to the power re¯ected at the ith port plus the power transmitted into all other ports. A two-port network is the most common circuit. For a two-port network, as shown in Fig. 2.21, the S-parameters are given by b1 ˆ S11 a1 ‡ S12 a2



…2:67a†



b2 ˆ S21 a1 ‡ S22 a2



…2:67b†
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FIGURE 2.21 Two-port network and its S-parameters, which can be measured by using a network analyzer.



The S-parameters can be de®ned in the following: S11 S21 S22 S12



b1 ˆ ˆ G1 ˆ reflection coefficient at port 1 with a2 ˆ 0 a1 a2 ˆ0 b ˆ 2 ˆ T21 ˆ transmission coefficient from port 1 to 2 with a2 ˆ 0 a1 a2 ˆ0 b2 ˆ ˆ G2 ˆ reflection coefficient at port 2 with a1 ˆ 0 a2 a1 ˆ0 b ˆ 1 ˆ T12 ˆ transmission coefficient from port 2 to port 1 with a1 ˆ 0 a 2 a1 ˆ0



The return loss can be found by a 1 RL ˆ 20 log 1 ˆ 20 log in dB S11 b1



…2:68†



The attenuation or insertion loss is given by a 1 IL ˆ a ˆ 20 log 1 ˆ 20 log S21 b2



in dB



…2:69†



The phase shift of the network is f ˆ phase of S21 . 2.9



COAXIAL LINES



Open-wire lines have high radiation losses and therefore are not used for highfrequency signal transmission. Shielded structures such as coaxial lines are
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commonly used. Cable TV and video transmission cables are coaxial lines. Coaxial lines are frequently used for interconnection, signal transmission, and measurements. A coaxial line normally operates in the transverse electromagnetic (TEM) mode (i.e., no axial electric and magnetic ®eld components). It has no cutoff frequency and can be used from direct current (DC) to microwave or millimeter-wave frequencies. It can be made ¯exible. Presently, coaxial lines and connectors can be operated up to 50 GHz. The upper frequency limit is set by the excessive losses and the excitation of circular waveguide transverse electric (TE) and transverse magnetic (TM) modes. However, improved manufacturing of small coaxial lines will push the operating frequency even higher. Since the coaxial line is operated in the TEM mode, the electric and magnetic ®elds can be found in the static case. Figure 2.22 shows a coaxial transmission line. The electric potential of the coaxial line can be found by solving the Laplace equation in the cylindrical coordinates. The Laplace equation for electric potential is H2 F ˆ 0



…2:70†



Solving this equation by meeting the boundary conditions at the inner and outer conductors, we have [1, 2] F…r† ˆ V0



FIGURE 2.22



ln…r=ro † ln…ri =ro †



Coaxial line with inner and outer conductor radii ri and ro .



…2:71†
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The electric ®eld for a wave propagating in the positive z direction can be written as ~ ˆ E…r†



HF e



jbz



ˆ



Vo 1 e ln…ro =ri † r



jbz



r^



…2:72†



The magnetic ®eld can be found from the Maxwell's equation ~ ˆ H



1 Vo 1 ~ˆ HE e jom Z ln…ro =ri † r



jbz



f^



…2:73†



p������� where Z ˆ m=e is the wave impedance; r^ and f^ are unit vectors. The characteristic impedance can be found from the current±voltage relation [1, 2] p������� V m=e ro ln Z0 ˆ ˆ …2:74† I 2p ri p������� p����������� For an air-®lled line, m=e ˆ m0 =e0 ˆ 377 O, and (2.74) becomes Z0 ˆ 60 ln



ro ri



…O†



…2:75†



The above equations are useful for characteristic impedance calculation. Commonly used coaxial lines have a characteristic impedance of 50 O. The outer radii are 7, 3.5, and 2.4 mm operating up to frequencies of 18, 26, and 50 GHz, respectively. Some low-frequency coaxial lines have a characteristic impedance of 75 O. 2.10



MICROSTRIP LINES



The microstrip line is the most commonly used microwave integrated circuit (MIC) transmission line. It has many advantages such as low cost, small size, absence of critical matching and cutoff frequency, ease of active device integration, use of photolithographic method for circuit production, good repeatability and reproducibility, ease of mass production, and compatibility with monolithic circuits. Monolithic microwave integrated circuits (MMICs) are microstrip circuits fabricated on GaAs or silicon substrates with both active devices and passive circuits on the same chip. Compared to the rectangular waveguide and coaxial line circuits, microstrip lines disadvantages include higher loss, lower power-handling capability, and greater temperature instability. Synthesis and analysis formulas are well documented, and many discontinuities have been characterized. Commercial programs are available in order to use these models for circuit prediction and optimization. Figure 2.23 shows the cross-section of a microstrip transmission line. A conductor strip with width w is etched on top of a substrate with thickness h. Two types of substrates are generally used: soft and hard. Soft substrate are ¯exible and
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FIGURE 2.23



Microstrip transmission line.



cheap and can be easily fabricated. However, they have a higher thermal expansion coef®cient. Some typical soft substrates are RT Duroid 5870 (er ˆ 2:3), RT Duroid 5880 (er ˆ 2:2), and RT Duroid 6010.5 (er ˆ 10:5). Hard substrates have better reliability and lower thermal expansion coef®cients but are more expensive and in¯exible. Typical hard substrates are quartz (er ˆ 3:8), alumina (er ˆ 9:7), sapphire (er ˆ 11:7), and GaAs (er ˆ 12:3). Table 2.3 provides the key design data for some common substrate materials [3].



TABLE 2.3 Properties of Microwave Dielectric Substrates



Material Sapphire Alumina Quartz (fused) Polystyrene Beryllium oxide (BeO) GaAs (r ˆ 107 O-cm) Si (r ˆ 103 O-cm) 3M 250 type GX Keene Dl-clad 527 Rogers 5870 3M Cu-clad 233 Keene Dl-clad 870 Rogers 5880 3M Cu-clad 217 Keene Dl-clad 880 Rogers 6010 3M epsilam 10 Keene Dl-clad 810 Air Source: From [3].



Relative Dielectric Constant 11.7 9.7 3.8 2.53 6.6 12.3 11.7 2.5 2.5 2.35 2.33 2.33 2.20 2.17 2.20 10.5 10.2 10.2 1.0



Loss Tangent at 10 GHz (tan d) 10 2  10 10 4:7  10 10 16  10 50  10 19  10 19  10 12  10 12  10 12  10 9  10 9  10 9  10 15  10 15  10 15  10



4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4



0



Thermal Conductivity, K (W=cm  C)



Dielectric Strength (kV=cm)



0.4 0.3 0.01 0.0015 2.5 0.3 0.9 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.004 0.004 0.004 0.00024



4  103 4  103 10  103 280 Ð 350 300 200 200 200 200 200 200 200 200 160 160 160 30
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The most important parameters in microstrip circuit design are w, h and er . The effects of strip thickness t and conductivity s are secondary. Since the structure is not uniform, it supports the quasi-TEM mode. For a symmetrical structure such as a coaxial line or stripline, the TEM mode is supported. Analyses for microstrip lines can be complicated, and they are generally divided into two approaches. (1) Static or quasi-TEM analysis assumes a frequency equal to zero and solves the Laplace equation (H2 F ˆ 0). The characteristic impedance is independent of frequency. The results are accurate only for low microwave frequencies. (2) Full-wave analysis solves H2 F ‡ k 2 F ˆ 0; therefore, the impedance is frequency dependent. The analysis provides good accuracy at millimeter-wave frequencies. In the quasi-static analysis, the transmission line characteristics are calculated from the values of two capacitances, C and Ca , which are the unit-length capacitance with and without the dielectric substrate [2]. The characteristic impedance, phase velocity, guide wavelength, and effective dielectric constant are given as [2] 1 1 p��������� c CCa r������ C c vp ˆ c a ˆ p������� eeff C !2 C l eeff ˆ ˆ 0 Ca lg Z0 ˆ



…2:76† …2:77† …2:78†



l0 lg ˆ p������ � eeff



…2:79†



where c is the speed of light and l0 is the free-space wavelength. The above equations can be derived from Eq. (2.29) in the transmission line equation. 2.10.1



Analysis Formulas



The capacitances C and Ca can be found by solving H2 F ˆ 0 for the cases with and without the substrate material. Many methods can be used to solve the Laplace equation meeting the boundary conditions. Some examples are the conformal mapping method [4], ®nite-difference method [5, 6], and variational method [7, 8]. Computer programs are available for these calculations. In practice, closed-form equations obtained from curve ®tting are very handy for quick calculation. Some examples of design equations to ®nd Z0 and eeff given w=h and er are [3] eeff



e ‡ 1 er 1 ‡ ˆ r 2 2



Z0 ˆ 60…eeff †



1=2



"



12h 1‡ w







  8h 0:25w ‡ ln w h



1=2



 ‡ 0:04 1



O



w2 h



# …2:80† …2:81†
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for w=h  1 and eeff



  er ‡ 1 er 1 12h ‡ 1‡ ˆ 2 2 w



Z0 ˆ



1=2



…2:82†



‰120p…eeff † 1=2 Š …w=h† ‡ 1:393 ‡ 0:667 ln…1:444 ‡ w=h†



O



…2:83†



for w=h > 1. 2.10.2



Synthesis Formulas



Synthesis formulas are available for ®nding w=h and eeff if Z0 and er are known [9]. For narrow strips (i.e., when Z0 > 44 2er ohms),  w exp H 0 ˆ h 8



1 4 exp H 0







1



…2:84†



where H0 ˆ



p������������������    Z0 2…er ‡ 1† 1 er 1 p 1 4 ‡ ln ‡ ln 2 er ‡ 1 2 er p 119:9



…2:85†



We may also use the following, with a slight but signi®cant shift of changeover value to w=h < 1:3 (i.e., when Z0 > 63 2er ohms), eeff



 er ‡ 1 1 ˆ 2



   1 er 1 p 1 4 ln ‡ ln 2H 0 er ‡ 1 2 er p



2



…2:86†



where H 0 is given by Eq. (2.85) (as a function of Z0 ) or, alternatively, as a function of w=h, from Eq. (2.84): 2



s������������������������3  2 h h H 0 ˆ ln44 ‡ 16 ‡ 25 w w For wide strips (i.e., when Z0 < 44 w 2 ˆ ‰…d h p e



1†



ln…2de



…2:87†



2er ohms),



 er 1 1†Š ‡ ln…de per



1† ‡ 0:293



0:517 er



 …2:88†
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where de ˆ eeff ˆ



59:95p2 p���� Z0 er



…2:89†



  er ‡ 1 er 1 h ‡ 1 ‡ 10 2 2 w



0:555



…2:90†



Alternatively, where Z0 is known at ®rst, eeff ˆ



0:96 ‡ er …0:109



er 0:004er †‰log…10 ‡ Z0 †



1Š



…2:91†



For microstrip lines on alumina (er ˆ 10), this expression appears to be accurate to 0:2% over the impedance range 8  Z0  45 O. 2.10.3



Graphical Method



For convenience, a graphical method can be used to estimate eeff and Z0 . Figures 2.24 and 2.25 show two charts that can be used to ®nd Z0 and eeff if w=h is known and vice-versa. Other graphs or look-up tables from static or full-wave analyses have been generated and can be found in the literature. Example 2.4 A 50-O microstrip line has a stub tuner of length l as shown in Fig. 2.26. The circuit is built on Duroid 5870 with a dielectric constant of 2.3 and a thickness of 0.062 in. At 3 GHz, l is designed to be 14 lg . (a) Calculate w and l. (b) What is the VSWR? (c) At 6 GHz, what is the VSWR? Neglect the open-end discontinuity. Solution The stub is in shunt with the transmission line. An equivalent circuit can be given in Fig. 2.26. (a) From Figure 2.24, w ˆ 3 for 50-O line h w ˆ 3h ˆ 3  0:062 in: ˆ 0:186 in: From Fig. 2.25, we have p���� lg e r  1:075 l0 1:075 1:075 c lg ˆ p���� l0 ˆ p������� ˆ 7:09 cm er 2:3 f l ˆ lg =4 ˆ 1:77 cm
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ε



FIGURE 2.24



Microstrip characteristic impedance as a function of w=h and er .



(b) l ˆ lg =4; Zin ˆ Z0



bl ˆ



2p lg p ˆ ; lg 4 2



tan bl ˆ 1



ZL ‡ jZ0 tan bl Z  Z0 0 Z0 ‡ jZL tan bl ZL



Since ZL ˆ 1, we have Zin ˆ 0. Impedance Zin becomes the load to the transmission line: GL ˆ



Zin Z0 ˆ Zin ‡ Z0



1



VSWR ˆ



1 ‡ jGL j ˆ1 1 jGL j



The stub acts as a bandstop ®lter (or RF choke) at 3 GHz. (c) At 6 GHz, the same stub will become lg =2. Impedance Zin ˆ 1. Since Zin is in parallel with Z0 , the load to the transmission is Z0 . Therefore, VSWR ˆ 1. In this case, the stub has no effect on the main line. j
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ε



FIGURE 2.25



Microstrip guide wavelength as a function of w=h and er .



FIGURE 2.26



Microstrip line and its equivalent circuit.
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2.11



WAVEGUIDES



A waveguide is a hollow metal pipe for guided wave propagation. There are two common types of waveguides: rectangular and circular [1]. The rectangular waveguide has a rectangular cross section, as shown in Fig. 2.27, and is the most widely used one. The rectangular waveguide has been used from 320 MHz up to 325 GHz with many different bands. Each band corresponds to a waveguide with certain dimensions (see Table 2.4). The WR-2300 waveguide for use at 325 MHz has internal dimensions of 23  11:5 in., and the WR-3 waveguide for use at 325 GHz has internal dimensions of 0:034  0:017 in. The commonly used X -band (WR-90) covers an 8.2±12.4-GHz frequency range with internal dimensions of 0:9  0:4 in. Due to their large size, high cost, heavy weight, and dif®culty in integration at lower microwave frequencies, rectangular waveguides have been replaced by microstrip or coaxial lines except for very high power or high-frequency applications. In this section, the operating principle of a rectangular waveguide is brie¯y described. Hollow-pipe waveguides do not support a TEM wave [1]. The types of waves that can be supported or propagated in a hollow, empty waveguide are the TE and TM modes. They are the TE modes with Ez ˆ 0 and Hz 6ˆ 0 and the TM modes with Hz ˆ 0 and Ez 6ˆ 0. Note that the TEM mode (Ez ˆ Hz ˆ 0) cannot propagate since there is no center conductor to support the current. Figure 2.27 shows a rectangular waveguide. The analysis begins with the Helmholtz equations in the source-free region [1, 2]: ~ ‡ o2 meE ~ ˆ0 H2 E



…2:92†



~ ‡ o2 meH ~ ˆ0 H2 H



…2:93†



FIGURE 2.27



Rectangular waveguide.
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Recommended Operating Range for TE10 Mode (GHz)



TABLE 2.4 Rectangular Waveguide Properties



Al Al Al Al Al Al Al Brass Al Brass Al Brass Al Brass Al



0.588±0.385 0.501±0.330 0.877±0.572 0.751±0.492 1.102±0.752 0.940±0.641



Material Alloy



0.051±0.031 0.054±0.034 0.056±0.038 0.069±0.050 0.128±0.075 0.137±0.095 0.201±0.136 0.317±0.212 0.269±0.178



Theoretical Attenuation, Lowest to Highest Frequency (dB=100 ft)



2.290±1.145



2.840±1.340



3.400±1.700



5.100±2.550 4.300±2.150



23.000±11.500 21.000±10.500 18.000±9.000 15.000±7.500 11.500±5.750 9.750±4.875 7.700±3.850 6.500±3.250



Inside Dimensions (in.)
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Cutoff Frequency for TE10 Mode (GHz)
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Recommended Operating Range for TE10 Mode (GHz)



(Continued )



90



112



159 137
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EIA WG Designation WR()



TABLE 2.4



0.034±0.048



0.080±0.107 0.043±0.058



0.17±0.23 0.12±0.16



0.20±0.29



0.35±0.46



0.79±1.0 0.56±0.71



1.4±2.0



Theoretical CW Power Rating, Lowest to Highest Frequency (MW) Brass Al Brass Al Brass Al Brass Al Brass Al Ag Brass Al Ag



2.87±2.30 2.45±1.94 4.12±3.21 3.50±2.74 6.45±4.48 5.49±3.383 9.51±8.31 6.14±5.36 20.7±14.8 17.6±12.6 13.3±9.5



Material Alloy



2.08±1.44 1.77±1.12



Theoretical Attenuation, Lowest to Highest Frequency (dB=100 ft)



0.340±0.170



0.510±0.255 0.420±0.170
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40.00±60.00 Publishers 50.00±75.00Note:



19 15



140.00±220.00 170.00±260.00 220.00±325.00



115.750 137.520 173.280



31.357 39.863



26.342



0.0030±0.0041 0.0018±0.0026 0.0012±0.0017 0.00071±0.00107 0.00052±0.00075 0.00035±0.00047



0.0042±0.0060



0.011±0.015 0.0063±0.0090



0.014±0.020



0.022±0.031



Source: M. I. Skolnik, Radar Handbook (New York: McGraw-Hill, 1970).
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Brass Al Ag Brass Ag Brass Ag Brass Ag Ag Ag Ag Ag Ag



Ð Ð 21.9±15.0 Ð 31.0±20.9 Ð 52.9±39.1 Ð 93.3±52.2 152±99 163±137 308±193 384±254 512±348



0.100±0.050 0.080±0.040 0.065±0.0325 0.051±0.0255 0.043±0.0215 0.034±0.0170



0.122±0.061



0.188±0.094 0.148±0.074



0.224±0.112



0.280±0.140
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The solutions are many TE and TM modes meeting the boundary conditions. A rectangular waveguide is normally operating in the TE10 mode, which is called the dominant mode. The ®eld components for the TE10 mode are [1, 2] Hz ˆ A10 cos



px e a



jb10 z



jb10 a px A10 sin e p a Hy ˆ 0



Hx ˆ



Ex ˆ 0 Ey ˆ



…2:94a† jb10 z



…2:94b† …2:94c† …2:94d†



joma px A10 sin e p a



Ez ˆ 0 r�������������������������� p2 b10 ˆ o2 me a 2p lg;10 ˆ r�������������������������� p2 o2 me a 1 fc;10 ˆ p����� 2a me lc;10 ˆ 2a



jb10 x



…2:94e† …2:94f † …2:94g† …2:94h†



…2:94i† …2:94j†



For an X -band (8.2±12.4 GHz) waveguide with a ˆ 0:9 in. and b ˆ 0:4 in., the cutoff frequency fc;10 ˆ 6:56 GHz. The ®rst higher order mode is the TE20 mode with a cutoff frequency fc;20 ˆ 13:1 GHz. Operating between 8.2 and 12.4 GHz ensures that only one mode (i.e., the TE10 mode) exists. The cutoff frequencies for higher order modes are r����������������������������� r����������������������������� np2 mp2� np2 mp2� 1 c fc;nm ˆ p����� ‡ ‡ ˆ p�������� …2:95† 2p me a b 2p mr er a b p��������� where c ˆ 1= m0 e0 is the speed of light in a vacuum and m ˆ mr m0, e ˆ er e0 . Note that n ˆ 1; 2; 3; . . . and m ˆ 1; 2; 3; . . . for the TMnm modes and n ˆ 0; 1; 2; . . . and m ˆ 0; 1; 2; . . . but n 6ˆ m ˆ 0 for TEnm modes. If the frequency is greater than fc;nm , the (nm)th mode will propagate in the waveguide. 2.12



LUMPED ELEMENTS



At RF and low microwave frequencies, lumped R, L, and C elements can be effectively used in the circuit design if the length of the element is very small in comparison to the wavelength. At low frequencies, wavelengths are big and, consequently, stubs are big. Lumped elements have the advantages of smaller size and wider



2.13 IMPEDANCE MATCHING NETWORKS



55



bandwidth as compared to distributive elements (stubs, line sections, etc.). At high frequencies, however, distributive circuits are used because of their lower loss (or higher Q), and the size advantage of lumped elements is no longer a signi®cant factor. Although some simple closed-form design equations are available for the lumped-element design, an accurate design would require the use of computeraided design (CAD). Lumped-element components normally exhibit undesirable effects such as spurious resonances, fringing ®elds, parasitic capacitance and inductance, parasitic resistance and loss, and various perturbations. Figure 2.28 shows different types of lumped R, C, and L elements [10]. With the advent of new photolithographic techniques, the fabrication of lumped elements can now be extended to 60 GHz and beyond. 2.13



IMPEDANCE MATCHING NETWORKS



In Section 2.4, when a load is connected to a transmission line, strong re¯ection can result if the load impedance differs from the line's characteristic impedance. To reduce the re¯ection, a lossless impedance matching network is inserted between the load and the line, as shown in Fig. 2.29. The matching network will transform the load impedance into an input impedance that matches the line's characteristic impedance. This type of matching can be classi®ed as one-port impedance matching. For a two-port component or device such as a ®lter, ampli®er, as multiplier, both input matching and output matching networks will be required (Fig. 2.30). For example, in a transistor ampli®er design for maximum gain, one needs to match Z0 to Zs at the input port and Z0 to ZL at the output port, respectively. Impedances Zs and ZL are obtained from Gs and GL, which are designed equal to S*11 and S*22 for maximum power transfer. Here the asterisks denote the complex conjugate quantities, S11 and S22 being the S-parameters of the transistor device. Gs and GL are the re¯ection coef®cients looking into the source and the load, respectively, from the transistor. Several methods can be used for impedance matching: 1. 2. 3. 4.



Matching stubs (shunt or series, single or multiple) Quarter-wavelength transformers (single or multiple) Lumped elements Combinations of the above



The multiple-section transformers and the tapered transmission lines are generally used for broadband impedance matching. Computer-aided design using commercially available software can be utilized to facilitate design. 2.13.1



Matching Stubs



One can use a single or double stub to accomplish impedance matching. Figure 2.31 shows a single-shunt stub matching network that is used to match ZL to Z0 . For a
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FIGURE 2.28 (a) Some planar resistor con®gurations. (b) Some planar capacitor con®gurations [10]. (Permission from H. W. Sams)
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FIGURE 2.28
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(c) Some planar inductor con®gurations [10]. (Permission from H. W. Sams)



FIGURE 2.29



Impedance matching network.
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FIGURE 2.30



Two-port matching network (R0 ˆ Z0 ).



shunt stub, a Y -chart is used for the design. A Z-chart is more convenient for the series stub design. One needs to design l1 and l2 such that Y in ˆ 1. Although a shorted stub is employed in Fig. 2.31, an open stub could also be used. To achieve the matching, l1 is designed such that Y A ˆ 1 ‡ jb, and l2 is designed such that Y t ˆ jb. Thus, Y in ˆ Y t ‡ Y A ˆ 1



…2:96a†



Y ‡ j tan bl1 Y A ˆ L ˆ 1 ‡ jb 1 ‡ jY L tan bl1



…2:96b†



Y t ˆ



…2:96c†



j cot bl2 ˆ



jb



The design can be easily accomplished by using a Smith chart [2].



FIGURE 2.31



Matching network using a single stub to match ZL to Z0 .
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Single-Section Quarter-Wavelength Transformer



A quarter-wavelength transformer is a convenient way to accomplish impedance matching. For the resistive load shown in Fig. 2.32, only a quarter-wavelength transformer alone can achieve the matching. This can be seen from the following. To achieve impedance matching, we want Zin ˆ Z0 . For a line of length lT and characteristic impedance of Z0T , the input impedance is Zin ˆ Z0T



ZL ‡ jZ0T tan blT Z0T ‡ jZL tan blT



…2:97†



Since lT ˆ 14 lg , blT ˆ 12 p, and tan blT ˆ 1, we have Zin ˆ



2 Z0T Z2 ˆ 0T ˆ Z0 ZL RL



…2:98†



Thus Z0T ˆ



p���������� Z0 RL



…2:99†



Equation (2.99) implies that p the characteristic impedance of the quarter-wavelength ��������� � section should be equal to Z0 RL if a quarter-wavelength transformer is used to match RL to Z0 . Since the electrical length is a function of frequency, the matching is good only for a narrow frequency range. The same argument applies to stub matching networks. To accomplish wideband matching, a multiple-section matching network is required. For a complex load ZL ˆ RL ‡ jXL, one needs to use a single stub tuner to tune out the reactive part, then use a quarter-wavelength transformer to match the remaining real part of the load. Figure 2.33 shows this matching arrangement.



FIGURE 2.32



Using a quarter-wavelength transformer to match RL to Z0 .
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FIGURE 2.33 Matching network using a quarter-wavelength transformer together with a single-stub tuner.



Alternatively, one can transform ZL to a real value through a line l followed by a quarter-wavelength transformer.



2.13.3



Lumped Elements



At RF and low microwave frequencies, lumped elements (L; C) can be effectively used to accomplish impedance matching. Lumped elements have the advantages of small size and wider bandwidth as compared to distributive circuits. At high frequencies, distributive circuits such as tuning stubs become small and have the advantage of lower loss. Many combinations of LC circuits can be used to match ZL to Z0 , as shown in Fig. 2.34. Adding a series reactance to a load produces a motion along a constantresistance circle in the Z Smith chart. As shown in Fig. 2.35, if the series reactance is an inductance, the motion is upward since the total reactance is increased. If it is a capacitance, the motion is downward. Adding a shunt reactance to a load produces a motion along a constant-conductance circle in the rotated Y -chart. As shown in Fig. 2.36, if the shunt element is an inductor, the motion is upward. If the shunt element is a capacitor, the motion is downward. Using the combination of constantresistance circles and constant-conductance circles, one can move Z L (or Y L ) to the center of the Z±Y chart. Consider a case using a series L and a shunt C to match ZL to Z0 , as shown in Fig. 2.37. The procedure is as follows:



2.13 IMPEDANCE MATCHING NETWORKS



FIGURE 2.34



LC lumped elements used for matching network.
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FIGURE 2.35



Adding a series reactance to a load.



FIGURE 2.36



Adding a shunt reactance to a load.



1. Locate A from Z L in the Z-chart. 2. Move A to B along the constant-resistance circle. Point B is located on the  ˆ 1 circle). constant-conductance circle passing through the center (i.e., G  ˆ 1 circle. Point C is the center of the chart. 3. Move from B to C along the G 4. From the Z-chart and rotated Y -chart, one can ®nd values of L and C, respectively. Examples can be found in other circuit design books [1, 2].



PROBLEMS



FIGURE 2.37
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Using a series L and a shunt C to match ZL to Z0 .



PROBLEMS 2.1



Convert the following quantities into dB or dBm: (a) 1500, (b) 12, (c) 0.00004321, (d) 0.01 mW, and (e) 20 mW.



2.2



What is the output power of the system shown in Fig. P2.2 (L ˆ loss, G ˆ gain)?



FIGURE P2.2
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2.3



A load is connected to a transmission line. Calculate the percentage of the incident power being re¯ected if the VSWR of the load is: (a) 1.1, (b) 1.2, (c) 2.0, (d) 3.0, and (e) 10.0.



2.4



An air-®lled transmission line with a length l of 20 cm is connected to a load of 100 O. Calculate the input impedance for the following frequencies: (a) 10 kHz, (b) 1 MHz, (c) 100 MHz, (d) 3 GHz, and (e) 10 GHz. (Note that c ˆ f l0 and lg ˆ l0, Z0 ˆ 50 O.)



2.5



A transmission line with Z0 ˆ 50 O is connected to a load of 100 O. (a) Calculate the re¯ection coef®cient GL and VSWR; (b) ®nd the percentage of incident power being re¯ected and the return loss; (c) plot jV …x†j as a function of x; and (d) ®nd the input impedance at x ˆ 0:5lg and x ˆ 0:25lg .



2.6



An antenna with a VSWR of 1.5 is connected to a 50-O transmission line. What is the re¯ected power in watts if the input power is 10 W?



2.7



An antenna is connected to a 100-W transmitter through a 50-O coaxial cable (i.e., characteristic impedance of 50 O; see Fig. P2.7). The input impedance of the antenna is 45 O. The transmitter output impedance is perfectly matched to the cable. Calculate (a) the VSWR at the antenna input port, (b) the return loss at the input port, and (c) the re¯ected power in watts at the input port.



FIGURE P2.7



2.8



A coaxial line is ®lled with a material (er ˆ 2, mr ˆ 1) has an inner conductor diameter of 2 mm and an outer conductor diameter of 10 mm. Calculate (a) the characteristic impedance and (b) the guided wavelength at 10 GHz.



2.9



Repeat Problem 2.8 for a microstrip line with w ˆ 0:075 in., h ˆ 0:025 in., and er ˆ 2:3, mr ˆ 1.



2.10



A microstrip line is built on a substrate with a dielectric constant of 10. The substrate thickness is 0.025 in. Calculate the line width and guide wavelength for a 50-O line operating at 10 GHz.



2.11



A microstrip line is built on a substrate with a dielectric constant of 10. The substrate thickness is 0.010 in. Calculate the line width and guide wavelength for a 50-O line operating at 10 GHz. What is the effective dielectric constant for this case?
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2.12



A coaxial line is ®lled with a material of er ˆ 4 and mr ˆ 1. The coaxial line has an inner conductor radius of 2 mm and an outer conductor radius of 10.6 mm. The coaxial is connected to a 25-O load. Calculate (a) the characteristic impedance of the coaxial line, (b) the percentage of incident power being delivered to the load, and (c) the input impedance at 6.25 cm away from the load at 3 GHz.



2.13



A microstrip line is built on a substrate with a thickness of 0.030 in. and a relative dielectric constant of 10. The line width is 0.120 in. The operating frequency is 1 GHz. The line is connected to a load of 30 O. Calculate (a) the guide wavelength, (b) the VSWR, (c) the percentage of incident power being re¯ected, and (d) the return loss in decibels.



2.14



A microstrip line is built on a substrate with a thickness of 0.030 in. with a line width of 0.090 in. The dielectric constant of the substrate is 2.3 and the operating frequency is 3 GHz. The line is connected to a antenna with an input impedance of 100 O. Calculate (a) the VSWR, (b) the percentage of incident power being re¯ected, and (c) the return loss in decibels. (d) If a quarter-wavelength transformer is used to match the line to the antenna, what is the characteristic impedance of the transformer?



2.15



A 50-O microstrip line is built on a Duroid 6010 substrate (er ˆ 10) with a thickness of 0.030 in. The line is connected to a 10-O load as shown in Fig. P2.15. Determine (a) the re¯ection coef®cient GL , VSWR, percentage of incident power being re¯ected, and return loss. (b) If a quarter-wavelength transformer is used to match this load as shown in the ®gure, design w1 , w2 , and l1 in millimeters. The operating frequency is 3 GHz.



FIGURE P2.15
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CHAPTER THREE



Antenna Systems



3.1



INTRODUCTION



The study of antennas is very extensive and would need several texts to cover adequately. In this chapter, however, a brief description of relevant performances and design parameters will be given for introductory purposes. An antenna is a component that radiates and receives the RF or microwave power. It is a reciprocal device, and the same antenna can serve as a receiving or transmitting device. Antennas are structures that provide transitions between guided and free-space waves. Guided waves are confined to the boundaries of a transmission line to transport signals from one point to another [1], while free-space waves radiate unbounded. A transmission line is designed to have very little radiation loss, while the antenna is designed to have maximum radiation. The radiation occurs due to discontinuities (which cause the perturbation of fields or currents), unbalanced currents, and so on. The antenna is a key component in any wireless system, as shown in Fig. 3.1. The RF=microwave signal is transmitted to free space through the antenna. The signal propagates in space, and a small portion is picked up by a receiving antenna. The signal will then be amplified, downconverted, and processed to recover the information. There are many types of antennas; Fig. 3.2 gives some examples. They can be classified in different ways. Some examples are: 1. Shapes or geometries: a. Wire antennas: dipole, loop, helix b. Aperture antennas: horn, slot c. Printed antennas: patch, printed dipole, spiral 67
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2. Gain: a. High gain: dish b. Medium gain: horn c. Low gain: dipole, loop, slot, patch 3. Beam shapes: a. Omnidirectional: dipole b. Pencil beam: dish c. Fan beam: array



FIGURE 3.1 Typical wireless system.



FIGURE 3.2



Various antennas [2].
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4. Bandwidth: a. Wide band: log, spiral, helix b. Narrow band: patch, slot Since antennas interface circuits to free space, they share both circuit and radiation qualities. From a circuit point of view, an antenna is merely a one-port device with an associated impedance over frequency. This chapter will describe some key antenna properties, followed by the designs of various antennas commonly used in wireless applications.



3.2



ISOTROPIC RADIATOR AND PLANE WAVES



An isotropic radiator is a theoretical point antenna that cannot be realized in practice. It radiates energy equally well in all directions, as shown in Fig. 3.3. The radiated energy will have a spherical wavefront with its power spread uniformly over the surface of a sphere. If the source transmitting power is Pt , the power density Pd in watts per square meters at a distance R from the source can be calculated by Pd ¼



Pt 4R2



ð3:1Þ



Although the isotropic antenna is not practical, it is commonly used as a reference with which to compare other antennas. At a distance far from the point source or any other antenna, the radiated spherical wave resembles a uniform plane wave in the vicinity of the receiving antenna. This can be understood from Fig. 3.4. For a large R, the wave can be approximated by a uniform plane wave. The electric and magnetic fields for plane waves in free space can be found by solving the Helmholtz equation ~ þ k02 E ~ ¼0 r2 E



FIGURE 3.3



Isotropic radiator.



ð3:2Þ
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FIGURE 3.4



Radiation from an antenna.



where k0 ¼ 2=0 . The solution is [1] ~ ¼E ~ 0 ejk~0  ~r E



ð3:3Þ



The magnetic field can be found from the electric field using the Maxwell equation, given by ~ ¼ 1 rE ~¼ H j!0



rﬃﬃﬃﬃﬃﬃ "0 ~ n^  E 0



ð3:4Þ



where 0 is the free-space permeability, "0 is the free-space permittivity, ! is the angular frequency, and k0 is the propagation constant. Here, k~0 ¼ n^ k0 , and n^ is the unit vector in the wave propagation direction, as shown in Fig. 3.5. The vector E 0 ~ and is perpendicular to the direction of the propagation, and H is perpendicular to E ~ and H ~ lie in the constant-phase plane, and the wave is a TEM wave. n^ . Both E The intrinsic impedance of free space is defined as



0 ¼



E ¼ H



rﬃﬃﬃﬃﬃﬃ 0 ¼ 120 or 377  "0



ð3:5Þ



The time-averaged power density in watts per square meters is given as    1 E2 1  ~ ~ Pd ¼  E  H * ¼ 2 2 0



ð3:6Þ



3.3 FAR-FIELD REGION



FIGURE 3.5
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Plane wave.



where the asterisk denotes the complex conjugate quantity. By equating Eq. (3.1) and Eq. (3.6), one can find the electric field at a distance R from the isotropic antenna as pﬃﬃﬃﬃﬃﬃﬃﬃﬃ 60Pt pﬃﬃﬃ ¼ 2Erms E¼ R



ð3:7Þ



where E is the peak field magnitude and Erms is the root-mean-square (rms) value.



3.3



FAR-FIELD REGION



Normally, one assumes that the antenna is operated in the far-field region, and radiation patterns are measured in the far-field region where the transmitted wave of the transmitting antenna resembles a spherical wave from a point source that only locally resembles a uniform plane wave. To derive the far-field criterion for the distance R, consider the maximum antenna dimension to be D, as shown in Fig. 3.6. We have R2 ¼ ðR  lÞ2 þ ð12 DÞ2 ¼ R2  2R l þ ðlÞ2 þ ð12 DÞ2



ð3:8Þ



For R l, Eq. (3.8) becomes 2R l  14 D2



ð3:9Þ
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FIGURE 3.6



Configuration used for calculation of far-field region criterion.



Therefore R¼



D2 8 l



ð3:10Þ



1 If we let l ¼ 16 0 , which is equivalent to 22:5 phase error, be the criterion for farfield operation, we have



Rfar



field



¼



2D2 0



ð3:11Þ



where 0 is the free-space wavelength. The condition for far-field operation is thus given by R



2D2 0



ð3:12Þ



1 0 It should be noted that other criteria could also be used. For example, if l ¼ 32 2 or 11:25 phase error, the condition will become R 4D =0 for far-field operation.



3.4 ANTENNA ANALYSIS



3.4
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To analyze the electromagnetic radiation of an antenna, one needs to work in spherical coordinates. Considering an antenna with a volume V and current J~ flowing in V , as shown in Fig. 3.7, the electric and magnetic fields can be found by solving the inhomogeneous Helmholtz equation [1]: ~ þ k02 A ~ ¼ J~ r2 A



ð3:13Þ



~ is the vector potential, defined as where A ~ ¼ 0 H ~ ~ ¼rA B



FIGURE 3.7



ð3:14Þ



Antenna analysis: (a) spherical coordinates; (b) antenna and observation point.
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The radiation is due to the current flow on the antenna, which contributes to a vector potential at point Pðr; ; Þ. This vector potential is the solution of Eq. (3.13), and the result is given by [1] ~ ð~rÞ ¼  A 4



ð V



jk0 j~r~r0 j



e dV 0 J~ ð~r0 Þ j~r  ~r0 j



ð3:15Þ



where r0 is the source coordinate and r is the observation point coordinate. The integral is carried over the antenna volume with the current distribution multiplied by the free-space Green’s function, defined by 0



Free-space Green’s function ¼



ejk0 j~r~r j j~r  ~r0 j



ð3:16Þ



~ ð~rÞ can be determined. From A ~ ð~rÞ, one can If the current distribution is known, then A ~ ð~rÞ from Eq. (3.14) and thus the electric field E ~ ð~rÞ. However, in many cases, find H the current distribution is difficult to find, and numerical methods are generally used to determine the current distribution.



3.5



ANTENNA CHARACTERISTICS AND PARAMETERS



There are many parameters used to specify and evaluate a particular antenna. These parameters provide information about the properties and characteristics of an antenna. In the following, these parameters will be defined and described. 3.5.1



Input VSWR and Input Impedance



As the one-port circuit, an antenna is described by a single scattering parameter S11 or the reflection coefficient , which gives the reflected signal and quantifies the impedance mismatch between the source and the antenna. From Chapter 2, the input VSWR and return loss are given by VSWR ¼



1 þ jj 1  jj



RL in dB ¼ 20 logjj



ð3:17Þ ð3:18Þ



The optimal VSWR occurs when jj ¼ 0 or VSWR ¼ 1. This means that all power is transmitted to the antenna and there is no reflection. Typically, VSWR42 is acceptable for most applications. The power reflected back from the antenna is jj2 times the power available from the source. The power coupled to the antenna is ð1  jj2 Þ times the power available from the source.
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The input impedance is the one-port impedance looking into the antenna. It is the impedance presented by the antenna to the transmitter or receiver connected to it. The input impedance can be found from  by Zin ¼ Z0



1þ 1



ð3:19Þ



where Z0 is the characteristic impedance of the connecting transmission line. For a perfect matching, the input impedance should be equal to Z0 . 3.5.2



Bandwidth



The bandwidth of an antenna is broadly defined as the range of frequencies within which the performance of the antenna, with respect to some characteristic, conforms to a specified standard. In general, bandwidth is specified as the ratio of the upper frequency to the lower frequency or as a percentage of the center frequency. Since antenna characteristics are affected in different ways as frequency changes, there is no unique definition of bandwidth. The two most commonly used definitions are pattern bandwidth and impedance bandwidth. The power entering the antenna depends on the input impedance locus of the antenna over the frequencies. Therefore, the impedance bandwidth (BW) is the range of frequencies over which the input impedance conforms to a specified standard. This standard is commonly taken to be VSWR  2 (or jj  13Þ and translates to a reflection of about 11% of input power. Figure 3.8 shows the bandwidth definition [2]. Some applications may require a more stringent specification, such as a VSWR of 1.5 or less. Furthermore, the operating bandwidth of an antenna could be smaller than the impedance bandwidth, since other parameters (gain, efficiency, patterns, etc.) are also functions of frequencies and may deteriorate over the impedance bandwidth. 3.5.3



Power Radiation Patterns



The power radiated (or received) by an antenna is a function of angular position and radial distance from the antenna. At electrically large distances, the power density drops off as 1=r2 in any direction. The variation of power density with angular position can be plotted by the radiation pattern. At electrically large distances (i.e., far-field or plane-wave regions), the patterns are independent of distance. The complete radiation properties of the antenna require that the electric or magnetic fields be plotted over a sphere surrounding the antenna. However, it is often enough to take principal pattern cuts. Antenna pattern cuts are shown in Fig. 3.9. As shown, the antenna has E- and H-plane patterns with co- and crosspolarization components in each. The E-plane pattern refers to the plane containing the electric field vector ðE Þ and the direction of maximum radiation. The parameter E is the cross-polarization component. Similarly, the H-plane pattern contains the magnetic field vector and the direction of maximum radiation. Figure 3.10 shows an antenna pattern in either the E- or H-plane. The pattern contains information about half-power beamwidth, sidelobe levels, gain, and so on.
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FIGURE 3.8 VSWR ¼ 2 bandwidth [2].



FIGURE 3.9 Antenna pattern coordinate convention [2].



3.5 ANTENNA CHARACTERISTICS AND PARAMETERS



FIGURE 3.10



3.5.4
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Antennas pattern characteristics [2].



Half-Power Beamwidth and Sidelobe Level



The half-power beamwidth (HPBW) is the range in degrees such that the radiation drops to one-half of (or 3 dB below) its maximum. The sidelobes are power radiation peaks in addition to the main lobe. The sidelobe levels (SLLs) are normally given as the number of decibels below the main-lobe peak. Figure 3.10 [2] shows the HPBW and SLLs. Also shown is FNBW, the first-null beamwidth. 3.5.5



Directivity, Gain, and Efficiency



The directivity Dmax is defined as the value of the directive gain in the direction of its maximum value. The directive gain Dð; Þ is the ratio of the Poynting power density Sð; Þ over the power density radiated by an isotropic source. Therefore, one can write Dð; Þ ¼ Dmax ¼



Sð; Þ Pt =4R2



ð3:20Þ



maximum of Sð; Þ Pt =4R2



ð3:21Þ



~ H ~ *. where S~ ð; Þ ¼ 12 Re½E The directivity of an isotropic antenna equals to 1 by definition, and that of other antennas will be greater than 1. Thus, the directivity serves as a figure of merit relating the directional properties of an antenna relative to those of an isotropic source. The gain of an antenna is the directivity multiplied by the illumination or aperture efficiency of the antenna to radiate the energy presented to its terminal: Gain ¼ G ¼ Dmax ¼ efficiency ¼



ð3:22Þ Prad Prad ¼ Pin Prad þ Ploss



ð3:23Þ
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FIGURE 3.11



Gain comparison [2].



where Prad is the actual power radiated, Pin is the power coupled into the antenna, and Ploss is the power lost in the antenna. The losses could include ohmic or conductor loss, dielectric loss, and so on. In general, the narrower the beamwidth, the higher the gain. Figure 3.11 gives a comparison of gain for three different antennas. From Eqs. (3.21) and (3.22), the radiated power density in the direction of its maximum value is Pd;max ¼ GðPt =4R2 Þ. 3.5.6



Polarization and Cross-Polarization Level



The polarization of an antenna is the polarization of the electric field of the radiated wave. Antennas can be classified as linearly polarized (LP) or circularly polarized (CP). The polarization of the wave is described by the tip of the E-field vector as time progresses. If the locus is a straight line, the wave is linearly polarized. If the locus is a circle, the wave is circularly polarized. Ideally, linear polarization means that the electric field is in only one direction, but this is seldom the case. For linear polarization, the cross-polarization level (CPL) determines the amount of polarization impurity. As an example, for a vertically polarized antenna, the CPL is due to the E-field existing in the horizontal direction. Normally, CPL is a measure of decibels below the copolarization level. 3.5.7



Effective Area



The effective area ðAe Þ is related to the antenna gain by G¼



4 A 20 e



ð3:24Þ
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It is easier to visualize the concept of effective area when one considers a receiving antenna. It is a measure of the effective absorbing area presented by an antenna to an incident wave [3]. The effective area is normally proportional to, but less than, the physical area of the antenna. 3.5.8



Beam Efficiency



Beam efficiency is another frequently used parameter to gauge the performance of an antenna. Beam efficiency is the ratio of the power received or transmitted within a cone angle to the power received or transmitted by the whole antenna. Thus, beam efficiency is a measure of the amount of power received or transmitted by minor lobes relative to the main beam. 3.5.9



Back Radiation



The back radiation is directed to the backside of an antenna. Normally it is given as the back-to-front ratio in decibels. 3.5.10



Estimation of High-Gain Antennas



There are some convenient formulas for making quick estimates of beamwidths and gains of electrically large, high gain antennas. A convenient equation for predicting a 3-dB beamwidth is [3]: BW ¼ K1



0 D



ð3:25Þ



where D is the aperture dimension in the plane of the pattern. For a rough estimate, one can use K1 ¼ 70 . For an example, if the length of an antenna is 10 cm, the beamwidth at 30 GHz, in the plane of length, is 7 . A convenient equation for predicting gain is given in reference [3]: G¼



K2 1 2



ð3:26Þ



where K2 is a unitless constant and 1 and 2 are the 3-dB beamwidths in degrees in the two orthogonal principal planes. The correct K2 value depends on antenna efficiency, but a rough estimate can be made with K2 ¼ 30,000. Example 3.1 The E-plane pattern of an eight-element microstrip patch antenna array is shown in Fig. 3.12 [4]. Describe the characteristics of this pattern. Solution From the pattern shown in Fig. 3.12, it can be seen that the gain is 11.4 dB. The half-power beamwidth is about 22:2 . The cross-polarization radiation level is over 26 dB below the copolarization radiation in the main beam. The first
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FIGURE 3.12 E-plane pattern of an eight-element microstrip patch antenna fed by an image line operating at 31.3 GHz. (From reference [4], with permission from IEEE.)



SLL is about 14 dB below the main lobe. The maximum back radiation occurs at around 135 with a level of about 13 dB below the main-lobe peak. j



3.6



MONOPOLE AND DIPOLE ANTENNAS



The monopole and dipole antennas are commonly used for broadcasting, cellular phones, and wireless communications due to their omnidirective property. Figure 3.13 shows some examples. A monopole together with its image through a metal or ground plane has radiation characteristics similar to a dipole. A dipole with a length l is approximately equivalent to a monopole with a length of 12 l placed on a metal or ground plane. For a dipole with a length l < 0 , the E-plane radiation pattern is a doughnut shape with a hole or figure-eight shape, as shown in Fig. 3.14. The maximum radiation occurs when  ¼ 90 and there is no radiation at  ¼ 0 . The Hplane radiation pattern is a circle, which means the antenna radiates equally in all directions. Therefore, it is nondirective in the direction. Since it is only directive in the  direction, it is called an omnidirective antenna. Because it is nondirective in the direction, the antenna can receive a signal coming from any direction in the Hplane. This makes the antenna useful for broadcast and wireless applications. The antenna has no gain in the H-plane, that is, G ¼ 1. In the E-plane pattern, the gain is fairly low since it has a broad beamwidth.
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FIGURE 3.13
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Examples of dipole and monopole antennas.



By assuming a sinusoidal current distribution on the dipole, the radiated fields can be found from Eqs. (3.14) and (3.15) [5]. Figure 3.15 shows the pattern plots for different dipole length l’s [3]. It can be seen that the pattern deteriorates from its figure-eight shape when l > 0 . In most cases, a dipole with l < 0 is used. When l ¼ 12 0 , it is called a half-wave dipole. A half-wave dipole (or a quarterwavelength monopole) has an input impedance approximately equal to 73  and an antenna gain of 1.64. For a very short dipole with l  0 , the input impedance is very small and difficult to match. It has low efficiency, and most power is wasted. The gain for a short dipole is approximately equal to 1.5 (or 1.7 dB). In practice, the antenna is always fed by a transmission line. Figure 3.16 shows a quarter-wavelength monopole for mobile communication applications. This type of antenna normally uses a flexible antenna element and thus is called the quarter-
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FIGURE 3.14 (a) Thin-wire dipole and monopole antenna. (b) E- and H-plane radiation patterns. (c) Three-dimensional view of the radiation pattern.
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Publishers Note: Permission to reproduce this image online was not granted by the copyright holder. Readers are kindly asked to refer to the printed version of this chapter. FIGURE 3.15 Radiation patterns of center-driven dipole assuming sinusoidal current distribution and very thin dipole. (From reference [3], with permission from McGraw-Hill.)



wavelength ‘‘whip’’ antenna. The antenna is mounted on the ground plane, which is the roof of a car. If the ground plane is assumed to be very large and made of a perfect conductor, the radiation patterns of this antenna would be the same as that of a half-wave dipole. However, the input impedance is only half that of a half-wave dipole. There are various types of dipoles or monopoles used for wireless applications. A folded dipole is formed by joining two cylindrical dipoles at the ends, as shown in Fig. 3.17. The excitation of a folded dipole can be considered as a superposition of two modes, a symmetrical mode and an asymmetrical mode [6]. Figure 3.18 shows a sleeve antenna [7]. The coaxial cylindrical skirt behaves as a quarter-wavelength choke, preventing the antenna current from leaking into the outer surface of the coaxial cable. The choke on the lower part of the coaxial cable is used to improve the radiation pattern by further suppressing the current leakage. This antenna does not require a ground plane and has almost the same characteristics as that of a half-wavelength dipole antenna. The feeding structure is more suitable for vehicle mounting than the center-fed dipole antenna. Other variations of monopole antennas are inverted L and inverted F antennas, as shown in Figs. 3.19a and b. These are low-profile antennas formed by bending a quarter-wavelength monopole element mounted on a ground plane into an L-shape or F-shape. The wire can be replaced by a planar element with wide-band characteristics [7]. The modified structure is shown in Fig. 3.19c. These types of antennas are used on hand-held portable telephones.



FIGURE 3.16



Quarter-wavelength whip antenna and its pattern.
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FIGURE 3.17



Folded dipoles and monopoles.



Publishers Note: Permission to reproduce this image online was not granted by the copyright holder. Readers are kindly asked to refer to the printed version of this chapter.



FIGURE 3.18 Sleeve antenna for vehicle application. (From reference [7], with permission from McGraw-Hill.)
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FIGURE 3.19 (a) Inverted L-antenna (ILA). (b) Inverted F-antenna (IFA). (c) Planar inverted F-antenna.



Example 3.2 An AM radio station operates at 600 kHz transmitting an output power of 100 kW using a monopole antenna as shown in Fig. 3.20. (a) What is the length of l if the antenna is an equivalent half-wave dipole? (b) What is the maximum rms electric field in volts per meter at a distance 100 km away from the station? The half-wave dipole has an antenna gain of 1.64. Solution (a) c 3  108 m=sec ¼ ¼ 500 m f 600  103 sec1 2l ¼ monopole and its image ¼ 12 0



0 ¼



l ¼ 14 0 ¼ 125 m
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FIGURE 3.20



Broadcast station uses a monopole antenna.



(b) The power density for an isotropic antenna at a distance R is equal to Pt =4R2 , as shown in Eq. (3.1). For a directive antenna with a gain G, the maximum power density is Pt 100  103 W ¼ 1:64  4R2 4  3:14  ð100  103 mÞ2 ¼ 1:31  106 W=m2



Pd;max ¼ G



The maximum power density occurs when  ¼ 90 , that is, on the ground. From Eqs. (3.6) and (3.7), Pd ¼



2 Erms 0



0 ¼ 377 



The maximum Erms is Erms ¼



3.7



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Pd;max 0 ¼ 22:2 mV=m



j



HORN ANTENNAS



The horn antenna is a transition between a waveguide and free space. A rectangular waveguide feed is used to connect to a rectangular waveguide horn, and a circular waveguide feed is for the circular waveguide horn. The horn antenna is commonly
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used as a feed to a parabolic dish antenna, a gain standard for antenna gain measurements, and as compact medium-gain antennas for various systems. Its gain can be calculated to within 0.1 dB accuracy from its known dimensions and is therefore used as a gain standard in antenna measurements. For a rectangular pyramidal horn, shown in Fig. 3.21a, the dimensions of the horn for optimum gain can be designed by setting [3] A¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 30 lh ;



B¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 20 le



ð3:27Þ



FIGURE 3.21 Rectangular pyramidal horn fed by a rectangular waveguide: (a) configuration and (b) typical three-dimensional radiation pattern.
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where A and B are dimensions of the horn and le and lh are the slant lengths of the horn, as shown in Fig. 3.21. The effective area is close to 50% of its aperture area, and its gain is given as Gain ðin dBÞ ¼ 8:1 þ 10 log



AB 20



ð3:28Þ



As an example, a horn with A ¼ 9 in. and B ¼ 4 in. operating at 10 GHz will have a gain of 22.2 dB. A typical three-dimensional pattern is shown in Fig. 3.21b [8]. For an optimum-gain circular horn, shown in Fig. 3.22, the diameter should be designed as pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ D ¼ 3lc 0 ð3:29aÞ and Gain ðin dBÞ ¼ 20 log



3.8



D  2:82 0



ð3:29bÞ



PARABOLIC DISH ANTENNAS



A parabolic dish is a high-gain antenna. It is the most commonly used reflector antenna for point-to-point satellites and wireless links. A parabolic dish is basically a metal dish illuminated by a source at its focal point. The spherical wavefront illuminated by the source is converted into a planar wavefront by the dish, as shown in Fig. 3.23 [9]. For an illumination efficiency of 100%, the effective area equals the physical area:  2 D Ae ¼  ¼A ð3:30Þ 2 where D is the diameter of the dish. In practice, the illumination efficiency is typically between 55 and 75% due to the feed spillover, blockage, and losses. Using a 55% efficiency for the worst case, we have Ae ¼ A ¼ 0:55ð12 DÞ2



ð3:31Þ



and the gain of the antenna is, from (3.24),  2 4 D G ¼ 2 Ae ¼ 0:55 0 0



ð3:32Þ



The half-power beamwidth is approximately given by [from Eq. (3.25) with K1 ¼ 70  HPBW ¼ 70



0 D



ðdegÞ



ð3:33Þ
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FIGURE 3.22
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Circular horn fed by a circular waveguide.



FIGURE 3.23 Radiation from a parabolic dish antenna. (From reference [9], with permission from Longman Scientific & Technical.)
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Example 3.3 A parabolic dish antenna with a diameter of 3 ft is operated at 10 GHz. Determine the approximate gain, beamwidth, and distance for the far-field region operation. The illumination efficiency is 55%. Solution D ¼ 3 ft ¼ 36 in: c 0 ¼ ¼ 3 cm ¼ 1:18 in: f "  2 # D Gain ¼ 10 log 0:55 ¼ 37 dB or 5047 0 Beamwidth ¼ 70



0 ¼ 2:29 D



For far-field region operation R>



2D2 ¼ 2196 in: or 183 ft: 0



j



It can be seen that the dish antenna provides a very high gain and narrow beam. The alignment of the dish antenna is usually very critical. The parabolic dish is generally fed by a horn antenna connected to a coaxial cable. There are four major feed methods: front feed, Cassegrain, Gregorian, and offset feed. Figure 3.24 shows these arrangements [9]. The front feed is the simplest method. The illumination efficiency is only 55–60%. The feed and its supporting structure produce aperture blockage and increase the sidelobe and cross-polarization levels. The Cassegrain method has the advantages that the feed is closer to other front-end hardware and a shorter connection line is needed. The Gregorian method is similar to the Cassegrain feed, but an elliptical subreflector is used. An illumination efficiency of 76% can be achieved. The offset feed method avoids the aperture blockage by the feed or subreflector. The sidelobe levels are smaller, and the overall size is smaller for the same gain. At low microwave frequencies or ultrahigh frequencies (UHFs), a parabolic dish is big, so only a portion of the dish is used instead. This is called a truncated parabolic dish, commonly seen on ships. To make the dish lighter and to withstand strong wind, a dish made of metal mesh instead of solid metal can be used.



3.9



MICROSTRIP PATCH ANTENNAS



Microstrip patch antennas are widely used due to the fact that they are highly efficient, structurally compact, and conformal. One of the most common types of microstrip antenna is the rectangular patch.
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FIGURE 3.24 Parabolic dish aerials: (a) front feed; (b) Cassegrain; (c) Gregorian; and (d) offset-feed. (From reference [9], with permission from Longman Scientific & Technical.)



Figure 3.25 shows a typical rectangular patch antenna with width W and length L over a grounded dielectric plane with dielectric constant "r . Ideally, the ground plane on the underside of the substrate is of infinite extent. Normally, the thickness of the dielectric substrate, h, is designed to be  0:02g , where g is the wavelength in the dielectric. There are several theories that can be used for the analysis and design of microstrip patch antennas. The first one is the transmission line model [10]. This theory is based on the fact that the rectangular patch is simply a very wide transmission line terminated by the radiation impedance. The transmission line model can predict properties only approximately, because the accepted formulas that
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FIGURE 3.25



Rectangular patch antenna.



describe microstrip transmission line characteristics are either approximations or empirically fit to measured data. The second method is the cavity model [11]. This model assumes the rectangular patch to be essentially a closed resonant cavity with magnetic walls. The cavity model can predict all properties of the antenna with high accuracy but at the expense of much more computation effort than the transmission line model. The patch antenna can be approximately designed by using the transmission line model. It can be seen from Fig. 3.26 that the rectangular patch with length L and width W can be viewed as a very wide transmission line that is transversely resonating, with the electric field varying sinusoidally under the patch along its resonant length. The electric field is assumed to be invariant along the width W of the patch. Furthermore, it is assumed that the antenna’s radiation comes from fields leaking out along the width, or radiating edges, of the antenna. The radiating edges of the patch can be thought of as radiating slots connected to each other by a microstrip transmission line. The radiation conductance for a single slot is given as



G¼



W2 9020



G¼



W 1200



for W < 0 for W > 0



ð3:34aÞ ð3:34bÞ



Similarly, the radiation susceptance of a single slot [12] is given as



B¼



pﬃﬃﬃﬃﬃﬃﬃ k0 l "eff Z0



ð3:35aÞ
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FIGURE 3.26
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Transmission line model of a patch antenna.



where Z0 ¼



120h pﬃﬃﬃﬃﬃﬃﬃ W "eff



ð3:35bÞ



with "eff



 1=2 "r þ 1 "r  1 12h þ 1þ ¼ 2 2 W 



l ¼ 0:412h



 "eff þ 0:3 ðW =hÞ þ 0:264 "eff  0:258 ðW =hÞ þ 0:8



ð3:35cÞ



ð3:35dÞ



where k0 ¼ 2=0 is the free-space wavenumber, Z0 is the characteristic impedance of the microstrip line with width W , "eff is referred to as the effective dielectric constant, and l is the correction term called the edge extension, accounting for the
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fringe capacitance. In Fig. 3.26 it can be seen that the fields slightly overlap the edges of the patch, making the electrical length of the patch slightly larger than its physical length, thus making the edge extension necessary. To determine the radiation impedance of the antenna, we combine the slot impedance with the transmission line theory. The admittance of a single slot is given in Eqs. (3.34) and (3.35). The microstrip patch antenna is merely two slots in parallel separated by a transmission line with length L, which has a characteristic admittance Y0 . The input admittance at the radiating edge can be found by adding the slot admittance to the admittance of the second slot by transforming it across the length of the patch using the transmission line equation. The result is Yin ¼ Yslot þ Y0



Yslot þ jY0 tan ðL þ 2 lÞ Y0 þ jYslot tan ðL þ 2 lÞ



ð3:36Þ



pﬃﬃﬃﬃﬃﬃﬃ where  ¼ 2 "eff =0 is the propagation constant of the microstrip transmission line. At resonance ðL þ 2 l ¼ 12 g Þ, this reduces to two slots in parallel, giving an input admittance twice that of Eq. (3.34), Yin ¼ 2G



ð3:37Þ



More generally, the input admittance at a point inside the patch at a given distance y1 from the radiating edge can be found by using the transmission line equation to transform the slot admittance across the patch by a distance y1 [13]. We add this to the admittance from the other slot, which is transformed a distance y2 ¼ ðL þ 2 lÞ  y1 so the two admittances are at the same point. This result gives Yin ¼ Y0



Yslot þ jY0 tan y1 Y þ jY0 tan y2 þ Y0 slot Y0 þ jYslot tan y1 Y0 þ jYslot tan y2



ð3:38Þ



The patch antenna resonates when the imaginary part of (3.38) disappears. Perhaps a more intuitive picture of resonance can be seen from field distribution under the patch in Fig. 3.26. In order to resonate, the effective length [adding twice the length extension found in Eq. (3.35d) onto the physical length] must be equal to half a transmission line wavelength. In other words, ðL þ 2 lÞ ¼



g 0 ¼ pﬃﬃﬃﬃﬃﬃ ﬃ 2 2 "eff



ð3:39Þ



from which we can determine the resonant frequency (which is the operating frequency) in terms of patch dimensions: c fr ¼ pﬃﬃﬃﬃﬃﬃﬃ 2 "eff ðL þ 2 lÞ



ð3:40Þ
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Here, W is not critical but can be selected as  1=2 c "r þ 1 W ¼ 2fr 2



ð3:41Þ



From Eqs. (3.41), (3.35c), (3.35d), and (3.40), one can determine W and L if "r , h, and fr are known. Equations (3.34) and (3.37) give the input admittance at the resonant or operating frequency. Example 3.4 Design a microstrip patch antenna operating at 3 GHz. The substrate is Duroid 5880 ð"r ¼ 2:2Þ with a thickness of 0.030 in. The antenna is fed by a 50- line, and a quarter-wavelength transformer is used for impedance matching, as shown in Fig. 3.27. Solution fr ¼ 3 GHz; h ¼ 0:030 in: ¼ 0:0762 cm c 0 ¼ ¼ 10 cm fr From Eq. (3.41)  1=2 c "r þ 1 W ¼ ¼ 3:95 cm 2fr 2 From Eq. (3.35c)



"eff ¼ 



1=2 "r þ 1 "r  1 12h þ 1þ ¼ 2:14 2 2 W



FIGURE 3.27



Design of a rectangular patch antenna.
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From Eq. (3.35d) 



"eff þ 0:3 l ¼ 0:412h "eff  0:258







 W =h þ 0:264 ¼ 0:04 cm W =h þ 0:8



From Eq. (3.40) L¼



c pﬃﬃﬃﬃﬃﬃﬃ  2 l ¼ 3:34 cm 2fr "eff



Since W < 0 , G ¼ W 2 =9020 from (3.34), Yin ¼ 2G ¼



1 W2 1 ¼ 2 45 0 Rin



Rin ¼ 288  ¼ input impedance The characteristic impedance of the transformer is Z0T ¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Rin  50 ¼ 120 



From Figs. 2.24 and 2.25, w1  0:58 and h



pﬃﬃﬃﬃ g1 "r  1:13 0



Therefore, the impedance transformer has a width W1 and length l1 given by w1 ¼ 0:0442 cm



l1 ¼ 14 g1 ¼ 1:90 cm



For a 50- line w2 can be estimated from Fig. 2.24 and found to be 0.228 cm. Similar results can be obtained by using Eqs. (2.84) and (2.86); we have w1 ¼ 0:044 cm, "eff ¼ 1:736, and l1 ¼ 1:89 cm. For the 50- line, w2 ¼ 0:238 cm from Eq. (2.84) j Patch antennas can be fed by many different ways [13–16]. The most common feed methods are the coaxial probe feed and microstrip line edge feed, as shown in Fig. 3.28. The probe feed method is simple but is not attractive from the fabrication point of view. The edge feed method has the advantage that both patch and feed line can be printed together. Other feed methods are electromagnetically coupled microstrip line feed, aperture-coupling feed, slot line feed, coplanar waveguide feed, and so on.
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FIGURE 3.28
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Microstrip patch antenna feed methods.



The radiation patterns of a microstrip patch antenna can be calculated based on electromagnetic analysis [13–16]. Typical radiation patterns are shown in Fig. 3.29 [17]. Typical half-power beamwidth is 50 –60 , and typical gain ranges from 5 to 8 dB. In many wireless applications, CP antennas are required. A single square patch can support two degenerate modes at the same frequency with the radiated fields linearly polarized in orthogonal directions. Circular polarization can be accomplished by using a proper feed network with a 90 hybrid coupler, as shown in Fig. 3.30a. Other methods can also be employed to obtain circular polarization by perturbing the patch dimensions without the need of the hybrid coupler feed network. Some of these methods are shown in Fig. 3.30b.



FIGURE 3.29 Radiation patterns of an inverted microstrip patch antenna. (From reference [17], with permission from IEEE.)
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FIGURE 3.30



3.10



Circularly polarized square patch antennas.



ANTENNA ARRAYS AND PHASED ARRAYS



Single antennas are often limited for many applications because of a large HPBW and, consequently, a lower gain. For many applications, a high-gain, narrow pencil beam is required. Since most antennas have dimensions that are on the order of one wavelength, and since beamwidth is inversely proportional to antenna size, more than one antenna is required to sharpen the radiation beam. An array of antennas working simultaneously can focus the reception or transmission of energy in a particular direction, which increases the useful range of a system. Considering the one-dimensional linear array shown in Fig. 3.31, the radiated field from a set of sources can be given by



Etotal ¼ I1 f1 ð; Þ1



ejðk0 r1 1 Þ ejðk0 r2 2 Þ þ I2 f2 ð; Þ2 þ  4r1 4r2



þ Ii fi ð; Þi



ejðk0 ri i Þ þ  4ri



ð3:42Þ



where Ii , i , and i are the ith element’s magnitude, polarization, and phase, respectively; fi ð; Þ is the radiation pattern of the ith element and ri is the distance from the ith element to an arbitrary point in space; and k0 is the propagation constant, equal to 2=0 .
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FIGURE 3.31 An N -element linear array along z axis.



Typically, the polarization of every element is aligned for copolarization (i.e., i   ¼ 1Þ. The array has N elements with uniform spacing d. It is oriented along the z axis with a phase progression . The first element is placed at the origin, and the distance ri in the phase term is approximated using the following: r1 ﬃ r r2 ﬃ r þ d cos  .. .



ð3:43Þ



rN ﬃ r þ ðN  1Þd cos  These approximations allow the total field to be given by



Etotal ¼ f ð; Þ



N ejk0 r P I ejði1Þðk0 d cos Þ 4r i¼1 i



¼ element pattern  array factor



ð3:44Þ



The total field from the array described by the equations above is made up of an element pattern f ð; Þðejk0 r =4rÞ and the array factor (AF). This is known as pattern multiplication. Now let us consider beam scanning. The AF can be formulated without consideration of the type of element used in the array. For the sake of convenience we will assume the array elements are isotropic radiators and Ii ¼ 1. For an array such as the one shown in Fig. 3.32, the AF is given as AF ¼ 1 þ ejðk0 d cos Þ þ ej2ðk0 d cos Þ þ    þ ejðN 1Þðk0 d cos Þ



ð3:45aÞ
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FIGURE 3.32 right.



An N -element linear array with progressively larger phase delay from left to



or AF ¼



NP 1



ejn



ð3:45bÞ



n¼0



where ¼ k0 d cos   . The parameter  is the progressive phase shift across the array, which means that there is a phase difference of  between the currents on adjacent elements. The progressive phase shift causes the radiation emitted from the array to have a constant phase front that is pointing at the angle 0 (where 0 ¼ 90  Þ, as seen in Fig. 3.32. By varying the progressive phase shift across the array, the constant phase front is also varied. To see how this is accomplished, note that the array factor in (3.45b) is a maximum when the exponential term equals 1. This happens when ¼ 0 or when  ¼ k0 d sinð0 Þ



ð3:46aÞ



or 0 ¼ scanning angle ¼ sin



1







 k0 d



 ð3:46bÞ



As  is varied, it must satisfy (3.46) in order to direct the constant phase front of the radiation at the desired angle 0 (scanning the main beam). This is the basic concept used in a phased array.
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Alternatively, Eq. (3.46) can be derived by examining Fig. 3.32. For each element, at the constant phase wavefront, the total phase delay should be the same for all elements. The total phase delay equals the summation of the electrical phase delay due to the phase shifter and the physical phase delay. From any two neighboring elements, elements 1 and 2 for example, we have l ¼ d sin 0



ð3:47Þ



 ¼ k0 l ¼ k0 d sin 0



ð3:48Þ



Therefore,



Equation (3.48) is the same as (3.46a). For an array antenna, the beamwidth and gain can be estimated from the number of elements. With the elements spaced by half-wavelengths to avoid the generation of grating lobes (multiple beams), the number of radiating elements N for a pencil beam is related to the half-power (or 3-dB) beamwidth by [18] N



10,000 ðBW Þ2



ð3:49Þ



where BW is the half-power beamwidth in degrees. From (3.49), we have 100 BW  pﬃﬃﬃﬃ N The corresponding antenna array gain is G  N



ð3:50Þ



where is the aperture efficiency. In a phased array, the phase of each antenna element is electronically controllable. One can change the phase of each element to make the array electronically steerable. The radiation beam will point to the direction that is normal to the constant phase front. This front is adjusted electronically by individual control of the phase of each element. In contrast to the mechanically steerable beam, the beam in a phased array can be steered much faster, and the antenna array is physically stationary. The array factor is a periodic function. Hence, it is possible to have a constant phase front in several directions, called grating lobes. This can happen when the argument in the exponential in Eq. (3.45b) is equal to a multiple of 2. To scan to a given angle, 0 , as in Fig. 3.32,  must be chosen to satisfy  ¼ k0 d sinð0 Þ as before. Thus, ¼ 2 ¼ k0 dðcos   sin 0 Þ. For the given scan direction, a
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grating lobe will begin to appear in the end-fire direction ð ¼ 180 Þ when k0 d½1 þ sin 0  ¼ 2. Dividing out 2 from the equation, we come up with the condition that d 1 ¼ 0 1 þ sin 0



ð3:51Þ



Grating lobes reduce the array’s ability to focus the radiation in a specific area of angular space (directivity) and are undesirable in the antenna pattern. The spacing between adjacent elements should be less than the distance defined in Eq. (3.51) to avoid grating lobes. By adjusting the phase and spacing between elements in two dimensions, we can extend this theory to a two-dimensional array. Such an array would make scanning possible in two perpendicular directions. The array factor in (3.45b) is modified to AF ¼



MP 1



ejmðk0 dx cos  cos x Þ



m¼0



NP 1



ejnðk0 dy cos  sin y Þ



ð3:52Þ



n¼0



where dx and dy define the element spacing in the x and y directions, respectively, and x and y are the progressive phase shifts in the x and y directions, respectively. The arrays can be fed by two major methods: corporate feed method and traveling-wave feed method, as shown in Fig. 3.33. In the corporate feed method, 3-dB power dividers are used to split the input power and deliver it to each element.



FIGURE 3.33



Antenna array feeding methods.
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Each power splitter introduces some losses. In the traveling-wave feed method, antenna elements are coupled to a transmission line. The power coupled to each element is controlled by the coupling mechanisms. Figure 3.34 shows a 16  16 microstrip patch antenna array with 256 elements using a corporate feed. A coaxial feed is connected to the center of the array from the other side of the substrate. Power dividers and impedance-matching sections are used to couple the power to each element for radiation.



FIGURE 3.34 A 16  16 microstrip patch antenna array. (Courtesy of Omni-Patch Designs.)
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ANTENNA MEASUREMENTS



Antennas can be measured in an indoor antenna chamber or an outdoor antenna range. Figure 3.35 shows a typical setup for the antenna testing [2]. The antenna under test (AUT) is located at the far-field region on top of a rotating table or positioner. A standard gain horn is used as a transmitting antenna, and the AUT is normally used as a receiving antenna. For the indoor range, the setup is placed inside an anechoic chamber. The chamber walls are covered with wave-absorbing material to isolate the AUT from the building structure and simulate the free-space unbounded medium. The system is first calibrated by two standard gain horns. Parameters to be measured include antenna gain, antenna patterns, sidelobes, half-power beamwidth, directivity, cross-polarization, and back radiation. In most cases, external objects, finite ground planes, and other irregularities change the radiation patterns and limit the measurement accuracies. Figure 3.36 shows a standard anechoic chamber for antenna measurement for farfield pattern measurements. Near-field and compact indoor ranges are also available for some special purposes.



FIGURE 3.35



Typical antlenna range setup [2].



PROBLEMS



FIGURE 3.36
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Standard indoor anechoic chamber at Texas A&M University.



PROBLEMS 3.1



Design a half-wave dipole at 1 GHz. Determine (a) the length of this dipole, (b) the length of the monopole if a monopole is used instead of a dipole, and (c) the power density (in millwatts per square centimeters) and rms E-field (in volts per meter) at a distance of 1 km if the transmit power Pt ¼ 10 W.



3.2



At 2 GHz, what is the length in centimeters of a half-wavelength dipole? What is the length of the equivalent monopole?



3.3



An FM radio station operating at 10 MHz transmits 1000 W using a monopole antenna, as shown in Fig. P3.3.
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FIGURE P3.3



(a) Design l in meters such that the antenna is an equivalent half-wave dipole. (b) The half-wave dipole has a gain of 1.64. What is the maximum rms electric field (in volts per meter) at a distance of 100 km away from the station? 3.4



A transmitter has a power output of 100 W and uses a dipole with a gain of 1.5. What is the maximum rms electric field at a distance of 1 km away from the transmitter?



3.5



A rectangular horn antenna has A ¼ 6 in. and B ¼ 4 in. operating at 12 GHz. Calculate (a) the antenna gain in decibels and (b) the maximum rms E-field at a distance of 100 m from the antenna if the transmit power is 100 W ðE is in volts per meter).



3.6



Calculate the gain (in decibels) and 3-dB beamwidth (in degrees) for a dish antenna with the following diameters at 10 GHz: (a) 5 ft and (b) 10 ft. Determine the far-field zones for both cases ( ¼ 55%Þ:



3.7



At 10 GHz, design a dish antenna with a gain of 60 dB. What is the diameter of this antenna? What is the beamwidth in degrees? Note that this is a very high gain antenna ð ¼ 55%Þ.



3.8



A dish antenna assuming a 55% illumination efficiency with a diameter of 3 m is attached to a transmitter with an output power of 100 kW. The operating frequency is 20 GHz. (a) Determine the maximum power density and electric (rms) field strength at a distance of 10 km away from this antenna. (b) Is this distance located at the far-field zone? (c) Is it safe to have someone inside the beam at this distance? (Note that the U.S. safety standard requires Pd;max < 10 mW=cm2 .)



3.9



A high-power radar uses a dish antenna with a diameter of 4 m operating at 3 GHz. The transmitter produces 200 kW CW power. What is the minimum safe distance for someone accidentally getting into the main beam? (The U.S. standard requires power density 
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FIGURE 4.9



Performance of a microstrip 3-dB Wilkinson power divider.



Combinations of L and C elements form resonators. Figure 4.10 shows four types of combinations, and their equivalent circuits at the resonant frequencies are given in Fig. 4.11. At resonance, Z ¼ 0, equivalent to a short circuit, and Y 0 ¼ 0, equivalent to an open circuit. The resonant frequency is given by o20 ¼



1 LC



ð4:4Þ



or f ¼ fr ¼



1 pﬃﬃﬃﬃﬃﬃﬃ 2p LC



ð4:5Þ



In reality, there are losses (R and G elements) associated with the resonators. Figures 4.10a and c are redrawn to include these losses, as shown in Fig. 4.12. A quality factor Q is used to specify the frequency selectivity and energy loss. The unloaded Q is defined as Q0 ¼



o0 ðtime-averaged energy storedÞ energy loss per second



ð4:6aÞ



For a parallel resonator, we have Q0 ¼



o0 ð1=2ÞVV *C o0 C R ¼ ¼ ð1=2ÞGVV * G o0 L



ð4:6bÞ
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FIGURE 4.10



Four different basic resonant circuits.



FIGURE 4.11 Equivalent circuits at resonance for the four resonant circuits shown in Fig. 4.10.
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FIGURE 4.12
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Resonators with lossy elements R and G.



For a series resonator, we have Q0 ¼



o0 ð1=2ÞII *L o0 L 1 ¼ ¼ ð1=2ÞRII * R o0 CR



ð4:6cÞ



In circuit applications, the resonator is always coupled to the external circuit load. The loading effect will change the net resistance and consequently the quality factor [5]. A loaded Q is defined as 1 1 1 ¼ þ QL Q0 Qext



ð4:7Þ



where Qext is the external quality factor due to the effects of external coupling. The loaded Q can be measured from the resonator frequency response [6]. Figure 4.13 shows a typical resonance response. The loaded Q of the resonator is QL ¼



f0 f1  f2



ð4:8Þ



where f0 is the resonant frequency and f1  f2 is the 3-dB (half-power) bandwidth. The unloaded Q can be found from the loaded Q and the insertion loss IL (in decibels) at the resonance by the following equation [6]: Q0 ¼



QL 1  10IL=20



ð4:9Þ



The higher the Q value, the narrower the resonance response and the lower the circuit loss. A typical Q value for a microstrip resonator is less than 200, for a waveguide cavity is several thousand, for a dielectric resonator is around 1000, and for a crystal is over 5000. A superconductor can be used to lower the metallic loss and to increase the Q.
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FIGURE 4.13 Resonator frequency response.



Commonly used resonators for microstrip circuits are open-end resonators, stub resonators, dielectric resonators, and ring resonators, as shown in Fig. 4.14. The boundary conditions force the circuits to have resonances at certain frequencies. For example, in the open-end resonator and stub resonator shown in Fig. 4.14, the voltage wave is maximum at the open edges. Therefore, the resonances occur for the open-end resonator when l ¼ nð12 lg Þ



n ¼ 1; 2; 3; . . .



ð4:10Þ



For the open stub, the resonances occur when l ¼ nð14 lg Þ



n ¼ 1; 2; 3; . . .



ð4:11Þ



For the ring circuit, resonances occur when 2pr ¼ nlg



n ¼ 1; 2; 3; . . .



ð4:12Þ



The voltage (or E-field) for the first resonant mode ðn ¼ 1Þ for these circuits is shown in Fig. 4.15. From Eqs. (4.10)–(4.12), one can find the resonant frequencies by using the relation l0 c lg ¼ pﬃﬃﬃﬃﬃﬃ ﬃ ¼ pﬃﬃﬃﬃﬃﬃﬃ eeff f eeff



ð4:13Þ
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FIGURE 4.14
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Commonly used resonators for microstrip circuits.



FIGURE 4.15 Voltage distribution for the first resonator mode.



Figure 4.16 shows the typical results for a loosely coupled ring resonator. Three resonances are shown for n ¼ 1; 2, 3. The insertion loss is high because of the loose coupling [6]. One major application of the resonators is to build filters. There are four types of filters: the low-pass filter (LPF), bandpass filter (BPF), high-pass filter (HPF), and bandstop filter (BSF). Their frequency responses are shown in Fig. 4.17 [5]. An ideal
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FIGURE 4.16



Microstrip ring resonator and its resonances.



filter would have perfect impedance matching, zero insertion loss in the passbands, and infinite rejection (attenuation or insertion loss) everywhere else. In reality, there is insertion loss in the passbands and finite rejection everywhere else. The two most common design characteristics for the passband are the maximum flat (Butterworth) response and equal-ripple (Chebyshev) response, as shown in Fig. 4.18, where A is the maximum attenuation allowed in the passband.



FIGURE 4.17



Basic types of filters: (a) low pass; (b) high pass; (c) bandpass; (d) bandstop.



4.3 RESONATORS, FILTERS, AND MULTIPLEXERS



125



FIGURE 4.18 Filter response: (a) maximally flat LPF; (b) Chebyshev LPF; (c) maximally flat BPF; (d) Chebyshev BPF.



FIGURE 4.19



Prototype circuits for filters.
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The prototype circuits for filters are shown in Fig. 4.19. In low frequencies, these circuits can be realized using lumped L and C elements. In microwave frequencies, different types of resonators and cavities are used to achieve the filter characteristics. Figure 4.20 shows some commonly used microstrip filter structures. The step impedance filter has low-pass characteristics; all others have bandpass characteristics. Figure 4.21 shows a parallel-coupled microstrip filter and its performance. The insertion loss (IL) in the passband around 5 GHz is about 2 dB, and the return loss (RL) is greater than 20 dB. The rejection at 4 GHz is over 20 dB and at 3 GHz is over 35 dB. The simulation can be done using a commercially available circuit simulator



FIGURE 4.20



Commonly used microstrip filter structures [5].
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or an electromagnetic simulator. For very narrow passband filters, surface acoustic wave (SAW) devices and dielectric resonators can be used. The filter can be made electronically tunable by incorporating varactors into the filter circuits [1]. In this case, the passband frequency is tuned by varying the varactor bias voltages and thus the varactor capacitances. Active filters can be built by using active devices such as MESFETs in microwave frequencies and CMOS in RF. The active devices provide negative resistance and compensate for the losses of the filters. Active filters could have gains instead of losses. A frequency multiplexer is a component that separates or combines signals in different frequency bands (Fig. 4.22a). It is used in frequency division multiple



FIGURE 4.21 Microstrip bandpass filter and its performance: (a) circuit layout; (b) simulated and measured results.
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FIGURE 4.22 Multiplexer and diplexer: (a) a multiplexer is used to separate many different frequency bands: (b) a diplexer is used to separate the transmitting and receiving signals in a communication system.



access (FDMA) to divide a frequency band into many channels or users in a communication system. Guard bands are normally required between the adjacent channels to prevent interference. A filter bank that consists of many filters in parallel can be used to accomplish the frequency separation. A diplexer is a component used to separate two frequency bands. It is commonly used as a duplexer in a transceiver (transmitter and receiver) to separate the transmitting and receiving frequency bands. Figure 4.22b shows a diplexer used for this function.



4.4



ISOLATORS AND CIRCULATORS



Isolators and circulators are nonreciprocal devices. In many cases, they are made with ferrite materials. The nonreciprocal electrical properties cause that the transmission coefficients passing through the device are not the same for different directions of propagation [2]. In an isolator, almost unattenuated transmission from port 1 to port 2 is allowed, but very high attenuation exists in the reverse direction from port 2 to port 1, as shown in Fig. 4.23. The isolator is often used to couple a microwave signal source (oscillator) to the external load. It allows the available power to be delivered to the load but prevents the reflection from the load transmitted back to the source. Consequently, the source always sees a matched load, and the effects of the load on the source (such as frequency pulling or output power variation) are minimized. A practical isolator will introduce an insertion loss for the power transmitted from port 1 to port 2 and a big but finite isolation (rejection) for the power transmitted from port 2 to port 1. Isolation can be increased by cascading two isolators in series. However, the insertion loss is also increased. Example 4.2 The isolator shown in Fig. 4.23a has an insertion loss aL of 1 dB and an isolation aI of 30 dB over the operation bandwidth. (a) What is the output power
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FIGURE 4.23 Isolator and its applications: (a) isolator allows power to flow in one direction only; (b) isolator is used to protect an oscillator.



P2 at port 2 if the input power at port 1 is P1 ¼ 10 mW? (b) What is the output power P1 at port 1 if the input power at port 2 is P2 ¼ 10 mW? Solution



ðaÞ



P2 ¼ P1  aL ¼ 10 dBm  1 dB ¼ 9 dBm



ðbÞ



¼ 7:94 mW P1 ¼ P2  aI ¼ 10 dBm  30 dB ¼ 20 dBm ¼ 0:01 mW



j



A circulator is a multiport device for signal routing. Figure 4.24 shows a three-port circulator. A signal incident in port 1 is coupled into port 2 only, a signal incident in port 2 is coupled into port 3 only, and a signal incident in port 3 is coupled into port 1 only. The signal traveling in the reverse direction is the leakage determined by the isolation of the circulator. A circulator is a useful component for signal routing or separation, and some applications are shown in Fig. 4.25. A terminated circulator can be used as an isolator (Fig. 4.25a). The reflection from port 2 is dissipated in the termination at port 3 and will not be coupled into port 1. Figure 4.25b shows that a circulator can be used as a duplexer in a transceiver to separate the transmitted and received signals. The transmitted and received signals can have the same or different frequencies. This arrangement is quite popular for radar applications. The circuit shown in Fig. 4.25c is a fixed or a variable phase shifter. By adjusting the length l of a transmission line in port 2, one can introduce a phase shift of 2bl between ports 1 and 3. The length l can be adjusted by using a sliding (tunable) short. A circulator can be used to build an injection locked or a stable amplifier using a two-terminal solid-state active device such as an IMPATT diode or a Gunn device [1]. The circulator is used to separate the input and output ports in this case, as shown in Fig. 4.25d.
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FIGURE 4.24



Three-port circulator.



FIGURE 4.25 Some applications of circulators: (a) as an isolator; (b) as a duplexer; (c) as a phase shifter; (d) as an amplifier circuit.



4.5



DETECTORS AND MIXERS



A detector is a device that converts an RF=microwave signal into a DC voltage or that demodulates a modulated RF=microwave signal to recover a modulating lowfrequency information-bearing signal. Detection is accomplished by using a nonlinear I –V device. A p–n junction or a Schottky-barrier junction (metal– semiconductor junction) has a nonlinear I –V characteristic, as shown in Fig. 4.26. The characteristic can be given by [1] i ¼ a1 v þ a2 v 2 þ a3 v 3 þ   



ð4:14Þ



If a continuous wave is incident to the detector diode, as shown in Fig. 4.27a, we have v ¼ A cos oRF t or v ¼ A sin oRF t



ð4:15Þ
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FIGURE 4.26
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Nonlinear I–V characteristics.



FIGURE 4.27 Detectors are used to (a) convert a CW RF signal to DC output, (b) demondulate a pulse-modulated RF carrier, and (c) demodulate an analog-modulated RF carrier.



The first two terms will give i ¼ a1 A cos oRF t þ a2 A2 cos2 oRF t ¼ a1 A cos oRF t þ 12 a2 A2 þ 12 a2 A2 cos 2oRF t



ð4:16Þ



A DC current appears at the output of a low-pass filter: iDC ¼ 12 a2 A2 / A2



ð4:17Þ
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The detector is normally operating in the square-law region with the DC current proportional to the square of the incident RF signal [7]. If the incident RF signal is pulse modulated, as shown in Fig. 4.27b, then DC currents appear only when there are carrier waves. The output is the demodulated signal (modulating signal) of the pulse-modulated carrier signal. Similarly, the detector’s output for an analogmodulated signal is the modulating low-frequency signal bearing the analog information. The performance of a detector is judged by its high sensitivity, good VSWR, high dynamic range, low loss, and wide operating bandwidth. The current sensitivity of a detector is defined as bi ¼



iDC pin



ð4:18Þ



where Pin is the incident RF power and iDC is the detector output DC current. Since the baseband modulating signal usually contains frequencies of less than 1 MHz, the detector suffers from 1=f noise (flicker noise). The sensitivity of the RF=microwave receiver can be greatly improved by using the heterodyne principle to avoid the 1=f noise. In heterodyne systems, the initial baseband frequency is converted up to a higher transmitted carrier frequency, and then the process is reversed at the receiver. The frequency conversions are done by mixers (upconverters and downconverters). In the downconverter, as shown in Fig. 4.28, the highfrequency received signal (RF) is mixed with a local oscillator (LO) signal to generate a difference signal, which is called the intermediate-frequency (IF) signal. The IF signal can be amplified and detected=demodulated. It can also be further downconverted to a lower frequency IF before detection or demodulation. The upconverter is used to generate a high-frequency RF signal for transmission from a low-frequency information-bearing IF signal. The upconverter is used in a transmitter and the downconverter in a receiver. The input voltage to the downconverter is given by v ¼ A sin oRF t þ B sin oLO t



ð4:19Þ



Substituting this into Eq. (4.14) gives i ¼ a1 ðA sin oRF t þ B sin oLO tÞ þ a2 ðA2 sin2 oRF t þ 2AB sin oRF t sin oLO t þ B2 sin2 oLO tÞ þ a3 ðA3 sin3 oRF t þ 3A2 B sin2 oRF t sin oLO t þ 3AB2 sin oRF t sin2 oLO t þ B3 sin3 oLO tÞ þ   



ð4:20Þ



Because the term 2AB sin oRF t sin oLO t is just the multiplication of the two input signals, the mixer is often referred as a multiplier for two signals, as shown in Fig. 4.29.



4.5 DETECTORS AND MIXERS



FIGURE 4.28



FIGURE 4.29
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Downconverter and upconverter.



Multiplication of two input signals by a mixer.



Using the trigonometric identities, the following frequency components result from (4.20): a1 v ! oRF ; oLO a2 v2 ! 2oRF ; oRF  oLO ; 2oLO a3 v3 ! 3oRF ; 2oRF  oLO ; 2oLO  oRF ; 3oLO ; oRF ; oLO .. . For the downconverter, a low-pass filter is used in the mixer to extract the IF signal ðoRF  oLO or oLO  oRF Þ. All other frequency components are trapped and eventually converted to the IF signal or dissipated as heat. For the upconverter, a bandpass filter is used to pass oIF þ oLO .
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The conversion loss for a downconverter is defined as Lc ðin dBÞ ¼ 10 log



PRF PIF



ð4:21Þ



where PRF is the input RF signal power to the mixer and PIF is the output IF signal power. A good mixer requires low conversion loss, a low noise figure, low VSWRs for the RF, IF, and LO ports, good isolation between any two of the RF, IF, and LO ports, good dynamic range, a high 1-dB compression point, a high third-order intercept point, and low intermodulation. Definitions of dynamic range, third-order intercept point, 1-dB compression point, and intermodulation will be given in Chapter 5. As an example of mixer performance, a 4–40-GHz block downconverter from Miteq has the following typical specifications [8]: RF frequency range LO frequency range IF frequency range RF VSWR IF VSWR LO VSWR LO-to-RF isolation LO-to-IF isolation RF-to-IF isolation Conversion loss Single-sideband noise figure (at 25 CÞ Input power at 1 dB compression Input power at third-order intercept point LO power requirement



4–40 GHz 4–42 GHz 0.5–20 GHz 2.5 2.5 2.0 20 dB 25 dB 30 dB 10 dB 10.5 dB þ5 dBm þ15 dBm þ10 to þ13 dBm



Note that the noise figure is approximately equal to the conversion loss for a lossy element (as described in Chapter 5). The mixer normally consists of one or more nonlinear devices and associated filtering circuits. The circuits can be realized by using a microstrip line or waveguide [1]. The same p–n junction or Schottky-barrier junction diodes employed for detectors can be used for mixers. The use of transistors (e.g., MESFET, HEMT) as the nonlinear devices has the advantage of providing conversion gain instead of conversion loss.



4.6



SWITCHES, PHASE SHIFTERS, AND ATTENUATORS



Switches, phase shifters, and attenuators are control devices that provide electronic control of the phase and amplitude of RF=microwave signals. The control devices can be built by using ferrites or solid-state devices (p i n diodes or FETs) [1, 7]. Phase shifting and switching with ferrites are usually accomplished by changing the
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magnetic permeability, which occurs with the application of a magnetic biasing field. Ferrite control devices are heavy, slow, and expensive. Solid-state control devices, on the other hand, are small, fast, and inexpensive. The ferrite devices do have some advantages such as higher power handling and lower loss. Table 4.1 gives the comparison between ferrite and p i n diode control devices [1]. It should be mentioned that the use of FETs or transistors as control devices could provide gain instead of loss. Switches are widely used in communication systems for time multiplexing, time division multiple access (see Chapter 10), pulse modulation, channel switch in the channelized receiver, transmit=receive (T=R) switch for a transceiver, and so on. Figure 4.30 illustrates these applications. A switch can be classified as single pole, single throw (SPST), single pole, double throw (SPDT), single pole, triple throw (SP3T), and so on, as shown in Fig. 4.31. Ideally, if the switch is turned on, all signal power will pass through without any attenuation. When the switch is off, all power will be rejected and no power leaks through. In reality, there is some insertion loss when the switch is on and some leakage when the switch is off. From Fig. 4.32 the insertion loss and the isolation are given by When the switch is on, Insertion loss ¼ aL ¼ 10 log



Pin Pout



ð4:22Þ



When the switch is off, Isolation ¼ aI ¼ 10 log



Pin Pout



ð4:23Þ



A good switch should have low insertion loss and high isolation. Other desired features depending on applications are fast switching speed, low switching current, high power-handling capability, small size, and low cost. For a solid-state switch, the switching is accomplished by the two device impedance states obtained from two TABLE 4.1



Comparison between Ferrite and p i n Diode Control Devices



Parameter Speed Loss Cost Weight Driver Size Power handling



Ferrite Low (msec) Low (0.2 dB) High Heavy Complicated Large High



p i n High (msec) High (0.5 dB=diode) Low Light Simple Small Low
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FIGURE 4.30 Applications of switches: (a) channel switch or time multiplexing; (b) T=R switch or duplexer; (c) pulse modulator.



different bias states [1]. For one state, the device acts as a short circuit, and for the other, as an open circuit. One major application of switches is to build phase shifters. Figure 4.33 shows a switched-line phase shifter and its realization using p i n diodes [1]. When the bias is positive, the signal flows through the upper line with a path length l1 . If the bias is negative, the signal flows through the lower line with a path length l2 . The phase difference between the two bias states is called a differential phase shift, given by



Df ¼



2p ðl  l2 Þ lg 1



ð4:24Þ
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FIGURE 4.31



Switches and their output ports.



FIGURE 4.32 Switch in on and off positions.
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FIGURE 4.33 p i n diodes.



Switch-line phase shifter: (a) schematic diagram; (b) construction using



FIGURE 4.34



Two-bit phase shifter.
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This phase shifter provides two phase states and is a 1-bit phase shifter. For more states, one can cascade two or more 1-bit phase shifters. Figure 4.34 illustrates an example of a 2-bit phase shifter. Four differential phase states result from switching the four SPDT switches. These phases are 0 (reference), 22:5 ; 45 , and 67:5 . One major application of phase shifters is in phased-array antennas. Instead of operating in two states, on and off as in a switch, one can vary the bias continuously. The device impedance is then varied continuously and the attenuation (insertion loss) is changed continuously. The component becomes a variable attenuator or electronically tunable attenuator. One application of the variable attenuator is automatic gain control used in many receiver systems.



4.7



OSCILLATORS AND AMPLIFIERS



Oscillators and amplifiers are active components. The component consists of a solidstate device (transistor, FET, IMPATT, Gunn, etc.) that generates a negative resistance when it is properly biased. A positive resistance dissipates RF power and introduces losses. In contrast, a negative resistance generates RF power from the DC bias supplied to the active solid-state device. Figure 4.35 shows a general oscillator circuit, where ZD is the solid-state device impedance and ZC is the circuit impedance looking at the device terminals (driving point) [1]. The impedance transformer network includes the device package and embedding circuit. The circuit impedance seen by the device is Zc ð f Þ ¼ Rc ð f Þ þ jXc ð f Þ



ð4:25Þ



For the oscillation to occur, two conditions need to be satisfied, ImðZD Þ ¼ ImðZC Þ



ð4:26Þ



jReðZD Þj  ReðZC Þ



ð4:27Þ



where Im and Re mean imaginary and real parts, respectively. The real part of ZD is negative for a negative resistance. The circuit impedance is only a function of



FIGURE 4.35



General oscillator circuit.
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frequency. The device impedance is generally a function of frequency, bias current, RF current, and temperature. Thus at the oscillating frequency f0 , we have RC ð f0 Þ  jRD ð f0 ; I0 ; IRF ; T Þj



ð4:28Þ



XC ð f0 Þ þ XD ð f0 ; I0 ; IRF ; T Þ ¼ 0



ð4:29Þ



Equation (4.28) states that the magnitude of the negative device resistance is greater than the circuit resistance. Therefore, there is a net negative resistance in the overall circuit. Equation (4.29) indicates that the oscillating frequency is the circuit resonant frequency since the total reactance (or admittance) equals zero at resonance. For a transistor or any three-terminal solid-state device, ZD is replaced by the transistor and a termination, as shown in Fig. 4.36. The same oscillation conditions given by Eqs. (4.28) and (4.29) are required. Oscillators are used as sources in transmitters and as local oscillators in upconverters and downconverters. System parameters of interest include power output, DC-to-RF efficiency, noise, stability, frequency tuning range, spurious signals, frequency pulling, and frequency pushing. These parameters will be discussed in detail in Chapter 6. An amplifier is a component that provides power gain to the input signal to the amplifier. As shown in Fig. 4.37, Pin is the input power and Pout is the output power. The power gain is defined as G¼



Pout Pin



ð4:30Þ



or G ðin dBÞ ¼ 10 log



Pout Pin



ð4:31Þ



Amplifiers can be cascaded to provide higher gain. For example, for two amplifiers with gain G1 and G2 in cascade, the total gain equals G1 G2 . The amplifier used in



FIGURE 4.36



Transistor oscillator.



4.7 OSCILLATORS AND AMPLIFIERS



FIGURE 4.37
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Amplifier with power gain G.



the last stage of a transmitter provides high power output and is generally called a power amplifier (PA). The amplifier used in the receiver normally has a low noise figure and is called a low-noise amplifier (LNA). An amplifier can be constructed by designing the input and output matching network to match an active solid-state device. Figure 4.38 shows a transistor amplifier circuit [1]. The important design considerations for an amplifier are gain, noise, bandwidth, stability, and bias arrangement. An amplifier should not oscillate in the operating bandwidth. The stability of an amplifier is its resistance to oscillation. An unconditionally stable amplifier will not oscillate under any passive termination of the input and output circuits. For a power amplifier, desired system parameters are high power output, high 1-dB compression point, high third-order intercept point, large dynamic range, low intermodulation, and good linearity. Most of these parameters will be defined and discussed in Chapters 5 and 6. For battery operating systems, high power added efficiency (PAE) is also important. The PAE is defined as



PAE ¼



Pout  Pin 100% PDC



ð4:32Þ



where PDC is the DC bias power. Power added efficiencies of over 50% are routinely achievable for transistor amplifiers. Table 4.2 gives the typical performance of a Miteq amplifier [8].



Example 4.3 In the system shown in Fig. 4.39, calculate the output power in milliwatts when (a) the switch is on and (b) the switch is off. The switch has an insertion loss of 1 dB and an isolation of 30 dB.



FIGURE 4.38



Transistor amplifier circuit.
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TABLE 4.2



Performance of Miteq Amplifier Model MPN2-01000200-28P



Operating frequency Gain Gain flatness Noise figure VSWR Output 1 dB compression point Output third-order intercept point



1–2 GHz 27 dB minimum 1:5 dB maximum 1.5 dB maximum 2.0 maximum þ28 dBm þ40 dBm



Solution Pin ¼ 0:001 mW ¼ 30 dBm For the switch, aL ¼ 1 dB, aI ¼ 30 dB: (a) When the switch is ON, we have Pout ¼ Pin  L  Lc  aL þ G1 þ G2 ¼ 30 dBm  1 dB  4 dB  1 dB þ 10 dB þ 30 dB ¼ þ4 dBm ¼ 2:51 mW (b) When the switch is OFF, we have Pout ¼ Pin  L  Lc  a1 þ G1 þ G2 ¼ 30 dBm  1 dB  4 dB  30 dB þ 10 dB þ 30 dB ¼ 25 dBm ¼ 0:00316 mW



FIGURE 4.39



Receiver system.



j



4.8 FREQUENCY MULTIPLIERS AND DIVIDERS



4.8
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FREQUENCY MULTIPLIERS AND DIVIDERS



A frequency multiplier is used to generate the output signal with a frequency that is a multiple of the input signal frequency, as shown in Fig. 4.40. If the input frequency is f0 , the output frequency is nf0 , and n could be any of 2, 3, 4; . . .. When n ¼ 2, it is a 2 multiplier, or a doubler. When n ¼ 3, it is a 3 multiplier, or a tripler. The multiplier consists of a low-pass filter, a nonlinear device such as a step recovery diode or a varactor, and input- and output-matching networks. Figure 4.41 shows a block diagram [1]. The low-pass filter, located in the input side, passes the fundamental signal and rejects all higher harmonics. The varactor is the nonlinear device that produces harmonics. The bandpass or high-pass filter at the output side



FIGURE 4.40



Frequency multipliers.



FIGURE 4.41 Multiplier circuit schematic: Z0 ¼ load impedance or characteristic impedance of transmission line; CðV Þ, Rs ¼ variable capacitance and series resistance of varactor.
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passes only the desired harmonic and rejects all other signals. The conversion efficiency ðZÞ and conversion loss ðLc Þ are defined as Pout 100% Pin P Lc ðin dBÞ ¼ 10 log in Pout Z¼



ð4:33Þ ð4:34Þ



where Pin is the input power of the fundamental frequency and Pout is the output power of the desired harmonic. Frequency multipliers have been built up to millimeter-wave and submillimeter-wave frequencies [7]. Frequency dividers are commonly used in phase-locked loops (PLLs) and frequency synthesizers (Chapter 6). A frequency divider generates a signal with a frequency that is 1=N of the input signal frequency, where N ¼ 2; 3; 4; . . . . Figure 4.42 shows a symbol of a frequency divider and its input and output frequencies. Frequency division may be achieved in many ways. One example is to use the mixerwith-feedback method shown in Fig. 4.43. This is also called a regenerative divider. The mixer output frequency is   N 1 f f0  f0 ¼ 0 N N



FIGURE 4.42



FIGURE 4.43



Frequency divider.



Regenerative frequency divider.



ð4:35Þ



PROBLEMS
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The maximum division ratio depends on the selectivity of the bandpass filter following the mixer. The amplifiers used in Fig. 4.43 are to boost the signal levels.



PROBLEMS 4.1



A 6-dB microstrip directional coupler is shown in Fig. P4.1. The coupling is 6 dB, and the directivity is 30 dB. If the input power is 10 mW, calculate the output power at ports 2, 3, and 4. Assume that the coupler is lossless.



FIGURE P4.1



4.2



A three-way power divider has an insertion loss of 0.5 dB. If the input power is 0 dBm, what is the output power in dBm and milliwatts at any one of the output ports?



4.3



A bandpass filter (maximum flat characteristics) has the following specifications: Passband from 9 to 10 GHz Insertion loss 0.5 dB maximum Off-band rejection: At 8 GHz IL ¼ 30 dB At 8.5 GHz IL ¼ 20 dB At 10.5 GHz IL ¼ 15 dB At 11 GHz IL ¼ 25 dB (a) Plot the characteristics in log-scale (i.e., decibels vs. frequency). (b) Plot the characteristics in regular scale (i.e., magnitude vs. frequency).



4.4



A downconverter has a conversion loss of 4.17 dB and RF and LO isolation of 20 dB. If the RF input power is 0 dBm, what are the IF output power and the RF power leaked into the LO port?



4.5



A switch has an insertion loss of 0.4 dB and isolation of 25 dB. If the input power is 1 mW, what are the output power levels when the switch is on and off?
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In the system shown in Fig. P4.6, assume that all components are matched to the transmission lines. Calculate the power levels PA , PB , and PC in milliwatts (PA , PB , and PC are shown in the figure).



FIGURE P4.6



4.7



A transmitter is connected through a switch and a cable to an antenna (Fig. P4.7). If the switch has an insertion loss of 1 dB and an isolation of 20 dB, calculate the power radiated when the switch is in the on and off positions. The cable has an insertion loss of 2 dB. The antenna has an input VSWR of 2 and 90% radiating efficiency.



FIGURE P4.7



4.8



A transceiver is shown in Fig. P4.8. In the transmitting mode, the transmitter transmits a signal of 1 W at 10 GHz. In the receiving mode, the antenna receives a signal P2 of 1 mW at 12 GHz. A switch is used as a duplexer. The switch has an insertion loss of 2 dB and isolation of 40 dB. The bandpass filter (BPF) has an insertion loss of 2 dB at 12 GHz and a rejection of 30 dB at 10 GHz. Calculate (a) the transmitted power P1 at the antenna input, (b) the 10-GHz leakage power at the receiver input, (c) the 12-GHz received power at the receiver input.



PROBLEMS



147



FIGURE P4.8



4.9



A system is shown in Fig. P4.9. The switch is connected to position 1 when the system is transmitting and to position 2 when the system is receiving. Calculate (a) the transmitting power Pt in milliwats and (b) the receiver output power Pout in milliwatts. Note that Pr ¼ 0:001 mW, and the switch has an insertion loss of 1 dB.



FIGURE P4.9



4.10



In the system shown in Fig. P4.10, calculate the power levels PA , PB , PC , and PD in milliwatts. Assume that all components are matched to the transmission lines.



4.11



List all states of phase shifts available in the circuit shown in Fig. P4.11.



4.12



Redraw Fig. 4.43 for a regenerative frequency divider for N ¼ 2. What is the output power for this divider if the input power is 1 mW? Assume that the mixer conversion loss is 10 dB, the bandpass filter insertion loss is 4 dB, and the amplifier gain is 18 dB.
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FIGURE P4.10



FIGURE P4.11
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CHAPTER FIVE



Receiver System Parameters



5.1



TYPICAL RECEIVERS



A receiver picks up the modulated carrier signal from its antenna. The carrier signal is downconverted, and the modulating signal (information) is recovered. Figure 5.1 shows a diagram of typical radio receivers using a double-conversion scheme. The receiver consists of a monopole antenna, an RF amplifier, a synthesizer for LO signals, an audio amplifier, and various mixers, IF amplifiers, and filters. The input signal to the receiver is in the frequency range of 20–470 MHz; the output signal is an audio signal from 0 to 8 kHz. A detector and a variable attenuator are used for automatic gain control (AGC). The received signal is first downconverted to the first IF frequency of 515 MHz. After amplification, the first IF frequency is further downconverted to 10.7 MHz, which is the second IF frequency. The frequency synthesizer generates a tunable and stable LO signal in the frequency range of 535– 985 MHz to the first mixer. It also provides the LO signal of 525.7 MHz to the second mixer. Other receiver examples are shown in Fig. 5.2. Figure 5.2a shows a simplified transceiver block diagram for wireless communications. A T=R switch is used to separate the transmitting and receiving signals. A synthesizer is employed as the LO to the upconverter and downconverter. Figure 5.2b is a mobile phone transceiver (transmitter and receiver) [1]. The transceiver consists of a transmitter and a receiver separated by a filter diplexer (duplexer). The receiver has a low noise RF amplifier, a mixer, an IF amplifier after the mixer, bandpass filters before and after the mixer, and a demodulator. A frequency synthesizer is used to generate the LO signal to the mixer. Most components shown in Figs. 5.1 and 5.2 have been described in Chapters 3 and 4. This chapter will discuss the system parameters of the receiver. 149
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FIGURE 5.1



5.2



Typical radio receiver.



SYSTEM CONSIDERATIONS



The receiver is used to process the incoming signal into useful information, adding minimal distortion. The performance of the receiver depends on the system design, circuit design, and working environment. The acceptable level of distortion or noise varies with the application. Noise and interference, which are unwanted signals that appear at the output of a radio system, set a lower limit on the usable signal level at the output. For the output signal to be useful, the signal power must be larger than the noise power by an amount specified by the required minimum signal-to-noise ratio. The minimum signal-to-noise ratio depends on the application, for example, 30 dB for a telephone line, 40 dB for a TV system, and 60 dB for a good music system. To facilitate the discussion, a dual-conversion system as shown in Fig. 5.3 is used. A preselector filter (Filter 1) limits the bandwidth of the input spectrum to minimize the intermodulation and spurious responses and to suppress LO energy emission. The RF amplifier will have a low noise figure, high gain, and a high intercept point, set for receiver performance. Filter 2 is used to reject harmonics generated by the RF amplifier and to reject the image signal generated by the first mixer. The first mixer generates the first IF signal, which will be amplified by an IF amplifier. The IF amplifier should have high gain and a high intercept point. The first LO source should have low phase noise and sufficient power to pump the mixer. The receiver system considerations are listed below. 1. Sensitivity. Receiver sensitivity quantifies the ability to respond to a weak signal. The requirement is the specified signal-noise ratio (SNR) for an analog receiver and bit error rate (BER) for a digital receiver.



5.2 SYSTEM CONSIDERATIONS



151



FIGURE 5.2 (a) Simplified transceiver block diagram for wireless communications. (b) Typical mobile phone transceiver system. (From reference [1], with permission from IEEE.)



FIGURE 5.3



Typical dual-conversion receiver.
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2. Selectivity. Receiver selectivity is the ability to reject unwanted signals on adjacent channel frequencies. This specification, ranging from 70 to 90 dB, is difficult to achieve. Most systems do not allow for simultaneously active adjacent channels in the same cable system or the same geographical area. 3. Spurious Response Rejection. The ability to reject undesirable channel responses is important in reducing interference. This can be accomplished by properly choosing the IF and using various filters. Rejection of 70 to 100 dB is possible. 4. Intermodulation Rejection. The receiver has the tendency to generate its own on-channel interference from one or more RF signals. These interference signals are called intermodulation (IM) products. Greater than 70 dB rejection is normally desirable. 5. Frequency Stability. The stability of the LO source is important for low FM and phase noise. Stabilized sources using dielectric resonators, phase-locked techniques, or synthesizers are commonly used. 6. Radiation Emission. The LO signal could leak through the mixer to the antenna and radiate into free space. This radiation causes interference and needs to be less than a certain level specified by the FCC.



5.3



NATURAL SOURCES OF RECEIVER NOISE



The receiver encounters two types of noise: the noise picked up by the antenna and the noise generated by the receiver. The noise picked up by the antenna includes sky noise, earth noise, atmospheric (or static) noise, galactic noise, and man-made noise. The sky noise has a magnitude that varies with frequency and the direction to which the antenna is pointed. Sky noise is normally expressed in terms of the noise temperature ðTA Þ of the antenna. For an antenna pointing to the earth or to the horizon TA ’ 290 K. For an antenna pointing to the sky, its noise temperature could be a few kelvin. The noise power is given by N ¼ kTA B



ð5:1Þ



where B is the bandwidth and k is Boltzmann’s constant, k ¼ 1:38  1023 J=K Static or atmospheric noise is due to a flash of lightning somewhere in the world. The lightning generates an impulse noise that has the greatest magnitude at 10 kHz and is negligible at frequencies greater than 20 MHz. Galactic noise is produced by radiation from distant stars. It has a maximum value at about 20 MHz and is negligible above 500 MHz.



5.3 NATURAL SOURCES OF RECEIVER NOISE
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Man-made noise includes many different sources. For example, when electric current is switched on or off, voltage spikes will be generated. These transient spikes occur in electronic or mechanical switches, vehicle ignition systems, light switches, motors, and so on. Electromagnetic radiation from communication systems, broadcast systems, radar, and power lines is everywhere, and the undesired signals can be picked up by a receiver. The interference is always present and could be severe in urban areas. In addition to the noise picked up by the antenna, the receiver itself adds further noise to the signal from its amplifier, filter, mixer, and detector stages. The quality of the output signal from the receiver for its intended purpose is expressed in terms of its signal-to-noise ratio (SNR): SNR ¼



wanted signal power unwanted noise power



ð5:2Þ



A tangential detectable signal is defined as SNR ¼ 3 dB (or a factor of 2). For a mobile radio-telephone system, SNR > 15 dB is required from the receiver output. In a radar system, the higher SNR corresponds to a higher probability of detection and a lower false-alarm rate. An SNR of 16 dB gives a probability detection of 99.99% and a probability of false-alarm rate of 106 [2]. The noise that occurs in a receiver acts to mask weak signals and to limit the ultimate sensitivity of the receiver. In order for a signal to be detected, it should have a strength much greater than the noise floor of the system. Noise sources in thermionic and solid-state devices may be divided into three major types. 1. Thermal, Johnson, or Nyquist Noise. This noise is caused by the random fluctuations produced by the thermal agitation of the bound charges. The rms value of the thermal resistance noise voltage of Vn over a frequency range B is given by Vn2 ¼ 4kTBR



ð5:3Þ



where k ¼ Boltzman constant ¼ 1:38  1023 J=K T ¼ resistor absolute temperature; K B ¼ bandwidth; Hz R ¼ resistance; O From Eq. (5.3), the noise power can be found to exist in a given bandwidth regardless of the center frequency. The distribution of the same noise-per-unit bandwidth everywhere is called white noise. 2. Shot Noise. The fluctuations in the number of electrons emitted from the source constitute the shot noise. Shot noise occurs in tubes or solid-state devices.
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3. Flicker, or 1=f , Noise. A large number of physical phenomena, such as mobility fluctuations, electromagnetic radiation, and quantum noise [3], exhibit a noise power that varies inversely with frequency. The 1=f noise is important from 1 Hz to 1 MHz. Beyond 1 MHz, the thermal noise is more noticeable.



5.4



RECEIVER NOISE FIGURE AND EQUIVALENT NOISE TEMPERATURE



Noise figure is a figure of merit quantitatively specifying how noisy a component or system is. The noise figure of a system depends on a number of factors such as losses in the circuit, the solid-state devices, bias applied, and amplification. The noise factor of a two-port network is defined as F¼



SNR at input S =N ¼ i i SNR at output So =No



ð5:4Þ



The noise figure is simply the noise factor converted in decibel notation. Figure 5.4 shows the two-port network with a gain (or loss) G. We have So ¼ GSi



ð5:5Þ



Note that No 6¼ GNi ; instead, the output noise No ¼ GNi þ noise generated by the network. The noise added by the network is Nn ¼ No  GNi



ðWÞ



ð5:6Þ



Substituting (5.5) into (5.4), we have F¼



Si =Ni N ¼ o GSi =No GNi



ð5:7Þ



Therefore, No ¼ FGNi



FIGURE 5.4



ðWÞ



Two-port network with gain G and added noise power Nn.



ð5:8Þ
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Equation (5.8) implies that the input noise Ni (in decibels) is raised by the noise figure F (in decibels) and the gain (in decibels). Since the noise figure of a component should be independent of the input noise, F is based on a standard input noise source Ni at room temperature in a bandwidth B, where Ni ¼ kT0 B



ðWÞ



ð5:9Þ



where k is the Boltzmann constant, T0 ¼ 290 K (room temperature), and B is the bandwidth. Then, Eq. (5.7) becomes F¼



No GkT0 B



ð5:10Þ



For a cascaded circuit with n elements as shown in Fig. 5.5, the overall noise factor can be found from the noise factors and gains of the individual elements [4]: F ¼ F1 þ



F2  1 F3  1 Fn  1 þ þ þ G1 G1 G2 G1 G2 Gn1



ð5:11Þ



Equation (5.11) allows for the calculation of the noise figure of a general cascaded system. From Eq. (5.11), it is clear that the gain and noise figure in the first stage are critical in achieving a low overall noise figure. It is very desirable to have a low noise figure and high gain in the first stage. To use Eq. (5.11), all F’s and G’s are in ratio. For a passive component with loss L in ratio, we will have G ¼ 1=L and F ¼ L [4]. Example 5.1 For the two-element cascaded circuit shown in Fig. 5.6, prove that the overall noise factor F ¼ F1 þ



Solution



F2  1 G1



From Eq. (5.10) No ¼ F12 G12 kT0 B



No1 ¼ F1 G1 kT0 B



From Eqs. (5.6) and (5.8) Nn2 ¼ ðF2  1ÞG2 kT0 B



FIGURE 5.5



Cascaded circuit with n networks.



156



RECEIVER SYSTEM PARAMETERS



FIGURE 5.6



Two-element cascaded circuit.



From Eq. (5.6) No ¼ No1 G2 þ Nn2 Substituting the first three equations into the last equation leads to No ¼ F1 G1 G2 kT0 B þ ðF2  1ÞG2 kT0 B ¼ F12 G12 kT0 B Overall, F1 G1 G2 kT0 B ðF2  1ÞG2 kT0 B þ G1 G2 kT0 B G1 G2 kT0 B F2  1 ¼ F1 þ G1



F ¼ F12 ¼



The proof can be generalized to n elements. Example 5.2 Fig. 5.7.



j



Calculate the overall gain and noise figure for the system shown in



FIGURE 5.7



Cascaded amplifiers.
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Solution F1 ¼ 3 dB ¼ 2 G1 ¼ 20 dB ¼ 100



F2 ¼ 5 dB ¼ 3:162 G2 ¼ 20 dB ¼ 100



G ¼ G1 G2 ¼ 10;000 ¼ 40 dB F 1 3:162  1 F ¼ F1 þ 2 ¼2þ G1 100 ¼ 2 þ 0:0216 ¼ 2:0216 ¼ 3:06 dB:



j



Note that F F1 due to the high gain in the first stage. The first-stage amplifier noise figure dominates the overall noise figure. One would like to select the firststage RF amplifier with a low noise figure and a high gain to ensure the low noise figure for the overall system. The equivalent noise temperature is defined as Te ¼ ðF  1ÞT0



ð5:12Þ



where T0 ¼ 290 K (room temperature) and F in ratio. Therefore, F ¼1þ



Te T0



ð5:13Þ



Note that Te is not the physical temperature. From Eq. (5.12), the corresponding Te for each F is given as follows: F ðdBÞ Te ðKÞ



3 290



2:28 200



1:29 100



0:82 60



0:29 20



For a cascaded circuit shown as Fig. 5.8, Eq. (5.11) can be rewritten as Te ¼ Te1 þ



Te2 T Ten þ e3 þ þ G1 G1 G2 G1 G2 Gn1



where Te is the overall equivalent noise temperature in kelvin.



FIGURE 5.8



Noise temperature for a cascaded circuit.



ð5:14Þ
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The noise temperature is useful for noise factor calculations involving an antenna. For example, if an antenna noise temperature is TA , the overall system noise temperature including the antenna is TS ¼ TA þ Te



ð5:15Þ



where Te is the overall cascaded circuit noise temperature. As pointed out earlier in Section 5.3, the antenna noise temperature is approximately equal to 290 K for an antenna pointing to earth. The antenna noise temperature could be very low (a few kelvin) for an antenna pointing to the sky.



5.5 COMPRESSION POINTS, MINIMUM DETECTABLE SIGNAL, AND DYNAMIC RANGE In a mixer, an amplifier, or a receiver, operation is normally in a region where the output power is linearly proportional to the input power. The proportionality constant is the conversion loss or gain. This region is called the dynamic range, as shown in Fig. 5.9. For an amplifier, the curve shown in Fig. 5.9 is for the fundamental signals. For a mixer or receiver, the curve is for the IF signals. If the input power is above this range, the output starts to saturate. If the input power is below this range, the noise dominates. The dynamic range is defined as the range between the 1-dB compression point and the minimum detectable signal (MDS). The range could be specified in terms of input power (as shown in Fig. 5.9) or output power. For a mixer, amplifier, or receiver system, we would like to have a high dynamic range so the system can operate over a wide range of input power levels. The noise floor due to a matched resistor load is Ni ¼ kTB



ð5:16Þ



where k is the Boltzmann constant. If we assume room temperature (290 K) and 1 MHz bandwidth, we have Ni ¼ 10 log kTB ¼ 10 logð4  1012 mWÞ ¼ 114 dBm



ð5:17Þ



The MDS is defined as 3 dB above the noise floor and is given by MDS ¼ 114 dBm þ 3 dB ¼ 111 dBm



ð5:18Þ



Therefore, MDS is 111 dBm (or 7:94  1012 mWÞ in a megahertz bandwidth at room temperature.
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FIGURE 5.9 Realistic system response for mixers, amplifiers, or receivers.



The 1-dB compression point is shown in Fig. 5.9. Consider an example for a mixer. Beginning at the low end of the dynamic range, just enough RF power is fed into the mixer to cause the IF signal to be barely discernible above the noise. Increasing the RF input power causes the IF output power to increase decibel for decibel of input power; this continues until the RF input power reaches a level at which the IF output power begins to roll off, causing an increase in conversion loss. The input power level at which the conversion loss increases by 1 dB, called the 1dB compression point, is generally taken to be the top limit of the dynamic range. Beyond this range, the conversion loss is higher, and the input RF power not converted into the desired IF output power is converted into heat and higher order intermodulation products. In the linear region for an amplifier, a mixer, or a receiver, Pin ¼ Pout  G



ð5:19Þ



where G is the gain of the receiver or amplifier, G ¼ Lc for a lossy mixer with a conversion loss Lc (in decibels).
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The input signal power in dBm that produces a 1-dB gain in compression is shown in Fig. 5.9 and given by Pin;1dB ¼ Pout;1dB  G þ 1 dB



ð5:20Þ



for an amplifier or a receiver with gain. For a mixer with conversion loss, Pin;1dB ¼ Pout;1dB þ Lc þ 1 dB



ð5:21Þ



or one can use Eq. (5.20) with a negative gain. Note that Pin;1dB and Pout;1dB are in dBm, and gain and Lc are in decibels. Here Pout;1dB is the output power at the 1-dB compression point, and Pin;1dB is the input power at the 1-dB compression point. Although the 1-dB compression points are most commonly used, 3-dB compression points and 10-dB compression points are also used in some system specifications. From the 1-dB compression point, gain, bandwidth, and noise figure, the dynamic range (DR) of a mixer, an amplifier, or a receiver can be calculated. The DR can be defined as the difference between the input signal level that causes a 1-dB compression gain and the minimum input signal level that can be detected above the noise level: DR ¼ Pin;1dB  MDS



ð5:22Þ



Note that Pin;1dB and MDS are in dBm and DR in decibels. Example 5.3 A receiver operating at room temperature has a noise figure of 5.5 dB and a bandwidth of 2 GHz. The input 1-dB compression point is þ10 dBm. Calculate the minimum detectable signal and dynamic range. Solution F ¼ 5:5 dB ¼ 3:6



B ¼ 2  109 Hz



MDS ¼ 10 log kTBF þ 3 dB ¼ 10 logð1:38  1023  290  2  109  3:6Þ þ 3 ¼ 102:5 dBW ¼ 72:5 dBm DR ¼ Pin;1dB  MDS ¼ 10 dBm  ð72:5 dBmÞ ¼ 82:5 dB



j



5.6 THIRD-ORDER INTERCEPT POINT AND INTERMODULATION



5.6
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THIRD-ORDER INTERCEPT POINT AND INTERMODULATION



When two or more signals at frequencies f1 and f2 are applied to a nonlinear device, they generate IM products according to mf1  nf2 (where m; n ¼ 0; 1; 2; . . .Þ. These may be the second-order f1  f2 products, third-order 2f1  f2, 2f2  f1 products, and so on. The two-tone third-order IM products are of primary interest since they tend to have frequencies that are within the passband of the first IF stage. Consider a mixer or receiver as shown in Fig. 5.10, where fIF1 and fIF2 are the desired IF outputs. In addition, the third-order IM (IM3) products fIM1 and fIM2 also appear at the output port. The third-order intermodulation (IM3) products are generated from f1 and f2 mixing with one another and then beating with the mixer’s LO according to the expressions ð2f1  f2 Þ  fLO ¼ fIM1



ð5:23aÞ



ð2f2  f1 Þ  fLO ¼ fIM2



ð5:23bÞ



where fIM1 and fIM2 are shown in Fig. 5.11 with IF products for fIF1 and fIF2 generated by the mixer or receiver: f1  fLO ¼ fIF1



ð5:24Þ



f2  fLO ¼ fIF2



ð5:25Þ



Note that the frequency separation is D ¼ f1  f2 ¼ fIM1  fIF1 ¼ fIF1  fIF2 ¼ fIF2  fIM2



ð5:26Þ



These intermodulation products are usually of primary interest because of their relatively large magnitude and because they are difficult to filter from the desired mixer outputs ð fIF1 and fIF2 Þ if D is small. The intercept point, measured in dBm, is a figure of merit for intermodulation product suppression. A high intercept point indicates a high suppression of undesired intermodulation products. The third-order intercept point (IP3 or TOI) is the theoretical point where the desired signal and the third-order distortion have equal magnitudes. The TOI is an important measure of the system’s linearity. A



FIGURE 5.10



Signals generated from two RF signals.
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FIGURE 5.11



Intermodulation products.



convenient method for determining the two-tone third-order performance of a mixer is the TOI measurement. Typical curves for a mixer are shown in Fig. 5.12. It can be seen that the 1-dB compression point occurs at the input power of þ8 dBm. The TOI point occurs at the input power of þ16 dBm, and the mixer will suppress third-order products over 55 dB with both signals at 10 dBm. With both input signals at 0 dBm, the third-order products are suppressed over 35 dB, or one can say that IM3 products are 35 dB below the IF signals. The mixer operates with the LO at 57 GHz and the RF swept from 60 to 63 GHz. The conversion loss is less than 6.5 dB. In the linear region, for the IF signals, the output power is increased by 1 dB if the input power is increased by 1 dB. The IM3 products are increased by 3 dB for a 1-dB increase in Pin . The slope of the curve for the IM3 products is 3 : 1. For a cascaded circuit, the following procedure can be used to calculate the overall system intercept point [6] (see Example 5.5): 1. Transfer all input intercept points to system input, subtracting gains and adding losses decibel for decibel. 2. Convert intercept points to powers (dBm to milliwatts). We have IP1 , IP2 ; . . . , IPN for N elements. 3. Assuming all input intercept points are independent and uncorrelated, add powers in ‘‘parallel’’:  IP3input ¼



1 1 1 þ þ þ IP1 IP2 IPN



1



4. Convert IP3input from power (milliwatts) to dBm.



ðmWÞ



ð5:27Þ
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FIGURE 5.12 Intercept point and 1-dB compression point measurement of a V-band crossbar stripline mixer. (From reference [5], with permission from IEEE.)
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Example 5.4 When two tones of 10 dBm power level are applied to an amplifier, the level of the IM3 is 50 dBm. The amplifier has a gain of 10 dB. Calculate the IM3 output power when the power level of the two-tone is 20 dBm. Also, indicate the IM3 power as decibels down from the wanted signal. Solution



Pin ¼ 20dBm



As shown in Fig. 5.13, IM3 power ¼ ð50 dBmÞ þ 3  ½20 dBm  ð10 dBmÞ ¼ 50 dBm  30 dBm ¼ 80 dBm



FIGURE 5.13 Third-order intermodulation.
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Then Wanted signal at Pin ¼ 20 dBm has a power level ¼ 20 dBm þ gain ¼ 10 dBm Difference between wanted signal and IM3 ¼ 10 dBm  ð80 dBmÞ ¼ 70 dB down



Example 5.5 dBm.



j



A receiver is shown in Fig. 5.14. Calculate the overall input IP3 in



Solution Transfer all intercept points to system input; the results are shown in Fig. 5.14. The overall input IP3 is given by 



1 1 1 1 1 1 IP3 ¼ 10 log þ þ þ þ IP1 IP2 IP3 IP4 IP5  1 1 1 1 1 1 þ þ þ þ ¼ 10 log 1 15:85 1 19:95 100 ¼ 10 log 8:12 mW ¼ 9:10 dBm



FIGURE 5.14



Receiver and its input intercept point.



j
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SPURIOUS RESPONSES



Any undesirable signals are spurious signals. The spurious signals could produce demodulated output in the receiver if they are at a sufficiently high level. This is especially troublesome in a wide-band receiver. The spurious signals include the harmonics, intermodulation products, and interferences. The mixer is a nonlinear device. It generates many signals according to mfRF  nfLO , where m ¼ 0; 1; 2; . . . and n ¼ 0; 1; 2; . . . , although a filter is used at the mixer output to allow only fIF to pass. Other low-level signals will also appear at the output. If m ¼ 0, a whole family of spurious responses of LO harmonics or nfLO spurs are generated. Any RF frequency that satisfies the following equation can generate spurious responses in a mixer: mfRF  nfLO ¼ fIF



ð5:28Þ



where fIF is the desired IF frequency. Solving (5.28) for fRF, each ðm; nÞ pair will give two possible spurious frequencies due to the two RF frequencies:



fRF1 ¼



nfLO  fIF m



ð5:29Þ



fRF2 ¼



nfLO þ fIF m



ð5:30Þ



The RF frequencies of fRF1 and fRF2 will generate spurious responses.



5.8



SPURIOUS-FREE DYNAMIC RANGE



Another definition of dynamic range is the ‘‘spurious-free’’ region that characterizes the receiver with more than one signal applied to the input. For the case of input signals at equal levels, the spurious-free dynamic range SFDR or DRsf is given by DRsf ¼ 23 ðIP3  MDSÞ



ð5:31Þ



where IP3 is the input power at the third-order, two-tone intercept point in dBm and MDS is the input minimum detectable signal. Equation (5.31) can be proved in the following: From Fig. 5.15, one has BD ¼ 13 CD



EB ¼ AB



5.8 SPURIOUS-FREE DYNAMIC RANGE



FIGURE 5.15



Spurious-free dynamic range.



From the triangle CED, we have CD ¼ ED ¼ EB þ BD ¼ AB þ 13 CD Therefore, AB ¼ 23 CD ¼ 23 ðIP3out  MDSout Þ or since CD ¼ ED, DRsf ¼ AB ¼ 23 ED ¼ 23 ðIP3in  MDSin Þ



167



168



RECEIVER SYSTEM PARAMETERS



and AB is the spurious-free dynamic range. Note that GH is the dynamic range, which is defined by DR ¼ GH ¼ EH ¼ Pin;1dB  MDSin The IP3in and IP3out differ by the gain (or loss) of the system. Similarly, MDSin differs from MDSout by the gain (or loss) of the system.



PROBLEMS 5.1



Calculate the overall noise figure and gain in decibels for the system (at room temperature, 290 K) shown in Fig. P5.1.



FIGURE P5.1



5.2



The receiver system shown in Fig. P5.2 is used for communication systems. The 1-dB compression point occurs at the output IF power of þ20 dBm. At room temperature, calculate (a) the overall system gain or loss in decibels, (b) the overall noise figure in decibels, (c) the minimum detectable signal in milliwatts at the input RF port, and (d) the dynamic range in decibels.



FIGURE P5.2



5.3



A receiver operating at room temperature is shown in Fig. P5.3. The receiver input 1-dB compression point is þ10 dBm. Determine (a) the overall gain in decibels, (b) the overall noise figure in decibels, and (c) the dynamic range in decibels.
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FIGURE P5.3



5.4



The receiver system shown in Fig. P5.4 has the following parameters: Pin;1dB ¼ þ10 dBm, IP3in ¼ 20 dBm. The receiver is operating at room temperature. Determine (a) the noise figure in decibels, (b) the dynamic range in decibels, (c) the output SNR ratio for an input SNR ratio of 10 dB, and (d) the output power level in dBm at the 1-dB compression point.



FIGURE P5.4



5.5



Calculate the overall system noise temperature and its equivalent noise figure in decibels for the system shown in Fig. P5.5.



FIGURE P5.5



5.6



5.7



When two 0-dBm tones are applied to a mixer, the level of the IM3 is 60 dBm. The mixer has a conversion loss of 6 dB. Assume that the 1-dB compression point has input power generated greater than þ13 dBm. (a) Indicate the IM3 power as how many decibels down from the wanted signal. (b) Calculate the IM3 output power when the level of the two tones is 10 dBm, and indicate the IM3 power as decibels down from the wanted signal. (c) Repeat part (b) for the two-tone level of þ10 dBm: At an input signal power level of 10 dBm, the output wanted signal from a receiver is 50 dB above the IM3 products (i.e., 50 dB suppression of the IM3
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products). If the input signal level is increased to 0 dBm, what is the suppression level for the IM3 products? 5.8



When two tones of 20 dBm power level are incident to an amplifier, the level of the IM3 is 80 dBm. The amplifier has a gain of 10 dB. Calculate the IM3 output power when the power level of the two tones is 10 dBm. Also, indicate the IM3 power as decibels down from the wanted signal.



5.9



Calculate the overall system IP3 power level for the system shown in Fig. P5.9.



FIGURE P5.9



5.10



For the system shown in Fig. P5.10, calculate (a) the overall system gain in decibels, (b) the overall noise figure in decibels, (c) the equivalent noise temperature in kelvin, (d) the minimum detectable signal (MDS) in dBm at input port, and (e) the input IP3 power level in dBm. The individual component system parameters are given in the figure, and the system is operating at room temperature (290 K).



FIGURE P5.10



5.11



A radio receiver operating at room temperature has the block diagram shown in Fig. P5.11. Calculate (a) the overall gain=loss in decibels, (b) the overall noise figure in decibels, and (c) the input IP3 power level in dBm. (d) If the input signal power is 0.1 mW and the SNR is 20 dB, what are the output power level and the SNR?



5.12



In the system shown in Fig. P5.12, determine (a) the overall gain in decibels, (b) the overall noise figure in decibels, and (c) the overall intercept point power level in dBm at the input.
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CHAPTER SIX



Transmitter and Oscillator Systems



6.1



TRANSMITTER PARAMETERS



A transmitter is an important subsystem in a wireless system. In any active wireless system, a signal will be generated and transmitted through an antenna. The signal’s generating system is called a transmitter. The specifications for a transmitter depend on the applications. For long-distance transmission, high power and low noise are important. For space or battery operating systems, high efficiency is essential. For communication systems, low noise and good stability are required. A transmitter can be combined with a receiver to form a transceiver. In this case, a duplexer is used to separate the transmitting and receiving signals. The duplexer could be a switch, a circulator, or a diplexer, as described in Chapter 4. A transmitter generally consists of an oscillator, a modulator, an upconverter, filters, and power amplifiers. A simple transmitter could have only an oscillator, and a complicated one would include a phase-locked oscillator or synthesizer and the above components. Figure 6.1 shows a typical transmitter block diagram. The information will modulate the oscillator through AM, FM, phase modulation (PM), or digital modulation. The output signal could be upconverted to a higher frequency. The power amplifiers are used to increase the output power before it is transmitted by an antenna. To have a low phase noise, the oscillator or local oscillator can be phase locked to a low-frequency crystal oscillator. The oscillator could also be replaced by a frequency synthesizer that derives its frequencies from an accurate high-stability crystal oscillator source. The following transmitter characteristics are of interest: 1. Power output and operating frequency: the output RF power level generated by a transmitter at a certain frequency or frequency range. 172
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FIGURE 6.1 Transmitter system.



2. Efficiency: the DC-to-RF conversion efficiency of the transmitter. 3. Power output variation: the output power level variation over the frequency range of operation. 4. Frequency tuning range: the frequency tuning range due to mechanical or electronic tuning. 5. Stability: the ability of an oscillator=transmitter to return to the original operating point after experiencing a slight thermal, electrical, or mechanical disturbance. 6. Circuit quality (Q) factor: the loaded and unloaded Q-factor of the oscillator’s resonant circuit. 7. Noise: the AM, FM, and phase noise. Amplitude-modulated noise is the unwanted amplitude variation of the output signal, frequency-modulated noise is the unwanted frequency variations, and phase noise is the unwanted phase variations. 8. Spurious signals: output signals at frequencies other than the desired carrier. 9. Frequency variations: frequency jumping, pulling, and pushing. Frequency jumping is a discontinuous change in oscillator frequency due to nonlinearities in the device impedance. Frequency pulling is the change in oscillator frequency versus a specified load mismatch over 360 of phase variation. Frequency pushing is the change in oscillator frequency versus DC bias point variation. 10. Post-tuning drift: frequency and power drift of a steady-state oscillator due to heating of a solid-state device. Some of these characteristics can be found in an example given in Table 6.1.



6.2



TRANSMITTER NOISE



Since the oscillator is a nonlinear device, the noise voltages and currents generated in an oscillator are modulating the signal produced by the oscillator. Figure 6.2 shows the ideal signal and the signal modulated by the noise. The noise can be classified as an AM noise, FM noise, and phase noise. Amplitude-modulated noise causes the amplitude variations of the output signal. Frequency-modulated or phase noise is indicated in Fig. 6.2b by the spreading of the
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TABLE 6.1



Typical Commercial Voltage-Controlled Oscillator (VCO) Specifications



Frequency ð f0 Þ Power ðP0 Þ Bias pushing range (typical) Varactor tuning range Frequency drift over temperature Power drop over temperature Qext Harmonics level Modulation bandwidth Modulation sensitivity (MHz=V) FM noise at 100-kHz offset AM noise at 100-kHz offset



FIGURE 6.2



35 GHz 250 mW 50 MHz=V 250 MHz 2 MHz= C 0:03 dB= C 800–1000 200 dBc minimum DC  50 MHz 25–50 90 dBc=kHz or 120 dBc=Hz 155 dBc=kHz or 185 dBc=Hz



Ideal signal and noisy signal.
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frequency spectrum. A ratio of single-sideband noise power normalized in 1-Hz bandwidth to the carrier power is defined as noise power in 1-Hz bandwidth at fm offset from carrier carrier signal power N ¼ C



lð fm Þ ¼



ð6:1Þ



As shown in Fig. 6.3, lð fm Þ is the difference of power between the carrier at f0 and the noise at f0 þ fm . The power is plotted in the decibel scale, and the unit of lð fm Þ is in decibels below the carrier power (dBc) per hertz. The FM noise is normally given as the number of decibels below carrier amplitude at a frequency fm that is offset from the carrier. Figure 6.4 shows a typical phase noise measurement from a Watkins–Johnson dielectric resonator oscillator (DRO) [1]. The phase noise is 70 dBc=Hz at 1 kHz offset from the carrier and 120 dBc=Hz at 100 KHz offset from the carrier. Here dBc=Hz means decibels below carrier over a bandwidth of 1 Hz. It should be mentioned that the bulk of oscillator noise close to the carrier is the phase or FM noise. The noise represents the phase jitter or the short-term stability of the oscillator. The oscillator power is not concentrated at a single frequency but is rather distributed around it. The spectral distributions on the opposite sides of the carrier are known as noise sidebands. To minimize the FM noise, one can use a high-



FIGURE 6.3 Oscillator output power spectrum. This spectrum can be seen from the screen of a spectrum analyzer.
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FIGURE 6.4 Johnson.)



Phase noise measurement for a WJ VC1001 DRO [1]. (Courtesy of Watkins-



Q resonant circuit, a low-noise active device, a phase-locked loop, or avoid the operation in a region of saturation. Many methods can be used to measure the FM or phase noise [2–4]. These methods include the spectrum analyzer method, the two-oscillator method, the single-oscillator method, the delay-line discriminator method, and the cavity discriminator method.



6.3



FREQUENCY STABILITY AND SPURIOUS SIGNALS



Slight electrical, thermal, or mechanical disturbances can cause an oscillator to change operating frequency. The disturbance may cause the oscillation to cease since it could change the device impedance such that the oscillating conditions described in Chapter 4 are no longer satisfied. Stability is a measure that describes an oscillator’s ability to return to its steadystate operating point. The temperature stability can be specified in three different ways. For example, at 10 GHz, an oscillator or a transmitter has the following temperature stability specifications: 10 KHz= C, or 800 KHz over 30 C to þ50 C, or 1 ppm= C, where ppm stands for parts per million. At 10 GHz, 1 ppm= C is equivalent to 10 KHz= C. This can be seen from the following: 1 ppm= C  10 GHz ¼ 1  106  10  109 Hz= C ¼ 10 KHz= C A typical wireless communication system requires a stability range from 0.5 to 5 ppm= C and a phase noise range from 80 to 120 dBc=Hz.
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Frequency variations could be due to other problems such as frequency jumping, pulling, and pushing, as described in Section 6.1. Post-tuning drift can also change the desired operating frequency. The transmitter with good stability and low noise is important for wireless communication applications. To improve the stability, one can use (1) high-Q circuits to build the oscillators (examples are waveguide cavities, dielectric resonators, or superconducting resonators=cavities); (2) temperature compensation circuits; or (3) phase-locked oscillators or frequency synthesizers, which will be discussed later in this chapter. For an oscillator, spurious signals are the undesired signals at frequencies other than the desired oscillation signal. These include the harmonics and bias oscillations. The harmonic signals have frequencies that are integer multiples of the oscillating frequency. If the oscillating frequency is f0 , the second harmonic is 2f0 , and the third harmonic is 3f0 , and so on. As shown in Fig. 6.5, the power levels of harmonics are generally well below the fundamental frequency power. A specification for harmonic power is given by the number of decibels below carrier. For example, secondharmonic output is 30 dBc and third-harmonic output is 60 dBc. For a complicated transmitter with upconverters and power amplifiers, many other spurious signals could exist at the output due to the nonlinearity of these components. The nonlinearity will cause two signals to generate many mixing and intermodulation products.



6.4



FREQUENCY TUNING, OUTPUT POWER, AND EFFICIENCY



The oscillating frequency is determined by the resonant frequency of the overall oscillator circuit. At resonance, the total reactance (or susceptance) equals zero. Consider a simplified circuit shown in Fig. 6.6, where ZD is the active device impedance and ZC is the external circuit impedance. The oscillating (or resonant) frequency is the frequency such that ImðZD Þ þ ImðZC Þ ¼ 0



FIGURE 6.5



Oscillating frequency and its harmonics.



ð6:2Þ
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FIGURE 6.6



Simplified oscillator circuit.



where Im stands for the imaginary part. The circuit impedance is a function of frequency only, and the device impedance is a function of frequency ð f Þ, bias current ðI0 Þ, generated RF current ðIRF Þ, and temperature ðT Þ. Therefore, at the resonant frequency, we have Im½ZD ð f ; I0 ; IRF ; T Þ þ Im½ZC ð f Þ ¼ 0



ð6:3Þ



Electronic frequency tuning can be accomplished by bias tuning or varactor tuning. The bias tuning will change I0 and thus change ZD , resulting in a new oscillating frequency. The varactor tuning (as shown in Fig. 6.7 as an example) will change CðV Þ and thus change ZC , resulting in a new oscillating frequency. The frequency tuning is useful for frequency modulation in radar or communication systems. For example, a 10-GHz voltage-controlled oscillator (VCO) could have a modulation sensitivity of 25 MHz=V and a tuning range of 100 MHz by varying the bias voltage to a varactor. For most systems, a constant output power is desirable. Power output could vary due to temperature, bias, frequency tuning, and environment. A specification for power variation can be written as 30 dBm  0:5 dB, as an example.



FIGURE 6.7



Varactor-tuned oscillator.
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A high-efficiency transmitter is required for space or battery operating systems. The DC-to-RF conversion efficiency is given by



Z¼



PRF  100% PDC



ð6:4Þ



where PRF is the generated RF power and PDC is the DC bias power. In general, solid-state transistors or FETs can generate power ranging from milliwatts to a few watts with an efficiency ranging from 10 to 50%. Solid-state Gunn diodes can produce similar output power at a much lower efficiency of 1–3%. IMPATT diodes can produce several watts at 5–20% efficiency at high microwave or millimeter-wave frequencies. For higher power, vacuum tubes such as traveling-wave tubes, Klystrons, or magnetrons can be used with efficiency ranging from 10 to 60%. Power-combining techniques can also be used to combine the power output from many low-power sources through chip-level, circuit-level, or spatial power combining [5]. In many cases, a high-power transmitter consists of a low-power oscillator followed by several stages of amplifiers. The first stage is called the driver amplifier, and the last stage is called the power amplifier. The power amplifier is normally one of the most expensive components in the system.



Example 6.1 A 35-GHz Gunn oscillator has a frequency variation of 160 MHz over 40 C to þ40 C temperature range. The oscillator can be tuned from 34.5 to 35.5 GHz with a varactor bias voltage varied from 0.5 to 4.5 V. What are the frequency stability in ppm=per degree Celsius and the frequency modulation sensitivity in megahertz per volts? Solution



Frequency stability ¼ 160 MHz=80 C ¼ 2 MHz= C ¼ A ðin ppm= CÞ  106  35  109 Hz A ¼ 57 ppm= C



Modulation sensitivity ¼



f2  f1 33:5  34:5 GHz ¼ 4:5  0:5 V V2  V1



¼ 0:25 GHz=V ¼ 250 MHz=V



j
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INTERMODULATION



The intermodulation distortion and the third-order intercept point discussed in Chapter 5 for a receiver or mixer also apply to a power amplifier or upconverter in a transmitter. Figure 6.8 shows the curves for the fundamental and two-tone thirdorder intermodulation signals. Conventional high-power RF=microwave amplifiers were once used to handle only a single carrier communication channel. In this case, they could operate within the nonlinear region of the dynamic range without the risk of intermodulation products generation, thus avoiding channel interference. Currently, many of the contemporary communication systems operate in a multicarrier environment that allows an enhancement in bandwidth efficiency. They are very attractive whenever there is a large demand to accommodate many users within a limited spectrum but are required to operate with minimized adjacent out-of-band spectral emissions (spectral containment). These unwanted frequency components are primarily the result of intermodulation distortion (IMD) products produced by the multiple carriers propagating through nonlinear solid-state devices. Consider two signals f1 and f2 which are the input signals to a power amplifier, as shown in Fig. 6.9. The two signals will be amplified and the output power can be determined from the fundamental signal curve given in Fig. 6.8. The two-tone third-



FIGURE 6.8



Nonlinear characteristics for a power amplifier.
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FIGURE 6.9
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Power amplifier and its IM3 products.



order intermodulation products ð2f1  f2 and 2f2  f1 Þ are also generated and appear in the output port. The power levels of these IM products can be found from the twotone third-order intermodulation (IM3) curve given in Fig. 6.8. The IM3 power levels are normally well below the fundamental signals at f1 and f2 . If the frequency difference D is very small, the IM3 products are difficult to be filtered out, and it is important to keep their levels as low as possible. Other third-order distortion frequencies 3f1 , 3f2 , 2f1 þ f2 , 2f2 þ f1 , as well as the second-order distortion frequencies 2f1 , 2f2 , f1 þ f2 , f1  f2 , are of little concern because they are not closely adjacent in frequency and they can be easily filtered out without any disturbance to the original signals f1 and f2 . In most wireless communications, one would like to have IM3 reduced to a level of less than 60 dBc (i.e., 60 dB or a million times below the fundamental signals). One way to reduce the IM3 levels is to use the feedforward amplifier concept. The amplifier configuration consists of a signal cancellation loop and a distortion error cancellation loop, as shown in Fig. 6.10 [6]. The signal cancellation loop is composed of five elements: an equal-split power divider, a main power amplifier, a main-signal sampler, a phase=amplitude controller, and a power combiner. This loop samples part of the distorted signal out from the main amplifier and combines it with a previously adjusted, distortion-free sample of the main signal; consequently, the main signal is canceled and the IM products prevail. The error cancellation loop is composed of three elements: a phase=amplitude controller, a linear error amplifier, and an error coupler acting as a power combiner. This loop takes the IM products from the signal cancellation loop, adjusts their phase, increases their amplitude, and combines them with the signals from the main power amplifier in the error coupler. As a result, the third-order tones are greatly reduced to a level of less than 60 dBc. Experimental results are shown in Figs. 6.11 and 6.12. Figure 6.11 shows the output of the main amplifier without the linearizer, where f1 ¼ 2:165 GHz and f2 ¼ 2:155 GHz. At these frequencies, IM1 ¼ 2f1  f2 ¼
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FIGURE 6.10



Feedforward amplifier system block diagram [6].
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FIGURE 6.11 Nonlinearized two-tone test and intermodulation distortion [6].



2:175 GHz and IM2 ¼ 2f2  f1 ¼ 2:145 GHz, and the intermodulation distortion is approximately  30 dBc. Figure 6.12 shows the linearized two-tone test using the feedforward amplifier to achieve an additional 30 dB distortion reduction, giving a total IM suppression of 61 dBc



FIGURE 6.12 Linearized two-tone test and intermodulation distortion [6].
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6.6



CRYSTAL REFERENCE OSCILLATORS



Crystal oscillators have low phase noise due to their stable output signal. The lowfrequency crystal oscillators can be used as reference sources for a phase-locked loop. The crystal oscillator consists of a piezoelectric crystal, usually quartz, with both faces plated with electrodes. If a voltage is applied between the electrodes, mechanical forces will be exerted on the bound charges within the crystal, and an electromechanical system is formed that will vibrate at a resonant frequency. The resonant frequency and the Q factor depend on the crystal’s dimensions and surface orientation. The Q’s of several thousand to several hundred thousand and frequencies ranging from a few kilohertz to tens of megahertz are available. The extremely high Q values and the excellent stability of quartz with time and temperature give crystal oscillators the exceptional frequency stability. The equivalent circuit of a crystal can be represented by Fig. 6.13. The inductor L, capacitor C, and resistor R represent the crystal. The capacitor C 0 represents the electrostatic capacitance between electrodes with the crystal as a dielectric. As an example, for a 90-kHz crystal, L ¼ 137 H, C ¼ 0:0235 pF, C 0 ¼ 3:5 pF; with a Q of 5500. If we neglect R, the impedance of the crystal is a reactance shown in Fig. 6.14 given by jX ¼ 



j o2  o2s oC 0 o2  o2p



ð6:5Þ



where o2s



1 ¼ LC



and



o2p



  1 1 1 þ ¼ L C C0



Since C 0 C, o2p 1=LC ¼ o2s . The circuit will oscillate at a frequency that lies between os and op . The oscillating frequency is essentially determined by the crystal and not by the rest of the circuit. The oscillating frequency is very stable



FIGURE 6.13 Piezoelectric crystal symbol and its equivalent circuit.
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FIGURE 6.14 Impedance of a crystal as a function of frequency.



because op os , where os and op are the series and parallel resonant frequencies. The crystal can be integrated into the transistor’s oscillator circuit to form a crystal oscillator. Figure 6.15 shows two examples of these crystal oscillators [7]. In the next section, we will use the crystal oscillators to build high-frequency phase-locked oscillators (PLOs).



FIGURE 6.15 Colpitts crystal oscillators: (a) in parallel resonant configuration; (b) in series resonant configuration [7].
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PHASE-LOCKED OSCILLATORS



A phase-locked oscillator is a very stable source with low phase noise and stable output frequency. A high-frequency oscillator can be phase locked to a lowfrequency, stable crystal oscillator or crystal-controlled oscillator to achieve good phase noise and frequency stability. A simplified phase-locked loop (PLL) block diagram is given in Fig. 6.16. It consists of a very stable low-frequency oscillator that acts as the reference source, a phase detector, a low-pass filter, a VCO, and a frequency divider. The phase detector produces a DC control voltage at the output of the low-pass filter, with the magnitude and polarity determined by the phase (frequency) difference between the crystal oscillator and VCO output. The control voltage is used to vary the VCO frequency. The process will continue until the VCO frequency (or phase) is aligned with the multiple of the crystal oscillator frequency. The frequency divider is used to divide the output frequency of VCO by N to match the frequency of the reference oscillator. Because of the tracking, the output of the PLL has phase noise characteristics similar to that of the reference oscillator. Figure 6.17 shows an example of an analog phase detector configuration that is similar to a balanced mixer. It consists of a 90 hybrid coupler and two mixer (detector) diodes, followed by a low-pass filter. If two signals of the nominally same frequency fR but with different phases y1 and y2 are applied at the input of the coupler, the voltages across the mixer diodes are v1 ðtÞ ¼ cosðoR t þ y1 Þ þ cosðoR t þ y2  90 Þ ¼ cosðoR t þ y1 Þ þ sinðoR t þ y2 Þ



ð6:6aÞ 



v2 ðtÞ ¼ cosðoR t þ y2 Þ þ cosðoR t þ y1  90 Þ ¼ cosðoR t þ y2 Þ þ sinðoR t þ y1 Þ



ð6:6bÞ



Assuming that the diodes are operating in the square-law region, the output currents are given by i1 ðtÞ ¼ Av21 ðtÞ ¼ A½cos2 ðoR t þ y1 Þ þ 2 cosðoR t þ y1 Þ sinðoR t þ y2 Þ þ sin2 ðoR t þ y2 Þ ð6:7aÞ i2 ðtÞ ¼ Av22 ðtÞ ¼ A½cos2 ðoR t þ y2 Þ þ 2 cosðoR t þ y2 Þ sinðoR t þ y1 Þ þ sin2 ðoR t þ y1 Þ



ð6:7bÞ



FIGURE 6.16 Simplified PLL block diagram.
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FIGURE 6.17
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Analog phase detector.



where A is a constant. The negative sign on i2 is due to the reversed diode polarity. The two currents will be combined and filtered through a low-pass filter. Now, the following trigonometry identities are used for Eqs. (6.7): cos2 a ¼ 12 ð1 þ cos 2aÞ



sin2 a ¼ 12 ð1  cos 2aÞ



and 2 sin a cos b ¼ sinða þ bÞ þ sinða  bÞ Since the low-pass filter rejects all high-frequency components [i.e., cos 2a and sinða þ bÞ terms], only the DC current appears at the output i0 ðtÞ ¼ i1 ðtÞ þ i2 ðtÞ ¼ A1 sinðy2  y1 Þ



ð6:8Þ



where A0 and A1 are constants. Therefore, the output voltage of a phase detector is determined by the phase difference of its two input signals. For a small phase difference, we have i0 ðtÞ A1 ðy2  y1 Þ



ð6:9Þ



The two input frequencies to the phase detector should be very close in order to be tracked (locked) to each other. The range of the input frequency for which the loop can acquire locking is called the capture range. The settling time is the time required for the loop to lock to a new frequency. Phase-locked loops can generate signals for FM, QPSK modulation, local oscillators for mixers, and frequency synthesizers. They are widely used in wireless communication systems. Example 6.2 A 57-GHz phase-locked source has the block diagram shown in Fig. 6.18. Determine the reference signal frequency ð fR Þ. The reference source is a crystal-controlled microwave oscillator. If the reference source has a frequency stability of 1 ppm= C, what is the output frequency variation?
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FIGURE 6.18 IEEE.)



A 57-GHz phase-locked source. (From reference 8, with permission from



Solution In a harmonic mixer, the RF signal is mixed with the multiple frequency of the LO to generate an IF signal. The IF is given by fIF ¼ fRF  NfLO or fIF ¼ NfLO  fRF



ð6:10Þ



From Fig. 6.18, the reference frequency is given by 57 GHz  4  7  fR ¼ fR Therefore, fR ¼ 1:96551724 GHz. The output frequency variation is Df ¼ f0  1 ppm= C ¼ 57  109  1  106 Hz= C ¼ 57 kHz= C
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FREQUENCY SYNTHESIZERS



A frequency synthesizer is a subsystem that derives a large number of discrete frequencies from an accurate, highly stable crystal oscillator. Each of the derived frequencies has the frequency stability and accuracy of the reference crystal source.
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In many applications, the frequency synthesizer must cover a wide frequency range. A frequency synthesizer avoids the need for using many independent crystalcontrolled oscillators in a wide-band multiple-channel system. Modern frequency synthesizers can be implemented using integrated circuit chips. They are controlled by digital circuits or computers. Frequency synthesizers are commonly used in transmitters, modulators, and LOs in many wireless communication systems such as radios, satellite receivers, cellular telephones, and data transmission equipment. Frequency synthesizers can be realized using a PLL and a programmable frequency divider, as shown in Fig. 6.19. The signals applied to the phase detector are the reference signal from the crystal oscillator and f0 =N from the output of the frequency divider. A large number of frequencies can be obtained by varying N , the division ratio. As an example, if fR ¼ 1 MHz, we will have the output frequency ð f0 Þ equal to 3 MHz, 4 MHz; . . . ; 20 MHz if N ¼ 3; 4; . . . ; 20. The resolution or increment in frequency is equal to the reference frequency fR. To improve the resolution, the reference frequency can also be divided before it is connected to the phase detector. This scheme is shown in Fig. 6.20. A fixed frequency divider with division ratio of N2 is introduced between the crystal oscillator and the phase detector. Zero output from the phase detector requires the following condition: f0 f ¼ R N1 N2



ð6:11Þ



N1 f f ¼ N1 R N2 R N2



ð6:12Þ



Therefore



f0 ¼



The increment in frequency or resolution is equal to fR =N2 . As an example, fR ¼ 1 MHz



FIGURE 6.19



N2 ¼ 100



Resolution ¼ 10 kHz



Frequency synthesizer using a PLL and a programmable frequency divider.
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FIGURE 6.20



Frequency synthesizer with improved resolution.



If N1 ¼ 3; N1 ¼ 4 .. .



f0 ¼ 30 kHz f0 ¼ 40 kHz .. .



To obtain small frequency resolution and rapid frequency change, multiple-loop frequency synthesizers can be used; however, the system is more complicated. The following example shows a multiple-loop frequency synthesizer. Example 6.3 In the multiple-loop frequency synthesizer shown in Fig. 6.21 [9], fR ¼ 1 MHz, N1 ¼ 10 and N2 ¼ 100. Determine the range of output frequencies of the synthesizer if NA is varied from 200 to 300 and NB from 350 to 400. Solution fR NA N ¼ f0  fR B N1 N2 N1   fR N f0 ¼ NB þ A N1 N2 fR ¼ 1 MHz



N1 ¼ 10



N2 ¼ 100



When NA ¼ 200, NB ¼ 350, we have f0 ¼ f0ðminÞ : f0ðminÞ



  1  106 200 350 þ ¼ ¼ 35:2 MHz 100 10



PROBLEMS



FIGURE 6.21
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Multiple-loop frequency synthesizer [9].



When NA ¼ 300, NB ¼ 400, we have f0 ¼ f0ðmaxÞ : f0ðmaxÞ



  1  106 300 400 þ ¼ ¼ 40:3 MHz 100 10



The output range is from 35.2 to 40.3 MHz.



j



PROBLEMS 6.1



A power amplifier has two input signals of þ10 dBm at frequencies of 1.8 and 1.810 GHz (Fig. P6.1). The IM3 power levels are 50 dBm. The amplifier has a gain of 10 dB and an input 1-dB compression point of þ25 dBm. What are the frequencies for the IM3 products fIM1 and fIM2 ? What are the power levels for fIM1 and fIM2 if the input power levels for f1 and f2 signals are increased to þ20 dBm?



FIGURE P6.1



6.2



A power amplifier has two input signals at frequencies of 1 and 1.010 GHz. The output spectrums are shown in Fig. P6.2. What are the frequencies for the IM3 products fIM1 and fIM2 ? If the output power levels for f1 and f2 signals are
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increased to 30 dBm, what are the power levels for fIM1 and fIM2 signals? Use f1 ¼ 1:010 GHz and f2 ¼ 1 GHz.



FIGURE P6.2



6.3



A 10-GHz PLO is shown in Fig. P6.3. (a) Determine the reference frequency of the crystal-controlled source. (b) If the reference source has a frequency stability of 0:1 ppm= C, what is the output frequency variation of the PLO over the temperature range from 40 to þ40 C? (c) What is the reference frequency variation over the same temperature range?



FIGURE P6.3



6.4



Calculate the reference signal frequency in gigahertz for the phase-locked system shown in Fig. P6.4.



6.5



Determine the output frequencies of the frequency synthesizer shown in Fig. P6.5 for N1 ¼ 10 and N1 ¼ 20. Note that fR ¼ 1 GHz and N2 ¼ 100.



PROBLEMS
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FIGURE P6.4



FIGURE P6.5



6.6



In the synthesizer shown in Fig. P6.6, N1 ¼ 10, N2 ¼ 10, and fR ¼ 10 MHz. (a) What is the frequency resolution? (b) If N3 ¼ 1000, what is the output frequency f0 ? If N3 ¼ 1001, what is the output frequency f0 ? (c) If the frequency stability of the crystal reference oscillator is 1 ppm= C, what is the frequency variation for the output signal over the temperature range from 30 to þ50 C when N3 ¼ 1000?



6.7



A frequency synthesizer shown in Fig. P6.7 provides 401 output frequencies equally spaced by 10 kHz. The output frequencies are from 144 to 148 MHz.



FIGURE P6.6
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The reference frequency is 10 KHz, and the local oscillator frequency is 100 MHz. Calculate the minimum and maximum values for N.



FIGURE P6.7



6.8



In Problem 6.7, if N ¼ 4600, what is the output frequency?



6.9



In the synthesizer shown in Fig. P6.9, if N3 ¼ 1000 and fR ¼ 1 MHz, what is the output frequency for N1 ¼ 100 and N2 ¼ 200?



FIGURE P6.9
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CHAPTER SEVEN



Radar and Sensor Systems



7.1



INTRODUCTION AND CLASSIFICATIONS



Radar stands for radio detection and ranging. It operates by radiating electromagnetic waves and detecting the echo returned from the targets. The nature of an echo signal provides information about the target—range, direction, and velocity. Although radar cannot reorganize the color of the object and resolve the detailed features of the target like the human eye, it can see through darkness, fog and rain, and over a much longer range. It can also measure the range, direction, and velocity of the target. A basic radar consists of a transmitter, a receiver, and a transmitting and receiving antenna. A very small portion of the transmitted energy is intercepted and reflected by the target. A part of the reflection is reradiated back to the radar (this is called back-reradiation), as shown in Fig. 7.1. The back-reradiation is received by the radar, amplified, and processed. The range to the target is found from the time it takes for the transmitted signal to travel to the target and back. The direction or angular position of the target is determined by the arrival angle of the returned signal. A directive antenna with a narrow beamwidth is generally used to find the direction. The relative motion of the target can be determined from the doppler shift in the carrier frequency of the returned signal. Although the basic concept is fairly simple, the actual implementation of radar could be complicated in order to obtain the information in a complex environment. A sophisticated radar is required to search, detect, and track multiple targets in a hostile environment; to identify the target from land and sea clutter; and to discern the target from its size and shape. To search and track targets would require mechanical or electronic scanning of the antenna beam. For mechanical scanning, a motor or gimbal can be used, but the speed is slow. Phased arrays can be used for electronic scanning, which has the advantages of fast speed and a stationary antenna. 196
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FIGURE 7.1
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Radar and back-radiation: T=R is a transmitting and receiving module.



For some military radar, frequency agility is important to avoid lock-in or detection by the enemy. Radar was originally developed during World War II for military use. Practical radar systems have been built ranging from megahertz to the optical region (laser radar, or ladar). Today, radar is still widely used by the military for surveillance and weapon control. However, increasing civil applications have been seen in the past 20 years for traffic control and navigation of aircraft, ships, and automobiles, security systems, remote sensing, weather forecasting, and industrial applications. Radar normally operates at a narrow-band, narrow beamwidth (high-gain antenna) and medium to high transmitted power. Some radar systems are also known as sensors, for example, the intruder detection sensor=radar for home or office security. The transmitted power of this type of sensor is generally very low. Radar can be classified according to locations of deployment, operating functions, applications, and waveforms. 1. Locations: airborne, ground-based, ship or marine, space-based, missile or smart weapon, etc. 2. Functions: search, track, search and track 3. Applications: traffic control, weather, terrain avoidance, collision avoidance, navigation, air defense, remote sensing, imaging or mapping, surveillance, reconnaissance, missile or weapon guidance, weapon fuses, distance measurement (e.g., altimeter), intruder detection, speed measurement (police radar), etc. 4. Waveforms: pulsed, pulse compression, continuous wave (CW), frequencymodulated continuous wave (FMCW) Radar can also be classified as monostatic radar or bistatic radar. Monostatic radar uses a single antenna serving as a transmitting and receiving antenna. The transmitting and receiving signals are separated by a duplexer. Bistatic radar uses
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a separate transmitting and receiving antenna to improve the isolation between transmitter and receiver. Most radar systems are monostatic types. Radar and sensor systems are big business. The two major applications of RF and microwave technology are communications and radar=sensor. In the following sections, an introduction and overview of radar systems are given.



7.2



RADAR EQUATION



The radar equation gives the range in terms of the characteristics of the transmitter, receiver, antenna, target, and environment [1, 2]. It is a basic equation for understanding radar operation. The equation has several different forms and will be derived in the following. Consider a simple system configuration, as shown in Fig. 7.2. The radar consists of a transmitter, a receiver, and an antenna for transmitting and receiving. A duplexer is used to separate the transmitting and receiving signals. A circulator is shown in Fig. 7.2 as a duplexer. A switch can also be used, since transmitting and receiving are operating at different times. The target could be an aircraft, missile, satellite, ship, tank, car, person, mountain, iceberg, cloud, wind, raindrop, and so on. Different targets will have different radar cross sections ðsÞ. The parameter Pt is the transmitted power and Pr is the received power. For a pulse radar, Pt is the peak pulse power. For a CW radar, it is the average power. Since the same antenna is used for transmitting and receiving, we have G ¼ Gt ¼ Gr ¼ gain of antenna



ð7:1Þ



Ae ¼ Aet ¼ Aer ¼ effective area of antenna



ð7:2Þ



FIGURE 7.2 Basic radar system.
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Note that 4p Aet l20



ð7:3Þ



Aet ¼ Za At



ð7:4Þ



Gt ¼



where l0 is the free-space wavelength, Za is the antenna efficiency, and At is the antenna aperture size. Let us first assume that there is no misalignment (which means the maximum of the antenna beam is aimed at the target), no polarization mismatch, no loss in the atmosphere, and no impedance mismatch at the antenna feed. Later, a loss term will be incorporated to account for the above losses. The target is assumed to be located in the far-field region of the antenna. The power density (in watts per square meter) at the target location from an isotropic antenna is given by



Power density ¼



Pt 4pR2



ð7:5Þ



For a radar using a directive antenna with a gain of Gt , the power density at the target location should be increased by Gt times. We have Power density at target location from a directive antenna ¼



Pt G 4pR2 t



ð7:6Þ



The measure of the amount of incident power intercepted by the target and reradiated back in the direction of the radar is denoted by the radar cross section s, where s is in square meters and is defined as



s¼



power backscattered to radar power density at target



ð7:7Þ



Therefore, the backscattered power at the target location is [3]



Power backscattered to radar ðWÞ ¼



Pt Gt s 4pR2



ð7:8Þ



A detailed description of the radar cross section is given in Section 7.4. The backscattered power decays at a rate of 1=4pR2 away from the target. The power
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density (in watts per square meters) of the echo signal back to the radar antenna location is Power density backscattered by target and returned to radar location ¼



Pt Gt s 4pR2 4pR2 ð7:9Þ



The radar receiving antenna captures only a small portion of this backscattered power. The captured receiving power is given by Pr ¼ returned power captured by radar ðWÞ ¼



Pt Gt s A 4pR2 4pR2 er



ð7:10Þ



Replacing Aer with Gr l20 =4p, we have Pr ¼



Pt Gt s Gr l20 4pR2 4pR2 4p



ð7:11Þ



For monostatic radar, Gr ¼ Gt , and Eq. (7.11) becomes Pr ¼



Pt G2 sl20 ð4pÞ3 R4



ð7:12Þ



This is the radar equation. If the minimum allowable signal power is Smin , then we have the maximum allowable range when the received signal is Si;min . Let Pr ¼ Si;min :



R ¼ Rmax



Pt G2 sl20 ¼ ð4pÞ3 Si;min



!1=4 ð7:13Þ



where Pt ¼ transmitting power ðWÞ G ¼ antenna gain ðlinear ratio; unitlessÞ s ¼ radar cross section ðm2 Þ l0 ¼ free-space wavelength ðmÞ Si;min ¼ minimum receiving signal ðWÞ Rmax ¼ maximum range ðmÞ This is another form of the radar equation. The maximum radar range ðRmax Þ is the distance beyond which the required signal is too small for the required system
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operation. The parameters Si;min is the minimum input signal level to the radar receiver. The noise factor of a receiver is defined as F¼



Si =Ni So =No



where Si and Ni are input signal and noise levels, respectively, and So and No are output signal and noise levels, respectively, as shown in Fig. 7.3. Since Ni ¼ kTB, as shown in Chapter 5, we have Si ¼ kTBF



So No



ð7:14Þ



where k is the Boltzmann factor, T is the absolute temperature, and B is the bandwidth. When Si ¼ Si;min , then So =No ¼ ðSo =No Þmin . The minimum receiving signal is thus given by 



Si;min



S ¼ kTBF o No



 ð7:15Þ min



Substituting this into Eq. (7.13) gives 2



314



6 7 Pt G2 sl20   7 Rmax ¼ 6 4 5 S ð4pÞ3 kTBF o No min



ð7:16Þ



where k ¼ 1:38  1023 J=K, T is temperature in kelvin, B is bandwidth in hertz, F is the noise figure in ratio, (So =No Þmin is minimum output signal-to-noise ratio in ratio. Here (So =No Þmin is determined by the system performance requirements. For good probability of detection and low false-alarm rate, ðSo =No Þmin needs to be high. Figure 7.4 shows the probability of detection and false-alarm rate as a function of ðSo =No Þ. An So =No of 10 dB corresponds to a probability of detection of 76% and a false alarm probability of 0.1% (or 103 ). An So =No of 16 dB will give a probability of detection of 99.99% and a false-alarm rate of 104 % (or 106 ).



FIGURE 7.3 The SNR ratio of a receiver.
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FIGURE 7.4 Probability of detection for a sine wave in noise as a function of the signal-tonoise (power) ratio and the probability of false alarm. (From reference [1], with permission from McGraw-Hill.)



7.3 RADAR EQUATION INCLUDING PULSE INTEGRATION AND SYSTEM LOSSES The results given in Fig. 7.4 are for a single pulse only. However, many pulses are generally returned from a target on each radar scan. The integration of these pulses can be used to improve the detection and radar range. The number of pulses ðnÞ on the target as the radar antenna scans through its beamwidth is n¼



yB y 1  PRF ¼ B _y y_ Tp s



ð7:17Þ



s



where yB is the radar antenna 3-dB beamwidth in degrees, y_ s is the scan rate in degrees per second, PRF is the pulse repetition frequency in pulses per second, Tp is
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the period, and yB =y_ s gives the time that the target is within the 3-dB beamwidth of the radar antenna. At long distances, the target is assumed to be a point as shown in Fig. 7.5. Example 7.1 A pulse radar system has a PRF ¼ 300 Hz, an antenna with a 3-dB beamwidth of 1:5 , and an antenna scanning rate of 5 rpm. How many pulses will hit the target and return for integration? Solution



Use Eq. (7.17):



n¼



yB  PRF y_ s



Now yB ¼ 1:5 y_ s ¼ 5 rpm ¼ 5  360 =60 sec ¼ 30 =sec PRF ¼ 300 cycles=sec 1:5 n¼   300=sec ¼ 15 pulses 30 =sec



FIGURE 7.5



Concept for pulse integration.



j
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Another system consideration is the losses involved due to pointing or misalignment, polarization mismatch, antenna feed or plumbing losses, antenna beam-shape loss, atmospheric loss, and so on [1]. These losses can be combined and represented by a total loss of Lsys . The radar equation [i.e., Eq. (7.16)] is modified to include the effects of system losses and pulse integration and becomes "



Rmax



where



Pt G2 sl20 n ¼ ð4pÞ3 kTBFðSo =No Þmin Lsys



#1=4 ð7:18Þ



Pt ¼ transmitting power; W G ¼ antenna gain in ratio ðunitlessÞ s ¼ radar cross section of target; m2 l0 ¼ free-space wavelength; m n ¼ number of hits integrated ðunitlessÞ k ¼ 1:38  1023 J=K ðBoltzmann constantÞ ðJ ¼ W=secÞ T ¼ temperature; K B ¼ bandwidth; Hz



F ¼ noise factor in ratio ðunitlessÞ ðSo =No Þmin ¼ minimum receiver output signal-to-noise ratio ðunitlessÞ Lsys ¼ system loss in ratio ðunitlessÞ Rmax ¼ radar range; m For any distance R, we have "



Pt G2 sl20 n R¼ ð4pÞ3 kTBFðSo =No ÞLsys



#1=4 ð7:19Þ



As expected, the So =No is increased as the distance is reduced. Example 7.2 A 35-GHz pulse radar is used to detect and track space debris with a diameter of 1 cm [radar cross section ðRCSÞ ¼ 4:45  105 m2 ]. Calculate the maximum range using the following parameters: Pt ¼ 2000 kW ðpeaksÞ G ¼ 66 dB B ¼ 250 MHz F ¼ 5 dB



T ðSo =No Þmin Lsys n



¼ 290 K ¼ 10 dB ¼ 10 dB ¼ 10
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Solution
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Substitute the following values into Eq. (7.18):



Pt ¼ 2000 kW ¼ 2  106 W G ¼ 66 dB ¼ 3:98  106 B ¼ 250 MHz ¼ 2:5  108 Hz F ¼ 5 dB ¼ 3:16 ðSo =No Þmin ¼ 10 dB ¼ 10 n ¼ 10



k ¼ 1:38  1023 J=K T ¼ 290 K s ¼ 4:45  105 m2 l0 ¼ c=f0 ¼ 0:00857 m Lsys ¼ 10 dB ¼ 10



Then we have "



Rmax



#1=4 Pt G2 sl20 n ¼ ð4pÞ3 kTBFðSo =No Þmin Lsys " #1=4 2  106 W  ð3:98  106 Þ2  4:45  105 m2  ð0:00857 mÞ2  10 ¼ ð4pÞ3  1:38  1023 J=K  290 K  2:5  108 =sec  3:16  10  10 ¼ 3:58  104 m ¼ 35:8 km
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From Eq. (7.19), it is interesting to note that the strength of a target’s echo is inversely proportional to the range to the fourth power ð1=R4 Þ. Consequently, as a distant target approaches, its echoes rapidly grow strong. The range at which they become strong enough to be detected depends on a number of factors such as the transmitted power, size or gain of the antenna, reflection characteristics of the target, wavelength of radio waves, length of time the target is in the antenna beam during each search scan, number of search scans in which the target appears, noise figure and bandwidth of the receiver, system losses, and strength of background noise and clutter. To double the range would require an increase in transmitting power by 16 times, or an increase of antenna gain by 4 times, or the reduction of the receiver noise figure by 16 times.



7.4



RADAR CROSS SECTION



The RCS of a target is the effective (or fictional) area defined as the ratio of backscattered power to the incident power density. The larger the RCS, the higher the power backscattered to the radar. The RCS depends on the actual size of the target, the shape of the target, the materials of the target, the frequency and polarization of the incident wave, and the incident and reflected angles relative to the target. The RCS can be considered as the effective area of the target. It does not necessarily have a simple relationship to the physical area, but the larger the target size, the larger the cross section is likely to be. The shape of the target is also important in determining the RCS. As an example, a corner reflector reflects most incident waves to the incoming direction, as shown in Fig. 7.6, but a stealth bomber will deflect the incident wave. The building material of
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FIGURE 7.6 Incident and reflected waves.



the target is obviously an influence on the RCS. If the target is made of wood or plastics, the reflection is small. As a matter of fact, Howard Hughes tried to build a wooden aircraft (Spruce Goose) during World War II to avoid radar detection. For a metal body, one can coat the surface with absorbing materials (lossy dielectrics) to reduce the reflection. This is part of the reason that stealth fighters=bombers are invisible to radar. The RCS is a strong function of frequency. In general, the higher the frequency, the larger the RCS. Table 7.1, comparing radar cross sections for a person [4] and various aircrafts, shows the necessity of using a higher frequency to detect small targets. The RCS also depends on the direction as viewed by the radar or the angles of the incident and reflected waves. Figure 7.7 shows the experimental RCS of a B26 bomber as a function of the azimuth angle [5]. It can be seen that the RCS of an aircraft is difficult to specify accurately because of the dependence on the viewing angles. An average value is usually taken for use in computing the radar equation. TABLE 7.1 Radar Cross Sections as a Function of Frequency s; m2



Frequency (GHz) (a) For a Person 0.410 1.120 2.890 4.800 9.375 Aircraft



0.033–2.33 0.098–0.997 0.140–1.05 0.368–1.88 0.495–1.22 UHF



S-band, 2–4 GHz



X-band, 8–12 GHz



(b) For Aircraft Boeing 707 Boeing 747 Fighter



2



10 m 15 m2 —



40 m2 60 m2 —



60 m2 100 m2 1 m2
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Publishers Note: Permission to reproduce this image online was not granted by the copyright holder. Readers are kindly asked to refer to the printed version of this chapter.



FIGURE 7.7 [5].



Experimental RCS of the B-26 bomber at 3 GHz as a function of azimuth angle



For simple shapes of targets, the RCS can be calculated by solving Maxwell’s equations meeting the proper boundary conditions. The determination of the RCS for more complicated targets would require the use of numerical methods or measurements. The RCS of a conducting sphere or a long thin rod can be calculated exactly. Figure 7.8 shows the RCS of a simple sphere as a function of its circumference measured in wavelength. It can be seen that at low frequency or when the sphere is small, the RCS varies as l4 . This is called the Rayleigh region, after Lord Rayleigh. From this figure, one can see that to observe a small raindrop would require high radar frequencies. For electrically large spheres (i.e., a=l  1Þ, the RCS of the sphere is close to pa2 . This is the optical region where geometrical optics are valid. Between the optical region and the Rayleigh region is the Mie or resonance region. In this region, the RCS oscillates with frequency due to phase cancellation and the addition of various scattered field components. Table 7.2 lists the approximate radar cross sections for various targets at microwave frequencies [1]. For accurate system design, more precise values
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FIGURE 7.8 Radar cross section of the sphere: a ¼ radius; l ¼ wavelength.



TABLE 7.2 Examples of Radar Cross Sections at Microwave Frequencies Cross Section (m3 ) Conventional, unmanned winged missile Small, single engine aircraft Small fighter, or four-passenger jet Large fighter Medium bomber or medium jet airliner Large bomber or large jet airliner Jumbo jet Small open boat Small pleasure boat Cabin cruiser Pickup truck Automobile Bicycle Man Bird Insect Source: From reference [1], with permission from McGraw-Hill.
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should be obtained from measurements or numerical methods for radar range calculation. The RCS can also be expressed as dBSm, which is decibels relative to 1 m2 . An RCS of 10 m2 is 10 dBSm, for example.



7.5



PULSE RADAR



A pulse radar transmits a train of rectangular pulses, each pulse consisting of a short burst of microwave signals, as shown in Fig. 7.9. The pulse has a width t and a pulse repetition period Tp ¼ 1=fp , where fp is the pulse repetition frequency (PRF) or pulse repetition rate. The duty cycle is defined as



Duty cycle ¼



t  100% Tp



ð7:20aÞ



The average power is related to the peak power by



Pav ¼



Pt t Tp



where Pt is the peak pulse power.



FIGURE 7.9



Modulating, transmitting, and return pulses.



ð7:20bÞ
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The transmitting pulse hits the target and returns to the radar at some time tR later depending on the distance, where tR is the round-trip time of a pulsed microwave signal. The target range can be determined by R ¼ 12 ctR



ð7:21Þ



where c is the speed of light, c ¼ 3  108 m=sec in free space. To avoid range ambiguities, the maximum tR should be less than Tp . The maximum range without ambiguity requires R0max ¼



cTp c ¼ 2fp 2



ð7:22Þ



Here, R0max can be increased by increasing Tp or reducing fp , where fp is normally ranged from 100 to 100 kHz to avoid the range ambiguity. A matched filter is normally designed to maximize the output peak signal to average noise power ratio. The ideal matched-filter receiver cannot always be exactly realized in practice but can be approximated with practical receiver circuits. For optimal performance, the pulse width is designed such that [1] Bt 1



ð7:23Þ



where B is the bandwidth. Example 7.3 A pulse radar transmits a train of pulses with t ¼ 10 ms and Tp ¼ 1 msec. Determine the PRF, duty cycle, and optimum bandwidth. Solution



The pulse repetition frequency is given as 1 1 ¼ 103 Hz ¼ Tp 1 msec t 10 msec  100% ¼ 1% Duty cycle ¼  100% ¼ Tp 1 msec 1 B ¼ ¼ 0:1 MHz t PRF ¼



j



Figure 7.10 shows an example block diagram for a pulse radar system. A pulse modulator is used to control the output power of a high-power amplifier. The modulation can be accomplished either by bias to the active device or by an external p i n or ferrite switch placed after the amplifier output port. A small part of the CW oscillator output is coupled to the mixer and serves as the LO to the mixer. The majority of output power from the oscillator is fed into an upconverter where it mixes with an IF signal fIF to generate a signal of f0 þ fIF . This signal is amplified by multiple-stage power amplifiers (solid-state devices or tubes) and passed through a
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duplexer to the antenna for transmission to free space. The duplexer could be a circulator or a transmit=receive (T=R) switch. The circulator diverts the signal moving from the power amplifier to the antenna. The receiving signal will be directed to the mixer. If it is a single-pole, double-throw (SPDT) T=R switch, it will be connected to the antenna and to the power amplifier in the transmitting mode and to the mixer in the receiving mode. The transmitting signal hits the target and returns to the radar antenna. The return signal will be delayed by tR, which depends on the target range. The return signal frequency will be shifted by a doppler frequency (to be discussed in the next section) fd if there is a relative speed between the radar and target. The return signal is mixed with f0 to generate the IF signal of fIF  fd . The speed of the target can be determined from fd . The IF signal is amplified, detected, and processed to obtain the range and speed. For a search radar, the display shows a polar plot of target range versus angle while the antenna beam is rotated for 360 azimuthal coverage. To separate the transmitting and receiving ports, the duplexer should provide good isolation between the two ports. Otherwise, the leakage from the transmitter to the receiver is too high, which could drown the target return or damage the receiver. To protect the receiver, the mixer could be biased off during the transmitting mode, or a limiter could be added before the mixer. Another point worth mentioning is that the same oscillator is used for both the transmitter and receiver in this example. This greatly simplifies the system and avoids the frequency instability and drift problem. Any frequency drift in f0 in the transmitting signal will be canceled out in the mixer. For short-pulse operation, the power amplifier can generate considerably higher



FIGURE 7.10



Typical pulse radar block diagram.
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peak power than the CW amplifier. Using tubes, hundreds of kilowatts or megawatts of peak power are available. The power is much lower for solid-state devices in the range from tens of watts to kilowatts.



7.6



CONTINUOUS-WAVE OR DOPPLER RADAR



Continuous-wave or doppler radar is a simple type of radar. It can be used to detect a moving target and determine the velocity of the target. It is well known in acoustics and optics that if there is a relative movement between the source (oscillator) and the observer, an apparent shift in frequency will result. The phenomenon is called the doppler effect, and the frequency shift is the doppler shift. Doppler shift is the basis of CW or doppler radar. Consider that a radar transmitter has a frequency f0 and the relative target velocity is vr . If R is the distance from the radar to the target, the total number of wavelengths contained in the two-way round trip between the target and radar is 2R=l0 . The total angular excursion or phase f made by the electromagnetic wave during its transit to and from the target is f ¼ 2p



2R l0



ð7:24Þ



The multiplication by 2p is from the fact that each wavelength corresponds to a 2p phase excursion. If the target is in relative motion with the radar, R and f are continuously changing. The change in f with respect to time gives a frequency shift od . The doppler angular frequency shift od is given by od ¼ 2pfd ¼



df 4p dR 4p ¼ ¼ v dt l0 dt l0 r



ð7:25Þ



Therefore fd ¼



2 2v v ¼ r f0 l0 r c



ð7:26Þ



where f0 is the transmitting signal frequency, c is the speed of light, and vr is the relative velocity of the target. Since vr is normally much smaller than c, fd is very small unless f0 is at a high (microwave) frequency. The received signal frequency is f0  fd . The plus sign is for an approaching target and the minus sign for a receding target. For a target that is not directly moving toward or away from a radar as shown in Fig. 7.11, the relative velocity vr may be written as vr ¼ v cos y



ð7:27Þ
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FIGURE 7.11 Relative speed calculation.



where v is the target speed and y is the angle between the target trajectory and the line joining the target and radar. It can be seen that



vr ¼



v 0



if y ¼ 0 if y ¼ 90



Therefore, the doppler shift is zero when the trajectory is perpendicular to the radar line of sight. Example 7.4 A police radar operating at 10.5 GHz is used to track a car’s speed. If a car is moving at a speed of 100 km=h and is directly aproaching the police radar, what is the doppler shift frequency in hertz? Solution



Use the following parameters: f0 ¼ 10:5 GHz y ¼ 0 vr ¼ v ¼ 100 km=h ¼ 100  1000 m=3600 sec ¼ 27:78 m=sec



Using Eq. (7.26), we have 2vr 2  27:78 m=sec f ¼  10:5  109 Hz 3  108 m=sec c 0 ¼ 1944 Hz



fd ¼



j



Continuous-wave radar is relatively simple as compared to pulse radar, since no pulse modulation is needed. Figure 7.12 shows an example block diagram. A CW source=oscillator with a frequency f0 is used as a transmitter. Similar to the pulse case, part of the CW oscillator power can be used as the LO for the mixer. Any frequency drift will be canceled out in the mixing action. The transmitting signal will
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FIGURE 7.12



Doppler or CW radar block diagram.



pass through a duplexer (which is a circulator in Fig. 7.12) and be transmitted to free space by an antenna. The signal returned from the target has a frequency f0  fd . This returned signal is mixed with the transmitting signal f0 to generate an IF signal of fd . The doppler shift frequency fd is then amplified and filtered through the filter bank for frequency identification. The filter bank consists of many narrow-band filters that can be used to identify the frequency range of fd and thus the range of target speed. The narrow-band nature of the filter also improves the SNR of the system. Figure 7.13 shows the frequency responses of these filters.



FIGURE 7.13



Frequency response characteristics of the filter bank.
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Isolation between the transmitter and receiver for a single antenna system can be accomplished by using a circulator, hybrid junction, or separate polarization. If better isolation is required, separate antennas for transmitting and receiving can be used. Since fd is generally less than 1 MHz, the system suffers from the flicker noise ð1=f noise). To improve the sensitivity, an intermediate-frequency receiver system can be used. Figure 7.14 shows two different types of such a system. One uses a single antenna and the other uses two antennas.



FIGURE 7.14 CW radar using superheterodyne technique to improve sensitivity: (a) singleantenna system; (b) two-antenna system.
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The CW radar is simple and does not require modulation. It can be built at a low cost and has found many commercial applications for detecting moving targets and measuring their relative velocities. It has been used for police speed-monitoring radar, rate-of-climb meters for aircraft, traffic control, vehicle speedometers, vehicle brake sensors, flow meters, docking speed sensors for ships, and speed measurement for missiles, aircraft, and sports. The output power of a CW radar is limited by the isolation that can be achieved between the transmitter and receiver. Unlike the pulse radar, the CW radar transmitter is on when the returned signal is received by the receiver. The transmitter signal noise leaked to the receiver limits the receiver sensitivity and the range performance. For these reasons, the CW radar is used only for short or moderate ranges. A two-antenna system can improve the transmitter-to-receiver isolation, but the system is more complicated. Although the CW radar can be used to measure the target velocity, it does not provide any range information because there is no timing mark involved in the transmitted waveform. To overcome this problem, a frequency-modulated CW (FMCW) radar is described in the next section.



7.7



FREQUENCY-MODULATED CONTINUOUS-WAVE RADAR



The shortcomings of the simple CW radar led to the development of FMCW radar. For range measurement, some kind of timing information or timing mark is needed to recognize the time of transmission and the time of return. The CW radar transmits a single frequency signal and has a very narrow frequency spectrum. The timing mark would require some finite broader spectrum by the application of amplitude, frequency, or phase modulation. A pulse radar uses an amplitude-modulated waveform for a timing mark. Frequency modulation is commonly used for CW radar for range measurement. The timing mark is the changing frequency. The transmitting time is determined from the difference in frequency between the transmitting signal and the returned signal. Figure 7.15 shows a block diagram of an FMCW radar. A voltage-controlled oscillator is used to generate an FM signal. A two-antenna system is shown here for transmitter–receiver isolation improvement. The returned signal is f1  fd . The plus sign stands for the target moving toward the radar and the minus sign for the target moving away from the radar. Let us consider the following two cases: The target is stationary, and the target is moving. 7.7.1



Stationary-Target Case



For simplicity, a stationary target is first considered. In this case, the doppler frequency shift ð fd Þ is equal to zero. The transmitter frequency is changed as a function of time in a known manner. There are many different forms of frequency– time variations. If the transmitter frequency varies linearly with time, as shown by
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the solid line in Fig. 7.16, a return signal (dotted line) will be received at tR or t2  t1 time later with tR ¼ 2R=c. At the time t1 , the transmitter radiates a signal with frequency f1. When this signal is received at t2 , the transmitting frequency has been changed to f2 . The beat signal generated by the mixer by mixing f2 and f1 has a frequency of f2  f1 . Since the target is stationary, the beat signal ð fb Þ is due to the range only. We have fR ¼ fb ¼ f2  f1



ð7:28Þ



From the small triangle shown in Fig. 7.16, the frequency variation rate is equal to the slope of the triangle: Df f  f1 fb ¼ 2 ¼ f_ ¼ Dt t2  t1 tR



ð7:29Þ



The frequency variation rate can also be calculated from the modulation rate (frequency). As shown in Fig. 7.16, the frequency varies by 2 Df in a period of Tm , which is equal to 1=fm , where fm is the modulating rate and Tm is the period. One can write 2 Df ¼ 2fm Df f_ ¼ Tm



ð7:30Þ



Combining Eqs. (7.29) and (7.30) gives fb ¼ fR ¼ tR f_ ¼ 2fm tR Df



ð7:31Þ



Substituting tR ¼ 2R=c into (7.31), we have R¼



cfR 4fm Df



ð7:32Þ



The variation of frequency as a function of time is known, since it is set up by the system design. The modulation rate ð fm Þ and modulation range ðDf Þ are known. From Eq. (7.32), the range can be determined by measuring fR , which is the IF beat frequency at the receiving time (i.e., t2 ).



FIGURE 7.15



Block diagram of an FMCW radar.
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FIGURE 7.16 An FMCW radar with a triangular frequency modulation waveform for a stationary target case.



7.7.2



Moving-Target Case



If the target is moving, a doppler frequency shift will be superimposed on the range beat signal. It would be necessary to separate the doppler shift and the range information. In this case, fd is not equal to zero, and the output frequency from the mixer is f2  f1 fd , as shown in Fig. 7.15. The minus sign is for the target moving toward the radar, and the plus sign is for the target moving away from the radar.
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Figure 7.17(b) shows the waveform for a target moving toward radar. For comparison, the waveform for a stationary target is also shown in Fig. 7.17(a). During the period when the frequency is increased, the beat frequency is fb ðupÞ ¼ fR  fd



ð7:33Þ



During the period when the frequency is decreased, the beat frequency is fb ðdownÞ ¼ fR þ fd



ð7:34Þ



FIGURE 7.17 Waveform for a moving target: (a) stationary target waveform for comparison; (b) waveform for a target moving toward radar; (c) beat signal from a target moving toward radar.
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The range information is in fR , which can be obtained by fR ¼ 12 ½ fb ðupÞ þ fb ðdownÞ



ð7:35Þ



The speed information is given by fd ¼ 12 ½ fb ðdownÞ  fb ðupÞ



ð7:36Þ



From fR , one can find the range R¼



cfR 4fm Df



ð7:37Þ



cfd 2f0



ð7:38Þ



From fd , one can find the relative speed vr ¼



Similarly, for a target moving away from radar, one can find fR and fd from fb (up) and fb (down). In this case, fb (up) and fb (down) are given by fb ðupÞ ¼ fR þ fd



ð7:39Þ



fb ðdownÞ ¼ fR  fd



ð7:40Þ



Example 7.5 An FMCW altimeter uses a sideband superheterodyne receiver, as shown in Fig. 7.18. The transmitting frequency is modulated from 4.2 to 4.4 GHz linearly, as shown. The modulating frequency is 10 kHz. If a returned beat signal of 20 MHz is detected, what is the range in meters? Solution we have



Assuming that the radar is pointing directly to the ground with y ¼ 90 ,



vr ¼ v cos y ¼ 0 From the waveform, fm ¼ 10 kHz and Df ¼ 200 MHz. The beat signal fb ¼ 20 MHz ¼ fR . The range can be calculated from Eq. (7.32): cfR 3  108 m=sec  20  106 Hz ¼ 4  10  103 Hz  200  106 Hz 4fm Df ¼ 750 m



R¼



Note that both the range and doppler shift can be obtained if the radar antenna is tilted with y 6¼ 90 . j
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An FMCW altimeter and its waveform.



For an FMCW radar with a linear waveform, as shown in Fig. 7.16, a perfect linear curve is assumed in the calculation of the range. Any deviation from the linear curve will affect the accuracy and resolution in the range calculation. A linearizer can be used between the voltage-controlled oscillator and the varactor bias supply to produce a linear frequency tuning.
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FIGURE 7.19



Two-step frequency modulation waveform.



Other frequency waveforms can also be used. Figure 7.19 shows a two-step frequency modulation as a function of time. The beat signal will occur when the frequency of the returning signal differs from the transmitting signal.



7.8



DIRECTION FINDING AND TRACKING



A tracking radar needs to find its target before it can track. The radar first searches for the target. This is normally done by scanning the antenna beam over a wide angle in one- or two-dimensional space. The beam scanning can be accomplished mechanically or electronically or both. After the target is detected, the tracking radar will track the target by measuring the coordinates of a target and providing data that may be used to determine the target path and to predict its future position. To predict future positions, all or part of the following data are required: range, speed, elevation angle, and azimuth angle. The elevation and azimuth angles give the direction of the target. A radar might track the target in range, in angle, in doppler shift, or any combination of the three. But in general, a tracking radar refers to angle tracking. It is difficult to optimize a radar to operate in both search and tracking modes. Therefore, many radar systems employ a separate search radar and tracking radar. The search radar or acquisition radar provides the target coordinates for the tracking radar. The tracking radar acquires the target by performing a limited search in the area of the designated target coordinates provided by the search radar. There are two major types of tracking radar: continuous-tracking radar and trackwhile-scan radar. The continuous-tracking radar provides continuous-tracking data on a particular target, while the track-while-scan radar supplies sampled data on one or more targets. The ability of a radar to find the direction of a target is due to a directive antenna with a narrow beamwidth. An error signal will be generated if the antenna beam is not exactly on the target. This error signal will be used to control a servomotor to
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align the antenna to the target. There are three methods for generating the error signal for tracking: 1. Sequential lobing 2. Conical scan 3. Monopulse A brief description of each method is given below.



7.8.1



Sequential Lobing



In sequential lobing, the antenna beam is switched between two positions, as shown in Fig. 7.20. The difference in amplitude between the received signal voltages obtained in the two switched positions is a measure of the angular displacement of the target from the switching axis. The sign of the difference determines the direction that the antenna must be moved in order to align the switching axis with the direction of the target. When the



FIGURE 7.20



Sequential lobing.
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voltages in the two switched positions are equal, the target is tracked in the direction of the switching axis.



7.8.2



Conical Scan



As shown in Fig. 7.21, this method is an extension of sequential lobing. The antenna rotates continuously instead of switching to two discrete positions. If the rotation axis is not aligned with the target, the echo signal will be amplitude modulated at a frequency equal to the rotation frequency of the beam. The demodulated signal is applied to the servocontrol system to continuously adjust the antenna position. When the line of sight to the target and rotation axis are aligned, there is no amplitude modulation output (i.e., returning signal has the same amplitude during rotation).



7.8.3



Monopulse Tracking



The above two methods require a minimum number of pulses to extract the angle error signal. In the time interval during which a measurement is made, the train of echo pulses must contain no amplitude modulation components other than the modulation produced by scanning. The above two methods could be severely limited in applications due to the fluctuating target RCS. Monopulse tracking uses a single pulse rather than many pulses and avoids the effects of pulse-to-pulse amplitude fluctuation. For simplicity, let us consider the one-dimensional monopulse tracking first. Example applications are surface-to-surface or ship-to-ship tracking radar. The amplitude comparison monopulse radar uses two overlapping antenna patterns to obtain the azimuth angular error in one coordinate, as shown in Fig. 7.22. The sum



FIGURE 7.21



Conical scan.
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and difference of the antenna patterns and error signal are shown in Fig. 7.23. If the target is aligned with the antenna axis, A ¼ B and the angle error signal is zero. The target is tracked. Otherwise, A 6¼ B, resulting in an error signal. The one-dimensional monopulse system consists of two antenna feeds located side by side, a transmitter, two receivers (one for the sum channel and the other for the difference channel), and a monopulse comparator. A block diagram is shown in Fig. 7.24. The comparator generates the sum-and-difference signals. Microwave hybrid couplers, magic-Ts, or rat-race ring circuits can be used as comparators. Shown in Fig. 7.24 is a rat-race ring circuit. The transmitting signal at port 1 will split equally into ports 2 and 3 in phase and radiate out through the two feeds. The P received signals at ports 2 and 3 will arrive at port 1 in phase, resulting in a sum ð Þ signal, and arrive at port 4 with 180 out of phase, resulting in a difference ðDÞ signal. The different phases are due to the different signal traveling paths, as shown in Fig. 7.24. The antenna beams are used for direction finding and tracking. They can also be used in homing and navigation applications. Mathematically, one can derive A þ B and A  B if the target is located at an angle y from the broad side, as shown for Fig. 7.25. The phase difference between the two paths is f¼



2p d sin y d sin y ¼ 2p l0 l0



ð7:41Þ



where d is the separation of the two antenna feeds and l0 is the free-space wavelength: jA þ Bj ¼ jV0 e jf þ V0 j ¼ jV0 ð1 þ e jf Þj qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ jV0 j ð1 þ cos fÞ2 þ sin2 f ¼ 2jV0 j cosð12 fÞ



FIGURE 7.22 Feed arrangements of monopulse systems.



ð7:42Þ
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FIGURE 7.23



The sum ðA þ BÞ and differences ðA  BÞ patterns and error signal.



When y ¼ 0, the target is tracked. We have f ¼ 0 and jA þ Bj ¼ 2jV0 j ¼ maximum. qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ jA  Bj ¼ jV0  V0 e j ¼ jV0 j ð1  cos fÞ2 þ sin2 f jf



¼ 2jV0 j sin 12 f



ð7:43Þ



When y ¼ 0, we have f ¼ 0 and jA  Bj ¼ 0. As shown in Fig. 7.25, jA þ Bj and jA  Bj can be plotted as a function of f. If both the azimuth and elevation tracking are needed, a two-dimensional monopulse system is required. Figure 7.26 shows a block diagram for the
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FIGURE 7.24 Block diagram and comparator for an amplitude comparison monopulse radar with one angular coordinate.
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FIGURE 7.25 Calculation of jA þ Bj and jA  Bj.



comparator and Fig. 7.27 for the receiver. Three separate receivers are used to process the sum ðA þ B þ C þ DÞ, the elevation error ½ðB þ DÞ  ðA þ CÞ, and the azimuth error ½ðA þ BÞ  ðC þ DÞ signals. The sum signal is used as a reference for the phase detector and also to extract the range information. The signal ½ðA þ DÞ  ðB þ CÞ is not useful and dumped to a load.



7.9



MOVING-TARGET INDICATION AND PULSE DOPPLER RADAR



The doppler shift in the returning pulse produced by a moving target can be used by a pulse radar to determine the relative velocity of the target. This application is similar to the CW radar described earlier. The doppler shift can also be used to separate the moving target from undesired stationary fixed background (clutter). This application allows the detection of a small moving target in the presence of large
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FIGURE 7.26



Configuration of amplitude comparison monopulse system.
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FIGURE 7.27



Amplitude comparison monopulse receiver operating at 94 GHz.



clutter. Such a pulse radar that utilizes the doppler frequency shift as a means for discriminating the moving target from the fixed clutter is called an MTI (moving target indicator), or pulse doppler radar. For example, a small moving car in the presence of land clutter and a moving ship in sea clutter can be detected by an MTI radar. Figure 7.28 shows a simple block diagram for an MTI radar. The transmitting pulse has a carrier frequency f0. The returning pulse frequency is f0  fd . The



7.9 MOVING-TARGET INDICATION AND PULSE DOPPLER RADAR



FIGURE 7.28
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Pulse doppler radar.



returning pulse is also delayed by tR, which is the time for the signal to travel to the target and return. The range and relative velocity can be found by R ¼ 12 ctR vr ¼



cfd 2f0



ð7:44Þ ð7:45Þ



The delay line cancelers, range-gated doppler filters, and digital signal processing are used to extract the doppler information [1].
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SYNTHETIC APERTURE RADAR



A synthetic aperture radar (SAR) achieves high resolution in the cross-range dimension by taking advantage of the motion of the aircraft or satellite carrying the radar to synthesize the effect of a large antenna aperture. The use of SAR can generate high-resolution maps for military reconnaissance, geological and mineral exploration, and remote sensing applications [1, 6]. Figure 7.29 shows an aircraft traveling at a constant speed v along a straight line. The radar emits a pulse every pulse repetition period ðTp Þ. During this time, the airplane travels a distance vTp . The crosses in the figure indicate the position of the radar antenna when a pulse is transmitted. This is equivalent to a linear synthesized antenna array with the element separation of a distance vTp . Conventional aperture resolution on the cross-range dimension is given by [1] d ¼ RyB



ð7:46Þ



where R is the range and yB is the half-power beamwidth of the antenna. For an SAR, the resolution becomes ds ¼ Rys ¼ 12 D



ð7:47Þ



where ys is the beamwidth of a synthetic aperture antenna and D is the diameter of the antenna. It is interesting to note that ds is independent of the range. As an example, for a conventional antenna with yB ¼ 0:2 (this is a very narrow beamwidth) at a range of 100 km, we have, from Eq. (7.46), d ¼ 350 m For an SAR at X -band with an antenna diameter of 3 m, the resolution is ds ¼ 1:5 m which is much better than d.



FIGURE 7.29



Synthetic aperture radar traveling at a constant speed v.
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PRACTICAL RADAR EXAMPLES



There are many considerations in radar system design. The user requirements have a direct impact on the microwave subsystem design as summarized in Table 7.3 [7]. Table 7.4 shows the system parameters for a commercial air route surveillance radar. The L-band frequency was selected for all-weather operations with a range of



TABLE 7.3 Impact of User Requirements on Microwave Design User Requirement Type of target (scattering cross section) and maximum=minimum range Ability to observe close-in targets Coverage Number of targets observed simultaneously Minimum spacing of targets



Operating weather conditions Site restrictions



Reliability=availability Maintainability



Electromagnetic compatibility



Weight Cost=delivery schedule



Source: From reference [7].



Impact on Microwave Subsystems Antenna size and operating frequency; transmitter power; transmitter types: solid state or tube; waveform Sensitivity time control (STC) provided by p i n diode attenuator in RF or IF Antenna rotation (azimuth and=or elevation); mechanically versus electronically scanned antenna Mechanically versus electronically scanned antenna Antenna size; operating frequency (higher frequencies yield more spatial resolution); pulse width (modulation frequency) Operating frequency; increase transmitter power to overcome attenuation due to weather Transmitter and antenna size; transmitter efficiency (affects size of power conditioning circuitry); blank sector (turn off transmitter at specified azimuth angles); reduce ground clutter (use phase stable transmitter, higher operating frequency) Redundant transmitters, power supplies, receivers; switchover box Replacable subsystems (consider interface specification tolerances to eliminate retuning circuits); connectors positioned for ease of operation Receiver has high dynamic range to minimize spurious signals; transmitter pulse shaping to restrict bandwidth; transmitter filtering to avoid spurious signals Efficient transmitter reduces supply weight; lightweight antenna affects performance Use known, proven designs; introduce new technologies where needed; begin development=testing of ‘‘untried’’ components early
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TABLE 7.4 Parameters of ARSR-3 Radar Systema Minimum target size Maximum range Operating frequency range Probability of detection Probability of false alarm Pulse width Resolution Pulse repetition frequency Lowest blind speed Peak power Average power Receiver noise figure Moving-target indicator (MTI) improvement Antenna size Beamwidth (azimuth=elevation) Polarization Antenna gain Antenna scan time EIRP (on-axis effective isotropic radiate power) Average power=effective aperture=scan time product (antenna efficiency ¼ 60%)



2 m2 370 km (200 nautical miles) 1.25–1.35 GHz 80% (one scan) 106 2 sec 500 m 310–365 Hz 600 m=sec (1200 knots) 5 MW 3600 W 4 dB 39 dB (3-pulse canceler, 50 dB with 4-pulse canceler) 12.8 m (42 ft)  6.9 m (22 ft) 1.25=40 Horizontal, vertical, and circular 34 dB (34.5 dB lower beam, 33.5 dB upper beam) 12 sec 101 dBW (12,500 MW) 2300 kW m2 sec



a Courtesy of Westinghouse Electric Corp. Source: From reference [7].



370 km, a probability of detection of 80% for one scan, and a false-alarm rate of 106 (i.e., one false report per a million pulses) for a target size of 2 m2 . The high peak power is generated by a Klystron tube. Figure 7.30 shows the radar installation. The antenna is a truncated reflector. A radome is used to protect the antenna. Dual systems operate simultaneously on opposite polarizations at slightly different frequencies. This allows operation with one system shut down for repairs. Table 7.5 shows the system parameters and performance of a USSR Cosmos 1500 side-looking radar [2]. The oceanographic satellite was launched on September 28, 1983, into a nominal 650-km polar orbit to provide continuous world ocean observations for civil and military users. The radar serves as a radiometer to monitor oceans and ice zones, using a slotted waveguide array antenna. The system operates at 9.5 GHz with a peak output power of 100 kW generated by a magnetron tube. Space-based radars in satellites can be used to monitor global air traffic. A rosette constellation of three satellites at an orbital altitude of 10,371 km provides continuous worldwide visibility by at least two satellites simultaneously [8]. Table 7.6 shows the system parameters. The radar antenna is a phased array with a maximum scan angle of 22:4 . Distributed solid-state T=R modules are used as transmitters. Each module provides 155 mW peak power with a total of 144,020 modules.
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FIGURE 7.30



2



ARSR-3 radar station diagram. (Courtesy of Westinghouse Electric Corp.)
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TABLE 7.5 Cosmos 1500 SLR Parameters and Performance Type Real-beam side-looking radar (460-km swath) Frequency=wavelength 9500 MHz=3.15 cm Antenna Type Publishers Note: Slotted waveguide Size Permission to reproduce 11:085 m  40 mm No. of this slotsimage online was 480not granted by the copyright holder. Illumination Cosine of a pedestal  to refer Readers are kindly 0:20 asked Beamwidth  42 Gain to the printed version 35 dB of this Sidelobes 22 dB to 25 dB chapter. Waveguide Copper, 23  10-mm cross section Polarization Vertical Swing angle 35 from nadir Noise temperature 300 K Transmitter Type Magnetron Power 100 kW peak, 30 W average Pulse width 3 msec PRF 100 pps Loss 1.7 dB Receiver Type Superheterodyne Noise power 140 dBW Loss 1.7 dB Pulses integrated 8 noncoherent LNA noise temperature 150–200 K LNA gain 15 dB Dynamic range 30 dB IF 30  0:1 MHz Input power 400 W Range 700 km (minimum), 986 km (maximum) SNR 0 dB on s0 ¼ 20 dB Source: From reference [2].



PROBLEMS 7.1



A radar transmits a peak power of 20 kW at 10 GHz. The radar uses a dish antenna with a gain of 40 dB. The receiver has a bandwidth of 25 MHz and a noise figure of 10 dB operating at room temperature (290 K). The overall system loss is estimated to be 6 dB. The radar is used to detect an airplane with a radar cross section of 10 m2 at a distance of 1 km. (a) What is the return signal level ðPr Þ (in watts)? (b) What is the SNR (in decibels) at the receiver output? (Assume only one pulse integration.)



PROBLEMS
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TABLE 7.6 Radar Parameters for Global Air Traffic Surveillance Antenna Type Diameter Frequency Wavelength Polarization Number of elements Number of modules Element spacing Beamwidth Directive gain Maximum scan angle Receiver Type Bandwidth System noise temperature Compressed pulse width Transmitter Type Peak power Pulse width Maximum duty Frequency Signal Processor Type Input speed



Corporate-fed active phased array 100 m 2 GHz 0.15 m Circular 576,078 144,020 0.7244 wavelength 1.83 mrad 66.42 dB 22:4 Distributed solid-state monolithic T=R module 500 kHz 490 K 2 msec Distributed solidd-state monolithic T=R module 22.33 kW 200 msec 0.20 2 GHz Digital 50 million words per second



Source: From reference [8], with permission from IEEE.



7.2



A high-power radar uses a dish antenna with a diameter of 4 m operating at 3 GHz. The transmitter produces 100 kW CW power. What is the minimum safe distance for someone accidentally getting into the main beam? (The U.S. standard requires a power density of 
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