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Abstract



De Meyer and Moussa Saley [8] explains endogenously the appearance of Brownian Motion in finance by modeling the strategic interaction between two asymmetrically informed market makers with a zero-sum repeated game with one-sided information. In this paper, we generalize this model to a setting of a bilateral asymmetry of information. This new model leads us to the analyze of a repeated zero sum game with lack of information on both sides. In De Meyer and Moussa Saley’s analysis [8], the appearance of the Brownian motion in the dynamic of the price process is intimately related to the convergence of Vn √(P ) . n In the context of bilateral asymmetry of information, there is no explicit to the formula for the Vn (p, q), however we prove the convergence of Vn√(p,q) n value of a associated ”Brownian game”, similar to those introduced in [6]. Key words: Insider trading, game of incomplete information, Error term, Brownian Motion MSC: 91A05, 91A10, 91A20, 91A80, 91B26.
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Introduction



Information asymmetries on the financial markets are the subject of an abundant literature in microstructure theory. Initiated by Grossman (1976), Copeland and Galay (1983), Glosten and Milgrom (1985), this literature analyses the interactions between asymmetrically informed traders and market makers. In these very first papers, all the complexity of the strategic use of information Email addresses: [email protected] (Bernard DE MEYER), [email protected] ( and Alexandre MARINO).
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is not taken into account: Insiders don’t care at each period that their actions reveal information to the uniformed side of the market, they just act in order to maximize their profit at that period, ignoring their profits at the next periods. Kyle (see [13]) is the first to incorporate a strategic use of private information in his model. However, to allow the informed agent to use his information without revealing it completely, he introduces noisy traders that play non strategically and that create a noise on insider’s actions. A model in which all the agents behave strategically is introduced by De Meyer and Moussa Saley in [8]. In this paper, they consider the interactions between two market markers, one of them is better informed then the other on the liquidation value of the risky asset they trade. In their model, the actions of the agents (the prices they post) are publicly announced, so that the only way for the insider to use his information preserving his informational advantage is to noise his actions. The thesis sustained there is that the sum of these noises introduced strategically to maximize profit will aggregate in a Brownian motion: the one that appears in the price dynamic on the market. All the previous mentioned models only consider the case of one sided information (i.e one agent better informed than the other). In this paper, we aim to generalize De Meyer and Moussa Saley model to a setting of bilateral asymmetry of information. De Meyer Moussa Saley model turns out to be a zero-sum repeated game with one sided information `a la Aumann Maschler but with infinite sets of actions. The main result in Aumann Maschler analysis, the so-called “cav(u)“ theorem, identifies the limit of Vnn , where Vn is the value of the n-times repeated game. The appearance of the Brownian motion is strongly related to the so-called “error term“ analysis in the repeated games literature (see [16], [4], √ [5] and [6]). These papers analyze for particular games the convergence of nδn , where δn √ Vn √ is n − cav(u). In [8], cav(u) is equal to 0 so that nδn = Vnn . De Meyer and Moussa Saley obtain explicit formula for Vn and the convergence of √Vnn is a simple consequence of the central limit theorem. In this paper, we will have to extend the “error term“ for repeated game with incomplete information on both sides. The limit h of Vnn is identified in [15] as a solution of a system of two functional equations. In this paper, h is equal to 0 and the main result is the proof of the convergence of √Vnn . The proof of this convergence is here much more difficult than in [8] because we don’t have explicit formulas for Vn . We get this result by introducing a “Brownian game“ similar to those introduced in the one side information case in [6].



√ In [6] and [7], the proof of the convergence of nδn for a particular class of games is made of three steps: as the first one the value of the Brownian game is proved to exist. The second step is the proof of regularity properties of that value and the fact that it fulfills a partial differential equation, and the last one √ applies the result of [5] that infers the convergence of nδn from the existence 2



of a regular solution of the above PDE. In our paper, we proceed differently by proving the global convergence of the n-times repeated game to the Brownian game: we don’t have to deal with regularity issues nor with PDE.
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The model



We consider the interactions between two market makers, player 1 and 2, that are trading two commodities N and R. Commodity N is used as num´eraire and has a final value of 1. Commodity R (R for Risky asset) has a final value depending on the state (k, l) of nature (k, l) ∈ K × L. The final value of commodity R is Hk,l in state (k, l),with H a real matrix, by normalization the coefficients of H are supposed to be in [0, 1]. By final value of an asset, we mean the conditional expectation of its liquidation price at a fixed horizon T, when (k, l) are made public. The state of nature (k, l) is initially chosen at random once for all. The independent probability on K and L being respectively p ∈ ∆(K) and q ∈ ∆(L). Both players are aware of these probabilities. Player 1 (resp. 2) is informed of the resulting state k (resp. l) of p (resp. q) while player 2 (resp. player 1) is not. player 2’s information ?



l 



player 1’s - k  information 



 Hk,l



    := H  



  



The transactions between the players, up to date T , take place during n consecutive rounds. At round r (r = 1, . . . , n), player 1 and 2 propose simultaneously a price p1,r and p2,r in I = [0, 1] for one unit of commodity R. It is indeed quite natural to assume that players will always post prices in I since the final value of R belongs to I. The maximal bid wins and one unit of commodity R is transacted at this price. If both bids are equal, no transaction happens. In other words, if yr = (yrR , yrN ) denotes player 1 ’s portfolio after round r, we have yr = yr−1 + t(p1,r , p2,r ), with t(p1,r , p2,r ) := 11p1,r >p2,r (1, −p1,r ) + 11p1,r p2,r takes the value 1 if p1,r > p2,r and 0 otherwise. At each 3



round the players are supposed to have in memory the previous bids including these of their opponent. The final value of player 1 ’s portfolio yn is then Hk,l ynR + ynN , and we consider that the players are risk neutral, so that the utility of the players is the expectation of the final value of their own portfolio. Let V denote the final value of player 1’s initial portfolio: V = E[Hk,l y0R + y0N ]. Since V is a constant that does not depend on players’ strategies, removing it from player 1’s utility function will have no effect on his behavior. This turns out to be equivalent to suppose y0 = (0, 0) ( negative portfolios are then allowed). Similarly, there is no loss of generality to take (0, 0) for player 2’s initial portfolio . With that convention player 2’s final portfolio is just − yn and player 2’s utility is just the opposite of player 1’s. We further suppose that both players are aware of the above description. The game thus described will be denoted Gn (p, q). It is essentially a zero-sum repeated game with incomplete information on both sides, just notice that, as compared with Aumann Maschler’s model, both players have here at each stage a continuum of possible actions instead of a finite number in the classical model.
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The main results of the paper



In this section, we present our main result and explain how the paper is organized. The first result is: Theorem 1 The game Gn (p, q) has a value Vn (p, q). Vn (p, q) is a concave function of p ∈ ∆(K), and a convex function of q ∈ ∆(L). In the classical model with finite actions sets, the existence of a value and of the optimal strategies for the players was a straightforward consequence of finiteness of the action space. In this framework, this result has to be proved since the players have at each round a continuum of possible actions. More precisely, in the first section, we will apply the result of [10] on the recursive structure of those games, to get the existence of the value as well as the following recursive formula. Theorem 2 ∀p ∈ ∆(K), and ∀q ∈ ∆(L), Z Vn+1 (p, q) = max



1Z 1



sg(u − v)P (u)HQ(v) + Vn (P (u), Q(v))dudv



min



P ∈P(p) Q∈Q(q) 0



0



with for all x ∈ IR, sg(x) := 11x>0 − 11x 0 such that, for all n, kVn − Wn k∞ ≤ C The advantage of introducing the Wn is that two independent sums of i.i.d P P random variables: ni=1 (2ui − 1) and ni=1 (2vi − 1) appear in the its definition. According to Donsker’s theorem, these normalized sums converge in law to two independents Brownian Motions β 1 and β 2 . Therefore, we get, quite heuristically, the following definition of the continuous “Brownian game“. Definition 6 Let Ft1 := σ(βs1 , s ≤ t) and Ft2 := σ(βs2 , s ≤ t) their natural filtrations and let Ft := σ(βs1 , βs2 , s ≤ t). We denote by H2 (F) the set of Ft progressively measurable process a such that: R +∞



(1)



kak2H2 = E[



(2)



for all s > 1: as = 0.



0



a2s ds] < +∞



Definition 7 (Brownian game) The Brownian game Gc (p, q) is then define as the following zero-sum game: • The strategy space of player 1 is the set ∀t ∈ IR+ , Pt ∈ ∆(K), ∃a ∈ H2 (F) 1 Γ (p) := (Pt )t∈IR+ Rt  such that Pt := p + 0 as dβs1   



    



• Similarly, the strategy space of player 2 is the set   



∀t ∈ IR+ , Qt ∈ ∆(L), ∃b ∈ H2 (F) 2 Γ (q) := (Qt )t∈IR+ Rt   such that Qt := q + 0 bs dβs2



    



• The payoff function of player 1 corresponding to a pair P , Q is E[(β11 − β12 )P1 HQ1 ] We first prove that the value W c (p, q) of this continuous game exists. And we then prove that: Theorem 8 Both sequences



W √n n



and



Vn √ n



converge uniformly to W c .



This paper is mainly devoted to the proof of the last convergence result, the analysis of W c as well as of the optimal martingales, that should in fact be 6



related to the asymptotic behavior of the price system, will be analyzed in a forthcoming paper. So, we don’t have a closed formula for W c except maybe in very particular cases, where the matrix H is of the form H := x⊕y := (xi +yj )i,j with x ∈ IRK and y ∈ IRL . These particular games turn out to be equivalent to playing two separated games with one sided information. Indeed, Pn HQn in the formula of Vn becomes hPn , xi+hQn , yi and so: For all p ∈ ∆(K), q ∈ ∆(L) Vn (p, q) = Vnx (p) − Vny (q) Where Vnx is the value of repeated market game with one sided information for which x is the final value of R. The explicit formula for Vn and the optimal strategies can be found in [8] and [9]. In the next section, we first define the strategy spaces in Gn (p, q), and we next analyze the recursive structure of this game.
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4.1



The recursive structure of Gn (p, q) The strategy spaces in Gn (p, q)



Let hr denote the sequence hr := (p1,1 , p2,1 , . . . , p1,r , p2,r ) of the proposed prices up to round r. When playing round r, player 1 has observed (k, hr−1 ). A strategy to select p1,r is thus a probability distribution σr on I depending on (k, hr−1 ). This leads us to the following definition: Definition 9 A strategy for player 1 in Gn (p, q) is a sequence σ = (σ1 , . . . , σn ) where σr is a transition probability from (K ×I 2(r−1) ) to (I, BI ) (i.e. a mapping from (K × I 2(r−1) ) to the set ∆(BI ) of probabilities on the Borel σ-algebra BI on I, such that ∀A ∈ BI : σr (.)[A] is measurable on (K × I 2(r−1) ).) Similarly, a strategy τ for player 2 is a sequence τ = (τ1 , . . . , τn ) where τr is a transition probability from (L × I 2(r−1) ) to the set to (I, BI ). The initial probabilities p and q joint to a pair (σ, τ ) of strategies induce inductively a probability distribution Πn (p, q, σ, τ ) on (K ×L×I 2n ). The payoff gn (p, q, σ, τ ) of player 1 corresponding to a pair of strategies (σ, τ ) in Gn (p, q) is then: gn (p, q, σ, τ ) = EΠn (p,q,σ,τ ) [h(Hk,l , 1), yn i]. The maximal payoff V1,n (p, q) player 1 can guarantee in Gn (p, q) is V1,n (p, q) := sup inf gn (p, q, σ, τ ). τ σ



7



A strategy σ ∗ is optimal for player 1 if V1,n (p, q) = infτ gn (p, q, σ ∗ , τ ). Similarly, the better payoff player 2 can guarantee is V2,n (p, q) := inf sup gn (p, q, σ, τ ), τ σ



and an optimal strategy τ ∗ for a player 2 is such that V2,n (p, q) = supσ gn (p, q, σ, τ ∗ ). The game Gn (p, q) is said to have a value Vn (p, q) if V1,n (p, q) = V2,n (p, q) = Vn (p, q). Proposition 10 V1,n and V2,n are concave-convex functions, which means concave in p and convex in q. And V1,n ≤ V2,n . The argument is classical for general repeated games with incomplete information and will not be reproduced here (see [14]). 4.2



The recursive structure of Gn (p, q).



We are now ready to analyze the recursive structure of Gn (p, q) : after the first stage of Gn+1 (p, q) has been played, the remaining part of the game is essentially a game of length n. Such an observation leads to a recursive formula of the value Vn of the n-stages game. At this level of our analysis however we have no argument to prove the existence of Vn and we are only able to provide recursively a lower bound for V1,n+1 (p, q). This is the content of theorem 12. Let us now consider a strategy σ of player 1 in Gn+1 (p, q). The first stage strategy σ1 is a conditional probability on p1,1 given k. Joint to p it induces a probability ¯ = pk¯ . distribution π1 (p, σ1 ) on (k, p1,1 ) such that: for all k¯ in K, π1 (p, σ1 )[k = k] The remaining part (σ2 , ..., σn+1 ) of player 1’s strategy σ in Gn+1 (p, q) is in fact a strategy σ ˜ in Gn depending on the first stage actions (p1,1 , p2,1 ). In the same way, the first stage strategy τ1 is a conditional probability on p2,1 given l. Joint to q it induces a probability distribution π2 (q, τ1 ) on (l, p2,1 ) such that: : for all ¯l in L, π2 (q, τ1 )[l = ¯l] = q¯l . A strategy τ of player 2 in Gn+1 (p, q) can be viewed as a pair (τ1 , τ˜), where τ1 is the first stage strategy, and τ˜ is a strategy in Gn depending on (p1,1 , p2,1 ). Let ¯ ¯ 1,1 ], and Q(p2,1 )¯l denote π2 (q, τ1 )[l = ¯l|p2,1 ]. P (p1,1 )k denote π1 (p, σ1 )[k = k|p Since p2,1 is independent of k and p1,1 is independent of l, we also have ¯ 1,1 , p2,1 ] = P (p1,1 )k¯ and Πn+1 (p, q, σ, τ )[l = ¯l|p1,1 , p2,1 ] = Πn+1 (p, q, σ, τ )[k = k|p ¯ Q(p2,1 )l . Then, conditionally on (p1,1 , p2,1 ), the distribution of (k, l, p1,2 , p2,2 , . . . , p1,n+1 , p2,n+1 ) is Πn (P (p1,1 ), Q(p2,1 ), σ ˜ (p1,1 , p2,1 ), τ˜(p1,1 , p2,1 )). Therefore gn+1 (p, q, σ, τ ) is equal to g1 (p, q, σ1 , τ1 ) + EΠn (p,q,σ1 ,τ1 ) [gn (P (p1,1 ), Q(p2,1 ), σ ˜ (p1,1 , p2,1 ), τ˜(p1,1 , p2,1 )]. 8



With that formula in mind, we next define the recursive operators: T and T . Definition 11 • Let MK,L be the space of bounded measurable function Ψ : ∆(K) × ∆(L) → IR. • Let LK,L be the space of functions Ψ : ∆(K) × ∆(L) → IR that are Lipschitz on ∆(K) × ∆(L) for the norm k.k and concave in p ∈ ∆(K), convex in q ∈ ∆(L). The norm k.k is defined by k(p, q) − (˜ p, q˜)k :=



X



|pk − p˜k | +



k∈K



X



|q l − q˜l |.



l∈L



• Let us then define the functional operators T and T on MK,L by: min g1 (p, q, σ1 , τ1 ) + EΠ(p,q,σ1 ,τ1 ) [Ψ(P (p1,1 ), Q(p2,1 ))] T (Ψ) := max σ τ



(2)



T (Ψ) := min max g1 (p, q, σ1 , τ1 ) + EΠ(p,q,σ1 ,τ1 ) [Ψ(P (p1,1 ), Q(p2,1 ))] τ σ



(3)



1



1



1



1



As indicated in theorem 5.1 in [10], the above description yields the following recursive inequalities Theorem 12 For all n ∈ IN, for all Ψ ∈ LK,L , V1,n ≥ Ψ =⇒ V1,n+1 ≥ T (Ψ). Similarly, for all n ∈ IN, for all Ψ ∈ LK,L , V2,n ≤ Ψ =⇒ V2,n+1 ≤ T (Ψ). Notice that, as compared with Aumann-Maschler recursive formula, we only get inequalities at this level. They will proved in corollary 25 to be equalities.



4.3



Another parameterization of players’ strategy space.



In this section, we aim to provide a technically more tractable form for the operators T and T defined by (2) and (3). We will use another parametrization of players strategies. The first stage strategy space of player 1 may be identified with the space of probability distributions p on (k, p1,1 ) satisfying ¯ = pk¯ π[k = k]



(4)



In turn, such a probability π may be represented as a pair of functions (f, P ): with f : [0, 1] → [0, 1] and P : [0, 1] → ∆(K) satisfying: 9



a) f is increasing b)



R1 0



(5)



P (u)du = p



c) ∀x, y ∈ [0, 1] : f (x) = f (y) ⇒ P (x) = P (y).



Given such a pair (f, P ), player 1 generates the probability π as follows: he first selects a random number u uniformly distributed on [0, 1], he plays then p1,1 := f (u) and he then chooses k ∈ K at random with a lottery such that ¯ = P k¯ (u). p[k = k] Notice that any probability π satisfying (4) may be generated in this way. Indeed, if f is the left inverse of the distribution function F of the marginal of π on p1,1 , then f (u) will have the same law as p1,1 . f is clearly increasing. ¯ ¯ 1,1 ], and let P (u) be defined as Next, let R(p1,1 ) denote Rk (p1,1 ) := π[k = k|p P (u) := R(f (u)). This pair (f, P ) generates π, and P satisfy clearly to (5)-c). Finally, (4) implies (5)-b). So, we may now view player 1’s first stage strategy space as the set of functions (f, P ) satisfying (5). The question we address now is how to retrieve the first stage strategy σ1 = ¯ (σ1 (k))k∈K from its representation (f, P ). If A ∈ BI , σ1 (Rk)[A] is just equal to ¯ = π[p1,1 ∈ A ∩ k = k]/π[k ¯ ¯ = 1 11f (u)∈A P k¯ (u)du/pk . π[p1,1 ∈ A|k = k] = k] 0 ¯ he picks a random number u in [0, 1] according Therefore, if player 1 is told k, ¯ ¯ to a probability density P k (u)/pk , and he plays p1,1 = f (u). In the same way, the first stage strategy space of player 2 may be identified with the space of (g, Q): with g : [0, 1] → [0, 1] and Q : [0, 1] → ∆(L) satisfying: a) g is increasing b)



R1 0



(6)



Q(v)dv = Q



c) ∀x, y ∈ [0, 1] : g(x) = g(y) ⇒ Q(x) = Q(y). We next proceed to the transformation of the recursive operators (2) and (3): If player 1 plays the strategy σ1 represented by (f, P ) and if player 2 plays the strategy τ1 represented by (g, Q), then g1 (p, q, σ1 , τ1 ) is equal to Z 0



1



Z 0



1



11f (u)>g(v) (P (u)HQ(v) − f (u)) + 11f (u)g(v) (P (u)HQ(v) − f (u)) + 11f (u) 0, we define F (s) (for s ∈ [0, 1 − ]) as Z s+ 1 Z s+ ∗ Q∗ (v)dv P (u)duH 2 s s d We now observe that, up to a factor −2 , the derivative ds F (s) is just the sum of the left hand sides of the two previous inequalities evaluated at t = s +  d and t0 = s. As a consequence, for almost every s, ds F (s) is positive, so F is almost surely equal to an increasing function. R 1 R s+ ∗ Finally, since  s P (u)du (resp. 1 ss+ Q∗ (v)dv) converge in L1 to P ∗ (s) (resp. Q∗ (s)) as  goes to 0, we get the almost sure convergence of F to the function t → P ∗ (t)HQ∗ (t).2



We conclude this section by proving that optimal (P ∗ , Q∗ ) can be find such that P ∗ and Q∗ are constant on each interval on which P ∗ HQ∗ are constant. We start by the following lemma 15



Lemma 21 If P ∗ HQ∗ is constant on the interval [a, b], then there exist P • and Q• which verify (1) (2) (3) (4) (5)



P • and Q• are constant on [a, b]. PR • = P ∗ and Q• = QR∗ on the complementary of [a, b]. 1 • 1 • 0 P (u)du = p and 0 Q (v)dv = q. P • and Q• are respectively optimal in T 1 and T 2 . P ∗ HQ∗ = P • HQ• .



Proof : Let us define P • and Q• , b ∗ 1 - P • = P ∗ on [0, 1]\[a, b] and P • (t) = b−a a P (u)du on [a, b]. R b ∗ 1 - Q• = Q∗ on [0, 1]\[a, b] and Q• (s) = b−a a Q (v)dv on [a, b].



R



So point (1), (2) and (3) are obvious and we have to prove now (4) and (5). We start with point (5): since P ∗ HQ∗ is constant on [a, b], inequalities (21) and (22) used to prove the increasing property of P ∗ HQ∗ are in fact equalities, so for any s and t in [a, b], ∗



∗



Ψ (R(s) − x∗ ) + hR(t) − R(s), Q∗ (s)i = Ψ (R(t) − x∗ )



(23)



In particular, the derivative with respect to t of the previous equation gives, P ∗ (t)HQ∗ (s) = P ∗ (a)HQ∗ (a)



(24)



In turn, this leads to, for all t ∈ [a, b] P • (t)HQ• (t) = P ∗ (a)HQ∗ (a) = P ∗ (t)HQ∗ (t) Furthermore, this equality must also hold outside of [a, b] according to point (2). We prove now that RP • is optimal in T 1 . Let us define R• (v) := 01 sg(u − v)P • (u)Hdu. The constant value of P • has been chosen in such a way that R• and R coincide on the complementary of [a, b]. We now prove that Z



b



∗



Ψ (R(v) − x∗ )dv ≤



a



Z



b



∗



Ψ (R• (v) − x∗ )dv



(25)



a



Equations (23) and (24) give, for all t in [a, b], ∗



∗



∗



∗



Ψ (R(a) − x∗ ) − 2(t − a)P ∗ (a)HQ∗ (a) = Ψ (R(t) − x∗ ) Ψ (R(b) − x∗ ) − 2(t − b)P ∗ (a)HQ∗ (a) = Ψ (R(t) − x∗ ) Furthermore, after summation and integration in t between a and b of the two previous equations, we get Z



b



a



∗



Ψ (R(v) − x∗ )dv =



 b−a ∗ ∗ Ψ (R(a) − x∗ ) + Ψ (R(b) − x∗ ) 2



16



Since R• is linear on [a, b] and coincide with R at the extreme points of the interval, we find that R• (t) =



t−a t−a R(b) + (1 − )R(a) b−a b−a



∗



So, the concavity of Ψ gives, for all t in [a, b] ∗



Ψ (R• (t) − x∗ ) ≥



t−a ∗ t−a ∗ )Ψ (R(a) − x∗ ) Ψ (R(b) − x∗ ) + (1 − b−a b−a



The integral of this on [a, b] yields equation (25) follows. Since R• and R coincide on the complementary of [a, b], we get ∗



hx , qi +



Z



1



∗



∗



∗



Ψ (R(v) − x )dv ≤ hx , qi +



0



Z



1



∗



Ψ (R• (v) − x∗ )dv



0



On the other hand, Ψ is a concave function in p, and P • may be viewed as a conditional expectation of P ∗ (namely conditional to the variable u×1 1[a,b]c (u)), so with Jensen’s inequality we conclude that Ψ(Q(v)) ≤



1



Z



Ψ(P • (u), Q(v))du



0



so, next T 1 (Ψ) ≤ hx∗ , qi +



R1 0



∗



Ψ (R• (v) − x∗ )dv



≤ hx∗ , qi + minQ ∈ ∆(L) a.s.



R1 0



R1



hR• (v) − x∗ , Q(v)i + (



≤ supx minQ ∈ ∆(L) hx, qi + a.s.



≤ minQ ∈ ∆(L),E[Q]=q a.s.



R1R1 0



0



R1R1 0



0



0



Ψ(P • (u), Q(v))du)dv



hR• (v) − x, Q(v)i + Ψ(P • (u), Q(v))dudv



sg(u − v)P • (u)HQ(v) + Ψ(P • (u), Q(v))dudv



So, P • guarantees T 1 (Ψ) to player 1 in the initial game defining T 1 , and it is thus an optimal strategy. Since, the same argument holds for Q• the lemma is proved. 2 Repeating recursively the modification of previous lemma on the sequence of the disjoint intervals of constance of P ∗ HQ∗ ranked by decreasing length, we get in the limit, optimal strategies P ∗ and Q∗ that satisfy the following lemma: Lemma 22 There exists a pair of optimal strategies (P ∗ , Q∗ ) in T 1 (Ψ) and T 2 (Ψ) such that: If P ∗ (t)HQ∗ (t) = P ∗ (s)HQ∗ (s) then P ∗ (t) = P ∗ (s) and Q∗ (t) = Q∗ (s). In the following, P ∗ and Q∗ are supposed to follow this property. 17



4.5



Relations between T 1 , T 2 and T , T



In this section, we will provide optimal strategies for T and T based on the optimal P ∗ and Q∗ of last section. Definition 23 Let Ψ ∈ LK,L . Let P ∗ and Q∗ be the optimal strategies in T 1 (Ψ)(p, q) and T 2 (Ψ)(p, q) as in lemma 22. We define f ∗ and g ∗ as 1 Zu 2sP ∗ (s)HQ∗ (s)ds. f (u) = g (u) := 2 u 0 ∗



∗



(26)



The central point of this section is the following theorem: Theorem 24 The pairs (f ∗ , P ∗ ) and (g ∗ , Q∗ ) satisfy (5) and (6), furthermore, (1) (f ∗ , P ∗ ) guarantees T 1 (Ψ)(p, q) to player 1 in the definition of T (Ψ)(p, q) given in (7). (2) (g ∗ , Q∗ ) guarantees T 2 (Ψ)(p, q) to player 2 in the definition of T (Ψ)(p, q) given in (8). Before dealing with the proof of this theorem, let us observe that it has as corollary: Corollary 25 T 2 (Ψ)(p, q) = T (Ψ)(p, q) = T (Ψ)(p, q) = T 1 (Ψ)(p, q) and thus (f ∗ , P ∗ ) and (g ∗ , Q∗ ) are respectively optimal strategies in T (Ψ)(p, q) and T (Ψ)(p, q). Indeed, (1) and (2) in theorem 24 indicate respectively that T (Ψ)(p, q) ≥ T 1 (Ψ)(p, q) and T 2 (Ψ)(p, q) ≥ T (Ψ)(p, q) Since, T (Ψ)(p, q) ≤ T (Ψ)(p, q), the result follows from theorem 14 that claims: T 1 (Ψ)(p, q) = T 2 (Ψ)(p, q).2 Proof of theorem 24: The proof is based on various steps: we start with the following lemma: Lemma 26 f ∗ is [0, 1]-valued, increasing. Furthermore, if f ∗ (t1 ) = f ∗ (t2 ) with t1 < t2 then both f ∗ and P ∗ are constant on [0, t2 ]. In particular, (f ∗ , P ∗ ) and (g ∗ , Q∗ ) are strategies verifying (5) and (6). Proof : The elements of the matrix H are supposed to be in [0, 1], so, since P ∗ HQ∗ is increasing, we conclude with equation (26) that 0 ≤ f ∗ (u) ≤ P ∗ (u)HQ∗ (u) ≤ 1 18



(27)



Differentiating equation (26), we get the following differential equation 0



uf ∗ (u) + 2f ∗ (u) = 2P ∗ (u)HQ∗ (u)



(28)



0



With (27), we infer that uf ∗ (u) ≥ 0. So, f ∗ is [0, 1]-valued and increasing. Next, if f ∗ (t1 ) = f ∗ (t2 ) with 0 ≤ t1 < t2 ≤ 1. Then f ∗ must be constant on the 0 whole interval [t1 , t2 ]. Therefore, f ∗ (t) = 0 for t in [t1 , t2 ]. Thus by equations (28) with u = t2 and (26), for any t in [t1 , t2 ], 1 Z t2 P (t2 )HQ (t2 ) = f (t2 ) = 2 2sP ∗ (s)HQ∗ (s)ds t2 0 ∗



∗



∗



So, we have 1 Z t2 2s (P ∗ (t2 )HQ∗ (t2 ) − P ∗ (s)HQ∗ (s)) ds = 0 t22 0 Since P ∗ HQ∗ is increasing, this an integral of a positive function, so P ∗ (s)HQ∗ (s) = P ∗ (t2 )HQ∗ (t2 ) for all s in the interval [0, t2 ]. Finally, by lemma 22 and equation (26), the result follows: f ∗ and P ∗ are constant on [0, t2 ]. 2 Let start with a technical lemma Lemma 27 If φ is a concave function on IRK and v, z are bounded IRK -valued measurable functions such that for almost every t in [0, 1], t



Z



ˆ z(t) ∈ ∂φ(



v(s)ds)



0



then for any a and b in [0, 1], φ(b) − φ(a) =



Z



b



hz(t), v(t)idt



a



Proof : Let us define for all t in [0, 1], x(t) :=



Rt 0



v(s)ds, and



F (t) := 1 (x(t + ) − x(t)) G (t) := 1 (x(t) − x(t − )) Furthermore, both F and G are converging almost surely to v. The dominated convergence theorem indicates then that: lim



Z



b



→0 a



hz(t), F (t)idt =



Z



b



hz(t), v(t)idt = lim



Z



b



→0 a



a



hz(t), G (t)idt



Furthermore, the concavity of φ gives φ(x(t + )) − φ(x(t)) ≤ hz(t), x(t + ) − x(t)i = hz(t), F (t)i 19



So, by integration on [a, b], we get 1 R b+  b



φ(x(t))dt −



1 R a+  a



φ(x(t))dt = ≤



1 



R



b+ a+



φ(x(t))dt −







Rb



a φ(x(t))dt



Rb



a hz(t), F (t)idt



Thus, as  goes to 0, we obtain φ(b) − φ(a) ≤



Z



b



hz(t), x(t)idt



a



In the same way, we get : φ(x(t − )) − φ(x(t)) ≤ hz(t), x(t − ) − x(t)i = hz(t), G (t)i This reverse inequality leads us to the result.2 Lemma 28 For all α ∈ [0, 1], ∗



∗



∗



Ψ (R(α) − x ) + αf (α) −



Z



1



∗



f (u)du =



Z



1



∗



Ψ (R(u) − x∗ )du



0



α



with x∗ defined in lemma 19. ∗



Proof : Let us define S(u) := Ψ (R(u) − x∗ ) and observe, according to lemma 27 and equations (17) and (12), that Z



S(1) − S(α) = 2



α



P ∗ (s)HQ∗ (s)ds



1



So, by integration of equation (28) between 1 and α, we get αf ∗ (α) −



Z



1



f ∗ (u)du − f ∗ (1) = S(1) − S(α)



α



Equation (26) gives f ∗ (1) =



R1 0



2uP ∗ (u)HQ∗ (u)du = −S(1) +



∗



S(α) + αf (α) −



Z



1



∗



f (u)du =



α



Z



R1 0



S(u)du, so



1



S(u)du



0



2 We now will prove assertion (1) in theorem 24. Let A the payoff guaranteed by (f ∗ , P ∗ ) in T (Ψ)(p, q) (see formula (7)). So: A := inf F1 ((f ∗ , P ∗ ), (g, Q), Ψ) (g,Q)



where (g, Q) verifies (6), in particular 01 Q(v)dv = q, and F1 defined as in equation (9). We have to prove that A ≥ T 1 (Ψ). R



20



R1



With, as in previous section: Ψ(Q) := F1 ((f ∗ , P ∗ ), (g, Q), Ψ) :=



R 1 n R 1 0



0



+



R1R1 0



0



0



Ψ(P ∗ (u), Q)du, we get



o  sg(f ∗ (u) − g(v))P ∗ (u)Hdu Q(v) + Ψ(Q(v)) dv



11f ∗ (u)g(v) f ∗ (u) dudv



In the above infimum, (g, Q) are supposed to fulfill the three conditions of (6). We decrease the value of this infimum by dispensing (g, Q) to fulfill the hypothesis c) in (6). Next, we may also dispense with the hypothesis b) that R1 L 0 Q(v)dv = q by introducing a maximization over x ∈ IR : A ≥ inf g



sup hx, q − Q ∈ ∆(L) L x∈IR a.s. inf



1



Z 0



Q(v)dvi + F1 ((f ∗ , P ∗ ), (g, Q), Ψ)



where Q is simply a ∆(L)-valued mapping and g an increasing [0, 1]-valued function. So, since the inf sup is always greater than the sup inf, we get A ≥ supx∈IRL inf g inf Q hx, q −



R1 0



Q(v)dvi + F1 ((f ∗ , P ∗ ), (g, Q), Ψ)



The expression we have to minimize in (g, Q) is simply the expectation of some R1 function 0 φ(g(v), Q(v))dv. Optimal (g, Q) can be find by taking constant functions (g, Q) valued in argmin φ(g, Q). g∈[0,1],Q∈∆(L) ∗



Furthermore, the minimization over Q will lead naturally to the function Ψ of last section. So, if we set: ∗



Z



B(x, g) := Ψ



1



∗



 Z



∗



sg(f (u) − g)P (u)Hdu − x +



0



0



1



11f ∗ (u)g f ∗ (u)du



we get: A ≥ sup hx, qi + inf g∈[0,1] B(x, g) L x∈IR ≥ hx∗ , qi + inf g∈[0,1] B(g) where x∗ was defined in lemma 19 and B(g) := B(x∗ , g). Let us now observe that f ∗ is increasing and continuous. The range of f ∗ turns therefore to be an interval [f ∗ (0), f ∗ (1)]. Furthermore, according lemma 26, if we define a = sup{u ∈ [0, 1]|f ∗ (u) = f ∗ (0)}, we know that f ∗ is constant on [0, a] and strictly increasing on [a, 1]. The minimization on g ∈ [0, 1] can be split in four parts according to the shape of f ∗ : Part 1): The minimization on g in interval ]f ∗ (0), f ∗ (1)] Part 2): The minimization on g strictly less than f ∗ (0). Part 3): The minimization on g strictly greater than f ∗ (1). Part 4): The minimization on g = f ∗ (0). 21



We start with part 1): Any point g in ]f ∗ (0), f ∗ (1)] can be written as g = f ∗ (α) with α ∈]a, 1]. Since f ∗ is strictly increasing on the interval ]a, 1], sg(f ∗ (u) − g) = sg(u − α) and 11f ∗ (u)g f ∗ (u) = 11uα f ∗ (u) ∗



So, the argument of Ψ in B(f ∗ (α)) is equal to the function R(α) − x∗ where R was defined in (12) and thus ∗



∗



∗



∗



B(g) = B(f (α)) = Ψ (R(α) − x ) + αf (α) −



Z



1



f ∗ (u)du



α



Therefore, with lemma 28, we get for all g in ]f ∗ (0), f ∗ (1)]: B(g) =



Z



1



∗



Ψ (R(u) − x∗ )du



0



Part 2): (g < f ∗ (0)) R ∗ The argument of Ψ in B(g) is just equal to 01 P ∗ (u)Hdu − x∗ and we get ∗



B(g) = Ψ







R(0) − x



∗







−



Z



1



f ∗ (u)du



0



So by lemma 28, we find that B(g) =



Z



1



∗



Ψ (R(u) − x∗ )du



0



Part 3): (g > f ∗ (1)) R ∗ The argument of Ψ in B(g) is now − 01 P ∗ (u)Hdu − x∗ and with lemma 28, we get ∗



∗



B(g) = Ψ (R(1) − x )du + g =



Z



1



∗



Ψ (R(u) − x∗ )du − f ∗ (1) + g



0



So, since g > f ∗ (1), we get B(g) >



Z



1



∗



Ψ (R(u) − x∗ )du



0



Part 4):(g = f ∗ (0)) In case of a = 0 then f ∗ is strictly increasing on the whole interval [0, 1], so that the previous argument holds also in this case and B(g) =



Z



1



∗



Ψ (R(u) − x∗ )du



0



22



∗



R1



Next, if a > 0 then the argument of Ψ in B(f ∗ (0)) is we get 1



Z



∗



∗



∗



P (u)Hdu − x



B(f (0)) := Ψ



∗







−



Z



a



Since 2



R1 a ∗



1



P ∗ (u)Hdu − x∗ and



f ∗ (u)du



a ∗



P ∗ (u)Hdu = R(a) + R(0), the concavity of Ψ gives,



Z



1



∗



P (u)Hdu − x



Ψ



∗



  1 ∗ 1 ∗ ≥ Ψ R(a) − x∗ + Ψ R(0) − x∗ 2 2







a ∗



So by lemma 28, 21 Ψ Z



a



1







∗







R(a) − x∗ + 12 Ψ



∗



Ψ (R(u) − x∗ )du +



1



Z







R(0) − x∗ is equal to



f ∗ (u)du +



a



0







1 2



Z



a



0



Furthermore, f ∗ is constant on the interval [0, a], so Finally, ∗



B(f (0)) ≥



Z



1







f ∗ (u)du − af ∗ (a) Ra 0



f ∗ (u)du − af ∗ (a) = 0.



∗



Ψ (R(u) − x∗ )du



0



So, all together, whatever the value of g is, B(g) is greater than Z



1



∗



Ψ (R(u) − x∗ )du



0



and we conclude with equation (16), therefore, that A ≥ hx∗ , qi +



Z



1



∗



Ψ (R(u) − x∗ )du = T 1 (Ψ).



0



Since, a similar argument holds for player 2, assertion (2) of theorem 24 is also true.2 We, now, apply inductively our results on the operators to prove the existence of Vn : Theorem 29 (Existence of the value) For all n ∈ IN, V1,n = V2,n = Vn ∈ LK,L and Vn+1 = T 1 (Vn ) = T 2 (Vn ) Proof : The result is obvious for n = 0. By induction, assume that the result holds for n. This implies that V1,n = V2,n =: Vn is in LK,L . By hypothesis, T 1 (Vn ) = T 2 (Vn ), so, due to the inequalities (3), (4) and proposition 10, V1,n+1 ≥ T 1 (Vn ) = T 2 (Vn ) ≥ V2,n+1 ≥ V1,n+1 , and thus by (2), T 1 (Vn ) = T 2 (Vn ) = V2,n+1 = V1,n+1 ∈ LK,L .2 23



5



5.1



The value



New formulation of the value



In this section, we want to provide a more tractable expression for the value Vn . We have Vn = T 1 (Vn−1 ), so from now on: let us denote by u1 and v1 the uniform random variables appearing in the definition of T 1 (Vn−1 ) and let also P1 and Q1 be the corresponding strategies. P1 is σ(u1 )-measurable, Q1 is σ(v1 )measurable and we clearly have E[P1 ] = p and E[Q1 ] = q. In the expression of T 1 (Vn−1 ), we have to evaluate Vn−1 (P1 , Q1 ) which in turn can be expressed as T 1 (Vn−2 )(P1 , Q1 ). Let us denote by u2 and v2 the uniform random variables appearing in the definition of T 1 (Vn−2 )(P1 , Q1 ) and let also P2 and Q2 be the corresponding strategies. So, P2 now depends on u2 and u1 , v1 since it depends on P1 and Q1 . Furthermore, E[P2 |u1 , v1 ] = P1 and E[Q2 |u1 , v1 ] = Q1 . Let then (u1 , . . . , un , v1 , . . . , vn ) be a system of independent random variables uniformly distributed on [0, 1] and let us G1 := {G1k }nk=1 and G2 := {G2k }nk=1 as G1k := σ(u1 , . . . , uk , v1 , . . . , vk−1 ) G2k := σ(u1 , . . . , uk−1 , v1 , . . . , vk ) Let also G := {Gk }nk=1 with Gk := σ(G1k , G2k ). So, applying the above proceeding recursively, we define P = (P1 , . . . , Pn ) and Q = (Q1 , . . . , Qn ) and we get P ∈ Mn1 (G, p) and Q ∈ Mn2 (G, q) where: Definition 30 (1) Let Mn1 (G, p) the set of ∆(K)-valued G-martingales X = (X1 , . . . , Xn ) that are G1 -adapted and satisfying E[X1 ] = p. (2) Similarly, let Mn2 (G, q) the set of all ∆(L)-valued G-martingales Y = (Y1 , . . . , Yn ) that are G2 -adapted and satisfying E[Y1 ] = q. Remark 31 Let us observe that, if X ∈ Mn1 (G, p) and Y ∈ Mn2 (G, q), then the process XHY := (X1 HY2 , . . . , Xn HYn ) is also a G-adapted martingale. Indeed, E[Xi+1 HYi+1 |Gi ] = E[E[Xi+1 HYi+1 |G1i+1 ]|Gi ] = E[Xi+1 HE[Yi+1 |G1i+1 ]|Gi ] Furthermore, Yi+1 is G2i+1 -measurable, so Yi+1 is independent on ui+1 , and therefore E[Yi+1 |G1i+1 ] = E[Yi+1 |Gi ] 24



So, we get E[Xi+1 HYi+1 |Gi ] = E[Xi+1 HE[Yi+1 |Gi ]|Gi ] = E[Xi+1 |Gi ]HE[Yi+1 |Gi ] = Xi HYi With the previous definition, we obtain : Theorem 32 For all n ∈ IN, for all p ∈ ∆(K) and q ∈ ∆(L), let V n (p, q) and V n (p, q) denote: Pn



sg(ui − vi )Pn HQn ]



Pn



sg(ui − vi )Pn HQn ]



V n (p, q) := maxP ∈Mn1 (G,p) minQ∈Mn2 (G,q) E[ V n (p, q) := minQ∈Mn2 (G,q) maxP ∈Mn1 (G,p) E[



i=1



i=1



then Vn (p, q) = V n (p, q) = V n (p, q) Proof : Sion’s theorem can clearly by applied here and leads to V n = V n , so we have just to prove that Vn ≥ V n and V n ≥ Vn We will now prove recursively the inequality Vn ≥ V n . The formula holds for n = 0, since V0 = 0 = V 0 . Assume now that the result holds for n, then Vn+1 (p, q) ≥



max R1



{P ∈ ∆(K), a.s.



where Bn (P, Q) = Next observe that:



R1R1 0



V n (P (u1 ), Q(v1 )) =



0



0



min R1



P (u)du=p} {Q ∈ ∆(L), a.s.



0



Bn (P, Q)



Q(v)dv=q}



sg(u1 − v1 )P (u1 )HQ(v1 ) + V n (P (u1 ), Q(v1 ))du1 dv1 .



max



min



2 ˜ P˜ ∈Mn1 (G,P (u1 )) Q∈M n (G,Q(v1 ))



E[



n+1 X



˜ n+1 ] sg(ui − vi )P˜n+1 H Q



i=2



Let us denote, 1 M1n+1 (P ) := {P ∈ Mn+1 (G, p)|∀u1 ∈ [0, 1], P 1 (u1 ) = P (u1 )} 2 (G, q)|∀v1 ∈ [0, 1], Q1 (v1 ) = Q(v1 )} M2n+1 (Q) := {Q ∈ Mn+1 1 In particular, the sets M1n+1 (P ) and M2n+1 (Q) are respectively subset of Mn+1 (G, p) 2 ˜ ˜ ˜ and of Mn+1 (G, q). So, the process P := (P (u1 ), P2 , . . . , Pn+1 ), with P ∈ Mn1 (G, P (u1 )) , belongs then obviously to M1n+1 (P ). However, it has the particularity that P k is (P (u1 ), Q(v1 ), u2 , . . . , uk , v2 , . . . , vk ) measurable. The subset



25



of M1n+1 (P ) of process with this last property will be denoted M1n+1 (P, Q). ˜ 2, . . . , Q ˜ n+1 ) ∈ M2 (Q) with for all k: Similarly, Q := (Q(v1 ), Q n+1 Qk is (P (u1 ), Q(v1 ), u2 , . . . , uk , v2 , . . . , vk ) measurable, we will denote by M2n+1 (P, Q) the set of such processes. So, we get Bn (P, Q) =



max



n+1 X



min



P ∈M1n+1 (P,Q) Q∈M2n+1 (P,Q)



E[sg(u1 −v1 )P 1 HQ1 +



sg(ui −vi )P n+1 HQn+1 ]



i=2



(29)



Furthermore, since (P k HQk )k≥2 is a G-martingale A(P , Q) := E[sg(u1 − v1 )P 1 HQ1 +



Pn+1 i=2



= E[sg(u1 − v1 )P 1 HQ1 ] + E[



sg(ui − vi )P n+1 HQn+1 ]



Pn+1 i=2



sg(ui − vi )P i HQi ]



So, if P is in M1n+1 (P ) and Q ∈ M2n+1 (P, Q) then, Qi is (P (u1 ), Q(v1 ), u2 , . . . , ui , v2 , . . . , vi )-measurable, hence, A(P , Q) = E[sg(u1 − v1 )P 1 HQ1 ] Pn+1



+ E[



i=2



sg(ui − vi )E[P i |P (u1 ), Q(v1 ), u2 , . . . , ui , v2 , . . . , vi ]HQi ]



So, the maximization over M1n (P, Q) in (29) is equal to the maximization over the set M1n+1 (P ) and since M2n (P, Q) ⊂ M2n+1 (Q) we get Bn (P, Q) = maxP ∈M1



n+1 (P )



≥ maxP ∈M1



n+1 (P )



minQ∈M2n (P,Q) A(P , Q) minQ∈M2



n+1 (Q)



A(P , Q)



Moreover, according to remark 31, we have that E[sg(u1 − v1 )P 1 HQ1 ] = E[sg(u1 − v1 )E[P n+1 HQn+1 |G1 ]] = E[sg(u1 − v1 )P n+1 HQn+1 ] So, Bn satisfies to Bn (P, Q) ≥



max



min



P ∈M1n+1 (P ) Q∈M2n+1 (Q)



E[



n+1 X



sg(ui − vi )P n+1 HQn+1 ]



i=1



Finally, Vn+1 (p, q) is greater than max



min



max



{P ∈ ∆(K),E[P ]=p} {Q ∈ ∆(L),E[Q]=q} P ∈M1 a.s.



a.s.



n+1 (P )



min



Q∈M2n+1 (Q)



E[



n+1 X



sg(ui −vi )P n+1 HQn+1 ]



i=1



Since minQ maxP is obviously greater than the maxP minQ and since the maximization over (P, P ) coincides with the maximization over the set Mn1 (G, p), 26



we get Vn+1 (p, q) ≥



max



n+1 X



min



1 2 P ∈Mn+1 (G,p) Q∈Mn+1 (G,q)



E[



sg(ui − vi )P n+1 HQn+1 ]



i=1



The same way for the min max problem provides the reverse inequality. This concludes the proof of the theorem.2 Remark 31 allows us to state the following corollary Corollary 33 For all p ∈ ∆(K) and q ∈ ∆(L) Pn



sg(ui − vi )Pi HQi ]



Pn



sg(ui − vi )Pi HQi ]



Vn (p, q) = maxP ∈Mn1 (G,p) minQ∈Mn2 (G,q) E[



= minQ∈Mn2 (G,q) maxP ∈Mn1 (G,p) E[



6



i=1 i=1



Asymptotic approximation of Vn . Vn √ . n



We aim to analyze in this paper the limit of introduce here the quantity Wn defined as Wn (p, q) =



max 1



n X



min 2



P ∈Mn (G,p) Q∈Mn (G,q)



E[



It is technically convenient to



2(ui − vi )Pn HQn ]



(30)



i=1



As shown in the next theorem, there exists a constant C independent on n √ n will have the same such that kVn − Wn k∞ ≤ C. As a consequence, √Vnn and W n limit. Theorem 34 For all p ∈ ∆(K) and q ∈ ∆(L) |Vn (p, q) − Wn (p, q)| ≤ 2kHk



sX



pk (1 − pk )



k



where kHk := max{x,y6=0}



|xHy| kxk2 kyk2



and kpk2 :=



X



q l (1 − q l )



l



P



|pk |2 .



Proof : Let us fixe P ∈ Mn1 (G, p) and Q ∈ Mn2 (G, q). Corollary 33 leads us to compare E[sg(ui − vi )Pi HQi ] and E[2(ui − vi )Pi HQi ]. We will now provide an upper bound on the difference of those two quantities. To simplify the formula, we set S := sg(ui − vi ), S := 2(ui − vi ),R ∆P := Pi − Pi−1 and ∆Q := Qi − Qi−1 . Let us first observe that E[S|G1i ] = 01 sg(ui − vi )dvi = 2ui − 1 = E[S|G1i ] and similarly E[S|G2i ] = E[S|G2i ], furthermore E[S|Gi ] = E[S|Gi ] = 0. In particular, we get that E[S Pi−1 HQi−1 ] = 0 = E[S Pi−1 HQi−1 ] 27



This leads to E[S Pi HQi ] = E[S ∆P HQi−1 ] + E[S Pi−1 H∆Q] + E[S ∆P H∆Q]



(31)



And the same equation holds with S instead of S. Next, since ∆P HQi−1 is G1i -measurable and Pi−1 H∆Q is G2i -measurable, we obtain E[S ∆P HQi−1 ] = E[E[S|G1i ] ∆P HQi−1 ] = E[E[S|G1i ] ∆P HQi−1 ] = E[S ∆P HQi−1 ] E[S Pi−1 H∆Q] = E[E[S|G2i ] Pi−1 H∆Q] = E[E[S|G2i ] Pi−1 H∆Q] = E[S Pi−1 H∆Q]



Hence, equation (31) for S and S gives E[S Pi HQi ] − E[S Pi HQi ] = E[(S − S) ∆P H∆Q]



(32)



Applying equation (32) for i equal 1 to n, we get A := |E[ = |E[



Pn



i=1



Pn



sg(ui − vi )Pi HQi ] − E[



Pn



Pn



i=1



2(ui − vi )Pi HQi ]|



− vi ) − 2(ui − vi ))(Pi − Pi−1 )H(Qi − Qi−1 )]|



i=1 (sg(ui



≤ 2kHkE[



i=1



kPi − Pi−1 k2 kQi − Qi−1 k2 ]



Moreover, by Cauchy schwartz inequality applied to the scalar product (x, y) → P i xi yi , we get A ≤ 2kHkE[



qP n



i=1



kPi − Pi−1 k22



qP n



i=1



kQi − Qi−1 k22 ]



Furthermore, the Cauchy schwartz inequality associated to the scalar product (f, g) → E[f g] gives q



A ≤ 2kHk E[



Pn



i=1



kPi − Pi−1 k22 ]E[



Pn



i=1



kQi − Qi−1 k22 ]



Since, for i 6= j, E[hPi − Pi−1 , Pj − Pj−1 i] = 0, we have E[



n X



kPi − Pi−1 k22 ] = E[kPn − pk22 ]



i=1



and similarly for Q. It follows that q



A ≤ 2kHk E[kPn − pk22 ]E[kQn − qk22 ] Furthermore, for any k ∈ K, E[(Pnk − pk )2 ] = E[(Pnk )2 ] − (pk )2 ≤ pk (1 − pk ), thus we get A ≤ 2kHk



qP



k



pk (1 − pk )



28



P



l



q l (1 − q l )



Since the last equation is true for all pair of strategy (P, Q), we get as announced that |Vn (p, q) − Wn (p, q)| ≤ 2kHk



sX



pk (1 − pk )



k



X



q l (1 − q l )



l



2
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Heuristic approach to a continuous time game



We aim to analyze the limit of √Vnn . However, we have no closed formula for Vn , as it was the case in the one sided information case. So, to analyze the asymptotic behavior of √Vnn , we will have to provide a candidate limit W c . Our aim is now to introduce a continuous time game, similar to the ”Brownian games” introduced in [6], whose value would be W c . As emphasized in the √ n have the same asymptotic behavior, and the game last section, √Vnn and W n W c appears more naturally with Wn . Indeed, according to equation (30), the random variables √ k √ k 3X 3X 2,n 1,n (2ui − 1) and Sk := √ (2vi − 1) Sk := √ n i=1 n i=1 √ √n : appear in the expression of 3 W n √ Wn 3 √ (p, q) = max min E[(Sn1,n − Sn2,n )Pn HQn ] P ∈Mn1 (G,p) Q∈Mn2 (G,q) n Due to the Central Limit theorem, Sk1,n and Sk2,n converge in law to two independent standard normal N (0, 1) random variables (This was the reason for √ the factor 3). In turn, those last random variables may be viewed as the value at 1 of two independent Brownian motions β 1 and β 2 . To introduce W c , the heuristic idea is to embed the martingale P and Q in the Brownian filtration and to see Pn as a stochastic integrals: Pn = p +



Z 0



1



as dβs1



+



Z



1



0



a ¯s dβs2



Now, we have to express that Pn is a G1 -adapted G-martingale. In particular, ∆P := Pi+1 − Pi is independent of vi+1 . ∆P is approximately equal to as dβs1 + a ¯s dβs2 and vi+1 equal to dβs2 . So, a ¯ should be 0. R Furthermore, since Pn belongs to ∆(K), the random variable 01 as dβs1 has R1 R finite variance, so that k 0 as dβs1 k2L2 = E[ 01 a2s ds] < +∞. This leads us to definitions 6 and 7 of the Brownian game Gc (p, q). For a martingale X on F, we set kXk2 := kX∞ kL2 29



(33)



The sets Γ1 (p) and Γ2 (q) are convex and bounded for the norm k.k2 , So they are compact for the weak* topology of L2 . Furthermore, since E[(β11 − β12 )P1 HQ1 ] is linear in P , for a fixed Q, the payoff function in the game is clearly continuous in P for the strong topology of L2 . It is therefore also continuous for the weak* topology. Since a similar argument holds for Q, we may apply Sion’s theorem to infer: Theorem 35 For all p ∈ ∆(K) and q ∈ ∆(L), the game Gc (p, q) has a value W c (p, q): W c (p, q) := max 1



min E[(β11 − β12 )P1 HQ1 ](= min max)



P ∈Γ (p) Q∈Γ2 (q)



The next section is devoted to the comparison of Gn (p, q) and Gc (p, q).
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Embedding of Gn (p, q) in Gc (p, q)



√ √ n converges to the value W c of the game Gc (p, q). We aim to prove that 3 W n To this end, it will be useful to view Gn (p, q) as a sub-game of Gcn (p, q), where players are restricted to smaller strategy spaces. More precisely, the game Gn (p, q) is embedded in Gc (p, q) as follows: According to Azema-Yor (see [18]), there exists a F 1 -stopping time T1n such √ that βT11n has the same distribution as √n3 (2u1 −1). In the same way, there exists √



a stopping time τ on the filtration σ(βT11n +s − βT11n , s ≤ t) such that √n3 (2u2 − 1) has the same distribution as βT11n +τ − βT11n . We write T2n := T1n + τ . Doing this recursively, we obtain the following Skorohod’s Embedding Theorem for the martingales S 1,n and S 2,n . Furthermore, since Tnn is a sum of n i.i.d random variables we may apply the law of large numbers to get in particular that Tnn converges to 1 in probability and the last part of the theorem can be found in [3]. Theorem 36 Let β 1 and β 2 be two independent Brownian motions and let F 1 and F 2 their natural filtrations. There exists a sequence of 0 = T0n ≤ . . . ≤ Tnn n of F 1 -stopping times such that the increments Tkn − Tk−1 are independent, identically distributed, E[Tkn ] = nk < +∞ and for all k ∈ {0, . . . , n}, βT1kn has the same distribution as the random walk Sk1,n . There exists a similar sequence 0 = R0n ≤ . . . ≤ Rnn of F 2 -stopping times n such that the increments Rkn − Rk−1 are independent, identically distributed, k n E[Rk ] = n < +∞ and for all k ∈ {0, . . . , n}, βR2 kn has the same distribution as the random walk Sk2,n . 30



Furthermore, sup |Tkn −



0≤k≤n



k P rob k P rob | −→ 0 and sup |Rkn − | −→ 0 n n→+∞ n n→+∞ 0≤k≤n



(34)



As a consequence, L2



L2



n→+∞



n→+∞



βT1nn −→ β11 , and βR2 nn −→ β12



From now on, we will identify the random variables √



(35)



√ √ 3 (2ui −1) n



with βT1in −βT1i−1 n



and √n3 (2vi − 1) with βR2 in − βR2 i−1 n . Let us observe that for all k, the σ-algebra and similarly G1k := σ(u1 , . . . , uk , v1 , . . . , vk−1 ) is a sub-σ-algebra of FT1kn ∨FR2 k−1 n 2 1 2 1 2 Gk ⊂ FTk−1 ∨ FRkn , Gk ⊂ FTkn ∨ FRkn . n Let P belongs to Mn1 (G, p), P1 as a function of u1 is FT11n -measurable. It R Tn



can be written as P1 = p + 0 1 as dβs1 , next, conditionally on u1 , v1 , P2 is R Tn just a function of u2 and thus P2 − P1 may be written as T1n2 as dβs1 , where the process a is σ(u1 , v1 , βt1 , t ≤ s)-progressively measurable. Applying recurR Tn n [ is sively this argument, we find that Pn = p + 0 n as dβs1 , where as11s∈[Tkn ,Tk+1 σ(u1 , . . . , uk , v1 , . . . , vk , βt1 , t ≤ s)-progressively measurable. It is convenient to n n = ∞. With that convention, the process a appearing = Rn+1 define here Tn+1 2 above belongs to H1,n where



2 H1,n



     ∀k ∈ {0, . . . , n} : as11s∈[T n ,T n [ is F 1 ∨ F 2 n − prog. measurable  s Rk k k+1 := a R     and E[ ∞ a2 ds] < +∞ s 0



With this notation, we just have proved that if P belongs to Mn1 (G, p) then Pn is equal to PTnn for a process P in Γ1n (p), where:   



∀t ∈ IR+ , Pt ∈ ∆(K), ∃a ∈ H2 1,n 1 Γn (p) := (Pt )t∈IR+ Rt   such that Pt := p + 0 as dβs1



    



R Rn



Similarly, if Q in Mn2 (G, q), we may represent Qn as q + 0 n bs dβs2 , where 2 n bs11s∈[Rkn ,Rk+1 [ is σ(u1 , . . . , uk , v1 , . . . , vk , βt , t ≤ s)-progressively measurable. The 2 process b belongs to H2,n where



2 H2,n



    ∀k ∈ {0, . . . , n} : bs11s∈[Rn ,Rn [ is F 1 n ∨ F 2 − prog. measurable   Tk s k k+1 := b R    and E[ ∞ b2 ds] < +∞  s 0



31



Also if Q belongs to Mn2 (G, q) then Qn is equal to QRnn for a process Q in Γ2n (p), where:      ∀t ∈ IR+ , Qt ∈ ∆(L), ∃b ∈ H2  2,n Γ2n (q) := (Qt )t∈IR+ Rt    such that Qt := q + 0 bs dβs2 Now, observe that Γ1n (p) is in fact broader than Mn1 (G, p), and similarly, for Γ2n (q). It is convenient to introduce here an extended game Gcn (p, q), where strategy spaces are respectively Γ1n (p) and Γ2n (q). The next theorem indicates that this extended game has the same value as Gn (p, q): Theorem 37 For all p ∈ ∆(K) and q ∈ ∆(L), √ Wn 3 √ (p, q) = max min E[(βT1nn − βR2 nn )PTnn HQRnn ] P ∈Γ1n (p) Q∈Γ2n (q) n



(36)



√ e √ n as the right hand side in formula (36) and let also Proof : Let us define 3 W √ W∧ √ Wn∨ n introduce 3 √n and 3 √nn as √ Wn∧ 3 √ := max min E[(βT1nn − βR2 nn )Pn HQRnn ] P ∈Mn1 (G,p) Q∈Γ2n (q) n √ Wn∨ 3 √ := min max E[(βT1nn − βR2 nn )PTnn HQn ] Q∈Mn2 (G,q) P ∈Γ1n (p) n Due to the compactness of ∆(K) and ∆(L), Γ1n (p) and Γ2n (q) are compact convex set for the weak* topology of L2 , so, Sion’s theorem indicates that max f =W and min commute in the previous equations. So, we will prove that W n n by proving that f ≥ W∧ = W = W∨ ≥ W f W n n n n n Since, Mn1 (G, p) is included in Γ1n (p), the first inequality is obvious from the f and W ∧ . The other inequality follows from the fact that definitions of W n n f as min-max. Mn2 (G, q) is included in Γ2n (q) and the definitions of Wn∨ and W n The equality Wn∧ = Wn follows from next lemma that indicates that if Q belongs to Γ2n (q) then (Qk )k=1,...,n belongs to Mn2 (G, q) where Qk := E[QRnn |Gk ]. Indeed, whenever P is in Mn1 (G, p), (βT1nn −βR2 nn )Pn H is Gn -measurable, therefore E[(βT1nn − βR2 nn )Pn HQRnn ] = E[(βT1nn − βR2 nn )Pn HQn ] As a consequence, min E[(βT1nn − βR2 nn )Pn HQRnn ] =



Q∈Γ2n (q)



min Q∈Mn2 (G,q)



E[(βT1nn − βR2 nn )Pn HQn ]



And Wn∧ = Wn as announced. The proof of Wn = Wn∨ is similar.2 32



Lemma 38 If Q belongs to Γ2n (q) then (Qk )k=1,...,n belongs to Mn2 (G, q) where Qk := E[QRnn |Gk ]. 2 Proof : Let Q in Γ2n (q). Then Qt = q + 0t bs dβs2 for a process b in H2,n . Obviously, (Qk )k=1,...,n is a G-martingale and



R



Q



Rkn



−Q



n Rk−1



=



Rkn



Z 0



2 n 11[Rk−1 ,Rkn [ (s)bs dβs .



(37)



1 n n is ∨ Fs2 - progressively measurable, QRkn − QRk−1 Since bs11s∈[Rk−1 ,Rkn [ is FT n k−1 FT1k−1 ∨ FR2 kn -measurable. Next, uk is independent on FT1k−1 ∨ FR2 kn , so in particn n ular, n n n E[QRkn − QRk−1 |Gk ] = E[QRkn − QRk−1 |σ(G2k , uk )] = E[QRkn − QRk−1 |G2k ] n -measurable, thus, since uk and Now, let us observe that QRk−1 is FT1k−1 ∨ FR2 k−1 n n n vk are independent of FT1k−1 ∨ FR2 k−1 , we have Qk−1 = E[QRk−1 |Gk ]. Finally, n n equation (37) gives n Qk = E[QRkn |Gk ] = Qk−1 + E[QRkn − QRk−1 |G2k ]



And Qk is then G2k -measurable.2
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Convergence of Gcn (p, q) to Gc (p, q)



Our aim in this section is to prove the following theorem √ √ n converges uniformly to W c . Theorem 39 3 W n The proof of this result is based on two following approximations results for strategies in continuous game by strategies in Gcn (p, q). The proof of these lemmas is a bit technical and will be postponed to the next section. Lemma 40 let P ∗ be an optimal strategy of player 1 in Gc (p, q), there exists a sequence P n in Γ1n (p) converging to P ∗ with respect to the norm k.k2 defined in (33). Similarly, if Q∗ is an optimal strategy of player 2 in Gc (p, q), there exists a sequence Qn in Γ2n (q) converging to Q∗ . and Lemma 41 Let α be an increasing mapping from IN to IN and Qα(n) be a α(n) strategy of player 2 in Gcα(n) (p, q) such that Q α(n) converges for the weak* Rα(n)



2



topology of L to Q. Then Qt := E[Q|Ft∧1 ] is a strategy of player 2 in Gc (p, q). 33



Proof of theorem 39 : Let P ∗ be an optimal strategy of player 1 in Gc (p, q) and P n as in lemma 40. Since, (βT1nn − βR2 nn )HQRnn is bounded in L2 , the strategy P n guarantees, in Gcn (p, q) the amount √ Wn E[(βT1nn − βR2 nn )P1∗ HQRnn ] − CkPTnnn − P1∗ kL2 3 √ (p, q) ≥ min 2 Q∈Γn (q) n where C is independent on n. Next, kPTnnn − P1∗ kL2 ≤ kPTnnn − PT∗nn kL2 + kPT∗nn − P1∗ kL2 ≤ kP n − P ∗ k2 + kPT∗nn − P1∗ kL2 Since P ∗ is a continuous martingale bounded in L2 , we get with equation 34 that kPT∗nn − P1∗ kL2 converges to 0. Due to lemma 40, kP n − P ∗ k2 converges also to 0. Finally, with equation 35, √



√ n (p, q) ≥ minQ∈Γ2 (q) E[(β 1 − β 2 )P ∗ HQRn ] − n 3W 1 1 1 n n n



with n −→ 0. n→+∞ Now, if Qn is optimal in last minimization problem, we get √



√ n (p, q) ≥ E[(β 1 − β 2 )P ∗ HQn n ] − n 3W 1 1 1 Rn n



(38)



Let α be non decreasing function IN → IN such that α(n)



lim E[(β11 − β12 )P1∗ HQ



α(n)



Rα(n)



n→+∞



] = lim inf E[(β11 − β12 )P1∗ HQnRnn ] n→+∞



Since Qα(n) is ∆(L)-valued, by considering a subsequence, we may assume that α(n) Q α(n) converges for the weak* topology of L2 to a limit Q. So, lemma 41 may Rα(n)



be applied and we get Qt = E[Q|Ft∧1 ] in Γ2 (q). Finally, since E[(β11 − β12 )P1∗ HQ] is a continuous linear functional of Q, we have α(n)



lim E[(β11 − β12 )P1∗ HQ



α(n)



Rα(n)



n→+∞



] = E[(β11 − β12 )P1∗ HQ] = E[(β11 − β12 )P1∗ HQ1 ]



P ∗ being optimal in Gc (p, q), we get with equation (38): lim inf n→+∞



√ Wn 3 √ (p, q) ≥ E[(β11 − β12 )P1∗ HQ1 ] ≥ W c (p, q) n



Symmetrically, the same argument for the player 2 provides the reverse inequality: √ Wn lim sup 3 √ (p, q) ≤ W c (p, q) n n→+∞ Finally, for concave-convex function the point-wise convergence implies the uniform convergence (see [19]) and the theorem is proved.2 34
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Approximation results



It will be convenient to introduce the random times Rn (s). At time s when playing in Gcn (p, q), player 1 knows βt2 for t ≤ Rn (s). Formally, Rn (s) is defined as: Rn (s) :=



n X



n n [ (s)R 11[Tkn ,Tk+1 k



k=0



In the following, we will say that an increasing mapping α : IN → IN is a proper sequence if α(n)



sup 0≤k≤α(n)



|Tk



−



k a.s. | −→ 0 and n→+∞ α(n)



sup 0≤k≤α(n)



α(n)



|Rk



−



k a.s. | −→ 0 n→+∞ α(n)



(39)



With equation (34) in theorem 36, note that from any sequence, we may extract a proper subsequence. This allows us to prove the next lemma: Lemma 42 Rn verifies the following properties: (1) For a fixed s, Rn (s) is a stopping time on the filtration (in t): (Fs1 ∨ Ft2 )t∈IR+ (2) If s ≤ t then Rn (s) ≤ Rn (t). a.s. (3) If α is a proper subsequence, then for all s ∈ [0, 1], Rα(n) (s) −→ s. n→+∞



Proof : (2) is obvious since Rkn and Tkn are increasing sequences with k. For fixed t, we have: n n n {Rn (s) ≤ t} = ∪n−1 k=0 {Tk ≤ s < Tk+1 } ∩ { Rk ≤ t} n Since Tkn is an F 1 -stopping time the set {Tkn ≤ s < Tk+1 } belongs to Fs1 and n 2 n 2 similarly Rk is an F -stopping time so {Rk ≤ t} ∈ Ft . As a consequence {Rn (s) ≤ t} is in Fs1 ∨ Ft2 , and (1) is proved. Let α be a proper subsequence and let s in [0, 1], let n defined as



n := max( sup 0≤k≤α(n)



α(n)



|Tk



−



k k α(n) |, sup |Rk − |) α(n) 0≤k≤α(n) α(n) α(n)



and let k n (s) in {1, . . . , α(n)} such that Rα(n) (s) = Rkn (s) : we have k n (s) k n (s) + 1 α(n) α(n) − n ≤ Tkn (s) ≤ s < min(Tkn (s)+1 , 1) ≤ + n α(n) α(n) 35



Therefore, s−



k n (s) k n (s) + 1 1 1 α(n) −2n ≤ −n ≤ Rα(n) (s) = Rkn (s) ≤ +n ≤ s+ +2n α(n) α(n) α(n) α(n)



Since n converges almost surely to 0, claim (3) is proved.2 2 Lemma 43 Let a be in H2 (F). Then there exists a sequence an in H1,n such n that ka − akH2 converges to 0.



Proof : Let us first observe that the vector space generated by processes as := 11[t1 ,t2 [ (s)ψ where t1 ≤ t2 belong to [0, 1] and ψ is a bounded Ft1 measurable random variable is dense in H2 (F). So, it is just enough to prove the result for such processes a. For a fixed s ∈ IR+ , Rn (s) is a stopping time with respect to the filtration (Gts )t≥0 where Gts := Fs1 ∨ Ft2 . The past GRs n (s) of this filtration at Rn (s) is thus well defined. Now let us define, for all s and n, ans



:= 11[t1 ,t2 [ (s)



n X k=0



1 2 n [ (s)E[ψ|F ∨ F n ] 11[Tkn ,Tk+1 s Rk



2 . We claim that an is in H1,n Indeed, for fixed n, the process Xsk := E[ψ|Fs1 ∨ FR2 kn ] is a martingale with respect to the continuous filtration (Fs1 ∨ FR2 kn )s≥0 and in particular, X k may k n n [ (s)a = 1 n [ (s)X 1[Tkn ,Tk+1 be supposed c`adl`ag. Hence, the process 11[Tkn ,Tk+1 1[t1 ,t2 [ (s)1 s s is then Fs1 ∨ FR2 kn -progressively measurable. Furthermore, ψ is in L2 (Ft1 ), so 2 . an is then in H1,n Next, let us observe that for all s, ans = E[as |GRs n (s) ] almost everywhere. Indeed, for fixed s, let us first denote Yt := E[ψ|Gts ]. Y is a continuous bounded martingale with respect to the continuous filtration (Fs1 ∨ Ft2 )t≥0 . So, stopping theorem applies and E[ψ|GRs n (s) ] = YRn (s) . In turn, due to the definition of Rn (s), we get



E[as |GRs n (s) ] = 11[t1 ,t2 [ (s)YRn (s) = 11[t1 ,t2 [ (s)



Pn



= 11[t1 ,t2 [ (s)



Pn



n [ (s)YRn 1[Tkn ,Tk+1 k=0 1 k



k n [ (s)X 1[Tkn ,Tk+1 k=0 1 s



= ans Let next α be a proper subsequence, we now prove that: For all s: aα(n) converges almost surely to as . s



(40)



Indeed, for s > 1, ans = 0 = as . On the other hand, for s in [0, 1], by point (3) in lemma 42, Rsα(n) converges almost surely to s. Due to the continuity 36



of Yt , YRα(n) (s) converges almost surely to Ys = E[ψ|Fs ]. Finally, since ψ is Ft1 -measurable, we get aα(n) almost surely converges to 11[t1 ,t2 [ (s)E[ψ|Fs ] = as . s α(n) Since both as and as are bounded, we get successively with (40) and Lebesgue’s − as )2 ] converges to 0 dominated convergence theorem that: for all s, E[(aα(n) s R 1 and that kaα(n) − akH2 = 0 E[(asα(n) − as )2 ]ds converges to 0. We are now in position to conclude the proof: Wouldn’t indeed an converges to a, there would exist a subsequence γ(n) and  > 0 such that for all n, kaγ(n) − akH2 > . But, this is in contradiction with the fact that we may extract from γ a proper subsequence α (α(IN) ⊂ γ(IN)) for which kaα(n) − akH2 converges to 0. 2 Proof of lemma 41: Due to the previsible representation of the Brownian filtration, Qt may be Rt Rt 2 1 written as q + 0 as dβs + 0 bs dβs with a and b in H2 (F). So to prove that Qt is in Γ2 (q), we just have to prove that the process aRis equal to 0. This can be demonstratedRby proving that for all process Yt = 0t ys dβs1 with y in H2 (F), E[Y1 Q1 ] = E[ 01 as ys ds] = 0 . 2 From lemma 43, there exists y n in H1,n such that ky n − ykH2 converges to R n α(n) 0. We set Ytn := 0t ysn dβs1 and for all k in {0, . . . , α(n)}, Y k := Y α(n) and n Qk



Tk



α(n)



:= Q



α(n)



Rk



. we get n



n



kY α(n) − Y1 kL2 ≤ kY α(n) − YT α(n) kL2 + kY1 − YT α(n) kL2 α(n)



≤ ky



α(n)



α(n)



− ykH2 + kY1 − YT α(n) kL2 α(n)



From equation (34) in theorem 36 and the continuity of Y , we infer that n n kY α(n) − Y1 kL2 converges to 0 and since Qα(n) is ∆(L)-valued, we conclude that n n n E[Y α(n) Qα(n) − Y1 Qα(n) ] −→ 0 n→+∞



The weak* convergence of n



n Qα(n)



n



to Q implies E[Y1 Qα(n) ] −→ E[Y1 Q] and so, n→+∞



n



E[Y α(n) Qα(n) ] −→ E[Y1 Q] = E[Y1 Q1 ] n→+∞



n



n



Hence, the lemma follows at once if we prove that for all n, E[Y α(n) Qα(n) ] = 0. Let us first define for all k ∈ {1, . . . , α(n)}, 1,n



2,n



Gk := FT1 α(n) ∨ FR2 α(n) and Gk := FT1 α(n) ∨ FR2 α(n) k



k−1



k−1



and for all k ∈ {0, . . . , α(n)}, n



G k := FT1 α(n) ∨ FR2 α(n) k
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k



k



n



1,n



n



n



2,n



Let us observe that Y k is a Gk -adapted G k -martingale and Qk is a Gk n adapted G k -martingale. n n Furthermore, a similar argument as in remark 31 gives that the process Y k Qk n n α(n) α(n) is a (G k )0≤k≤n -martingale. Hence, since Y 0 = Y α(n) = Y0 = 0, we get E[Y



n n α(n) Qα(n) ]



= E[Y



n n 0 Q0 ]



T0



= 0 and the lemma follows. 2



Proof of lemma 40: R Let us first remind that Pt∗ may be written as p + 0t as dβs1 with a in H2 (F). So, with lemma 43, we knowRthat a is the limit for the H2 norm of a sequence 2 ˜ns dβs1 . P˜ n is not necessarily a strategy: it could . We set P˜tn = p + 0t a a ˜n in H1,n exit the simplex ∆(K). To get rid of this problem, we proceed as follows: First, observe that if, for some k, pk = 0, then (P ∗ )k = 0 almost surely. Therefore, there is no loss of generality in this case to assume that the k-th component of a ˜n is equal to 0. The new sequence we would obtain by canceling the k-th component of a ˜n , would also converge to a. So, by reduction to a lower dimensional simplex, we may consider that pk > 0, for all k. Let n be a sequence of positive numbers such that 1 n k˜ a − akH2 −→ 0 and n −→ 0 n→+∞ n→+∞ n



(41)



of the simplex ∆(K) ˜ns dβs1 exits the interior Let τn the first time p + (1 − n ) 0t a R 1s≤τn a ˜ns . The process Ptn := p + 0t ans dβs1 is now clearly and define ans := (1 − n )1 a strategy of player 1 in Gcn (p, q), and R



kP n − P ∗ k2 = kan − akH2 ≤ kan· − (1 − n )1 1·≤τn a· kH2 + (1 − n )k1 1·>τn a· kH2 + n kakH2 The last term in the last inequality tends clearly to 0 with n since a is in H2 (F). The first term is equal to (1−n )k1 1.≤τn (˜ an· −a· )kH2 ≤ (1−n )k˜ an −akH2 which converge to 0 according to the definitions of a ˜n . Furthermore, since as = 0 for s > 1, we have k1 1.>τn a· k2H2 = E[



Z



∞



τn



(as )2 ds] ≤ E[1 11≥τn



Z 0



1



(as )2 ds]



Furthermore, since ξ := 01 (as )2 ds is in L1 , {ξ} is an uniformly integrable family. Therefore, for all  > 0, there exists δ > 0 such that for all A with P (A) < δ we have E[1 1A ξ] ≤ . So, in order to conclude that kP n − P ∗ k2 converge to 0, it just remains for us to prove that P (1 ≥ τn ) tends to 0. R



1 Let us denote by Πn the homothety of center p and ratio 1− . The distance n n n . between the complementary of Π (∆(K)) and ∆(K) is proportional to 1− n n n c So, let η > 0 such that d(∆(K), (Π (∆(K))) ) = 1−n η for all n. n Let us observe that if supt≥0 |P˜tn − Pt∗ | < 1− η then τn = +∞. Indeed, since n



38



P ∗ is ∆(K)-valued, we have that, for all t, P˜tn ∈ Πn (∆(K)), and so for all R ˜ns dβs1 ∈ ∆(K). Hence, the definition of τn t, (Πn )−1 (P˜tn ) = p + (1 − n ) 0t a indicates that τn = +∞. Hence, with Doob inequality, we get P (1 ≥ τn ) ≤ P (sup |P˜tn − Pt∗ | ≥ t≥0



n 1 − n 2 1 ˜ n η) ≤ 4( ) 2 kP − P ∗ k22 1 − n η n



Finally, with equation (41) P (1 ≥ τn ) tends to 0 and the lemma follows.2



11



11.1



Appendix



Proof of lemma 18



We will prove the following equality: For all p, p˜ ∈ ∆(K) X dK (p, p˜) = |pk − p˜k | k∈K



Proof : Let us remind that P(p) := {P ∈ ∆(K), E[P ] = p}, we get a.s. immediately the following inequality dK (p, p˜) ≥ minP˜ ∈P(˜p)



P



E[|pk − P˜ k |]



≥ minP˜ ∈P(˜p)



P



|E[pk − P˜ k ]|



≥



P



k∈K



k∈K k∈K



|pk − p˜k |



We next deal with the reverse inequality: Let us fix p in the simplex ∆(K) and P in P(p). We have to prove that, for all p˜ ∈ ∆(K)    there exists P˜ ∈ P(˜ p) such that for all k  



E[|P k − P˜ k |] = |pk − p˜k |



(42)



K Let us define the hyperplane H := {x ∈ IRK | K i=1 xi = 1} in IR , so ∆(K) = [0, 1]K ∩ H. Let us introduce a the covering of [0, 1]K defined by the sets C of the form C = ΠK k=1 Ik where Ik equal to [0, pk ] or [pk , 1]. We will now work C by C and we prove that assertion (42) holds for all p˜ ∈ C ∩ H. By reordering the coordinates, there is no loss of generality to assume that C = C(p) with



P



C(p) := Πlk=1 [0, pk ] × ΠK k=l+1 [pk , 1] 39



Let us define the set B, B := {˜ p ∈ C(p) ∩ H, |there exists P˜ ∈ P(˜ p) such that, P˜ ∈ C(P )} a.s.



Notice that, if p˜ ∈ B then there exists P˜ ∈ P(˜ p) such that E[|P k − P˜ k |] = sign(pk − p˜k )E[P k − P˜ k ] = |pk − p˜k | And (42) holds then for p˜. So, we have just to prove that, C(p) ∩ H ⊂ B. Since B is convex, it is sufficient to prove that: any extreme point x of C(p)∩H is in B. Furthermore, extreme points x of C(p) ∩ H verify the following property: There exists m ∈ [1, K] such that    xm ∈ Im  x



i



∈ ∂(Ii ) , for i 6= m



Let x verifying these properties, case 1: There exists k such that xk = 1, thus P˜ = x ∈ P(x) and obviously P˜ ∈ C(P ). a.s.



a.s.



a.s.



case 2: Obviously, the case x = p is ok. case 3: We now assume that, for all i, xi < 1 and x 6= p. First, according to the definition of C(p) and x, we have m > l. Indeed, if m ≤ l then xj = pj for all j > l, so xm = 1 −



X



xj = 1 −



j6=m



X



pj −



j>l



X



xj



j≤l,j6=m



Furthermore, x 6= p, thus there exists k ≤ l such that xk < pk , so the definition of Ij with j ≤ l leads us to 1−



X



pj −



j>l



X



xj > 1 −



X j>l



j≤l,j6=m



pj −



X



pj = pm



j≤l,j6=m



so, we get the contradiction xm > pm (xm /∈ [0, pm ] = Im ). Furthermore, let P˜ such that    P˜ i = 0   a.s.  



for i ≤ l such that xi = 0



P˜ i a.s. = Pi for i 6= m such that xi = pi     P   P˜ m = 1 − i6=m P˜ i a.s.



So, the previous definition gives, P˜ m ≥ P m , P˜ ∈ P(x) and P˜ ∈ C(P ). The a.s. a.s. a.s. result follows.2 40
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