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Reliability - Description

Find the expected value and the variance of the exponential distribution, p(x) ... of dispersion of a random variable (x) is the positive square root of its variance. 
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16.1 Introduction The trend in civil engineering today, more than ever before, is toward providing economical designs at specified levels of safety. Often these objectives necessitate a prediction of the performance of a system for which there exists little or no previous experience. Current design procedures, which are generally learned only after many trial-and-error iterations, lacking precedence, often fall short of expectations in new or alien situations. In addition, there is an increasing awareness that the raw data, on which problem solutions are based, themselves exhibit significant variability. It is the aim of this presentation to demonstrate how concepts of probability analysis may be used to supplement the geotechnical engineer’s judgment in such matters.



16.2 Probabilistic Preliminaries Fundamentals Within the context of engineering usage there are two primary definitions of the concept of probability: relative frequency and subjective interpretation. Historically, the measure first offered for the probability of an outcome was its relative frequency. If an outcome A can occur T times in N equally likely trials, the probability of the outcome A is T P [ A ] = ---N



(16.1a)



Implied in Eq. (16.1a) is that the probability of an outcome A equals the number of outcomes favorable to A (within the meaning of the experiment) divided by the total number of possible outcomes, or
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Favorable outcomes P [ A ] = ---------------------------------------------------------Total possible outcomes



(16.1b)



Example 16.1 Find the probability of drawing a red card from an ordinary well-shuffled deck of 52 cards. Solution. Of the 52 equally likely outcomes, there are 26 favorable (red card) outcomes. Hence, 26 1 P [ drawing red card ] = ----- = -52 2 Understood in the example is that if one were to repeat the process a large number of times, a red card would appear in one-half of the trials. This is an example of the relative frequency interpretation. Now, what meaning could be associated with the statement, “The probability of the failure of a proposed structure is 1% (P[failure] = 0.01)”? The concept of repeated trials is meaningless: the structure will be built only once, and it will either fail or be successful during its design lifetime. It cannot do both. Here we have an example of the subjective interpretation of probability. It is a measure of information as to the likelihood of the occurrence of an outcome. Subjective probability is generally more useful than the relative frequency concept in engineering applications. However, the basic rules governing both are identical. As an example, we note that both concepts specify the probability of an outcome to range from zero to one, inclusive. The lower limit indicates there is no likelihood of occurrence; the upper limit corresponds to a certain outcome. · Axiom IÒ



0 £ P[A] £ 1



(16.2a)



The certainty of an outcome C is a probability of unity: · Axiom IIÒ



P[C] = 1



(16.2b)



Equations (16.2a) and (16.2b) provide two of the three axioms of the theory of probability. The third axiom requires the concept of mutually exclusive outcomes. Outcomes are mutually exclusive if they cannot occur simultaneously. The third axiom states the probability of the occurrence of the sum of a number of mutually exclusive outcomes A(1), A(2), …, A(N) is the sum of their individual probabilities (addition rules), or · Axiom IIIÒ



P [ A ( 1 ) + A ( 2 ) + L + A ( N ) ] = P [ A ( 1 ) ] + P [ A ( 2 ) ] + L + P [ A ( N ) ] (16.2c)



As a very important application of these axioms consider the proposed design of a structure. After construction, only one of two outcomes can be obtained in the absolute structural sense: either it is successful or it fails. These are mutually exclusive outcomes. They are also exhaustive in that, within the sense of the example, no other outcomes are possible. Hence, the second axiom, Eq. (16.2b), requires P [ success + failure ] = 1 Since they are mutually exclusive, the third axiom specifies that P [ success ] + P [ failure ] = 1 The probability of the success of a structure is called its reliability, R. Symbolizing the probability of failure as p ( f ), we have the important expression R + p( f ) = 1
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Discrete y P(1)



P(2)



P(3) x(N)



x(3) x(1)



P(N)



x(2) x x M (a)



Continuous y p(x) x(b) x(a)



dx x



E[x] = x M (b) FIGURE 16.1 Equilibrant for discrete and continuous distributions.



Moments Consider a system of discrete parallel (vertical) forces, P(1), P(2), …, P(N ), acting on a rigid beam at the respective distances x (1), x (2), …, x ( N ), as in Fig. 16.1(a). From statics we have that the magnitude of the equilibrant, M, is N



M =



Â P (i) i=1



(16.4a)



and its point of application, x–, is N



S i = 1x ( i )P ( i ) x = ------------------------------N S i = 1P ( i )



(16.4b)



For a continuously distributed parallel force system [Fig. 16.1(b)] over a finite distance, say from x (a) to x (b), the corresponding expressions are M =
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Úx (a ) p ( x ) dx



(16.5a)



16-4



The Civil Engineering Handbook, Second Edition



and x(b) Úx (a ) xp ( x ) dxx = ----------------------------M



(16.5b)



Suppose now that the discrete forces P(i) in Fig. 16.1(a) represent the frequencies of the occurrence of the N outcomes x(1), x(2), …, x(N ). As the distribution is exhaustive, from axiom II, Eq. (16.2b), the magnitude of the equilibrant must be unity, M = 1. Hence, Eq. (16.4b) becomes · DiscreteÒ



N



E [x] = x =



Â x ( i )P ( i )



(16.6a)



i=1



Similarly, for the continuous distribution [Fig. 16.1(b)], as all probabilities p(x) dx must lie between x(a) and x(b), in Eq. (16.5a) M = 1. Hence, Eq. (16.5b) becomes · ContinuousÒ



E [x] = x =



x(b)



Úx (a ) xp ( x ) dx



(16.6b)



The symbol E [x] in Eqs. (16.6) is called the expected value or the expectation or simply the mean of the variable x. As is true of the equilibrant, it is a measure of the central tendency, the center of gravity in statics. Example 16.2 What is the expected value of the number of dots that will appear if a fair die is tossed? Solution. Here each of the possible outcomes 1, 2, 3, 4, 5, and 6 has the equal probability of P(i) = 1/6 of appearing. Hence, from Eq. (16.6a), E [ toss of a fair die ] = 1-- [ 1 + 2 + 3 + 4 + 5 + 6 ] = 3.5 6



We note in the above example that the expected value of 3.5 is an impossible outcome. There is no face on the die that will show 3.5 dots; however, it is still the best measure of the central tendency. Example 16.3



p(y)



Find the expected value of a continuous probability distribution wherein all values are equally likely to occur (called a uniform distribution, Fig. 16.2) between y(a) = 0 and y(b) = 1/2. Solution. From Eq. (16.5a), as M = 1 and p(y) = C is a constant, we have 1§ 2



1 = CÚ



d y,



C = 2



C



0



1



y



/2



FIGURE 16.2 Uniform distribution.



0



From Eq. (16.6b), E[y] = 2 Ú



1§2



0



y dy = 1/4, as expected.



As the variables x and y in the above examples are determined by the outcomes of random experiments, they are said to be random variables. In classical probability theory, random variables are generally represented by capital letters, such as X and Y. The individual values are customarily denoted by their corresponding lowercase letters, x and y; however, no such distinction will be made here. The expected value (mean) provides the locus of the central tendency of the distribution of a random variable. To characterize other attributes of the distribution, recourse is had to higher moments. Again, returning to statics, a measure of the dispersion of the distribution of the force system about the centroidal axis, at x = E[x] in Fig. 16.1(b), is given by the moment of inertia (the second central moment), © 2003 by CRC Press LLC
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I(y) =



x(b)



2



Ú x(a) ( x – x ) p ( x ) d x



(16.7)



The equivalent measure of the scatter (variability) of the distribution of a random variable is called its variance, denoted in this text as v[x] and defined as · DiscreteÒ



Â [x(i) – x] p(i) all x ( i ) 2



v [x] =



· ContinuousÒ



x(b)



2



Úx (a ) ( x – x ) p ( x ) dx



n [x] =



(16.8a)



(16.8b)



In terms of the expectation these can be written as 2



n [x] = E [(x – x) ]



(16.9)



which, after expansion, leads to a form more amenable to computations:



n [x] = E [x ] – (E [x]) 2



2



(16.10)



This expression is the equivalent of the parallel-axis theorem for the moment of inertia. Example 16.4 Find the expected value and the variance of the exponential distribution, p(x) = a exp (– ax); x > 0, a is a constant. Solution. We first show that p(x) is a valid probability distribution: •



• – ax



Ú0 p ( x ) dx



= aÚ e



d x = 1,



Q.E.D.



0



The expected value is •



E [ x ] = a Ú xe



– ax



0



1 dx = -a



Continuing, •



E [x ] = aÚ x e 2



0



2 – ax



2 d x = ----2 a



whence, using Eq. (16.10), 2 Ê 1--ˆ 2 1 n [ x ] = ---– = ----2 2 a Ë a¯ a It is seen that the variance has the units of the square of those of the random variable. A more meaningful measure of dispersion of a random variable (x) is the positive square root of its variance (compare with radius of gyration of mechanics) called the standard deviation, s[x],



s[x] =



n [x]



(16.11)



From the results of the previous example, it is seen that the standard deviation of the exponential distribution is s [x] = 1/a. © 2003 by CRC Press LLC
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An extremely useful relative measure of the scatter of a random variable (x) is its coefficient of variation V(x), usually expressed as a percentage:



s [x] V ( x ) = ------------ ¥ 100 ( % ) E [x]



(16.12)



For the exponential distribution we found, s[x] = 1/a and E [x] = 1/a, hence V (exponential distribution) = 100%. In Table 16.1 representative values of the coefficients of variation of some parameters common to civil engineering design are given. Original sources should be consulted for details. The coefficient of variation expresses a measure of the reliability of the central tendency. For example, a mean value of a parameter of 10 with a coefficient of variation of 10% would indicate a standard deviation of 1, whereas a similar mean with a coefficient of variation of 20% would demonstrate a standard deviation of 2. The coefficient of variation has been found to be a fairly stable measure of variability for homogeneous conditions. Additional insight into the standard deviation and the coefficient of variation as measures of uncertainty is provided by Chebyshev’s inequality [for the derivation see Lipschutz, 1965]. The spread of a random variable is often spoken of as its range, the difference between the largest and smallest outcomes of interest. Another useful measure is the range between the mean plus-and-minus h standard deviations, x– + h s[x], called the h-sigma bounds (see Fig. 16.3). If x is a random variable with mean value x– and standard deviation s, then Chebyshev’s inequality states 1 P ( x – h s ) £ x £ ( x + h s ) ≥ -----2 h



(16.13)



In words, it asserts that for any probability distribution (with finite mean and standard deviation) the probability that random values of the variate will lie within h-sigma bounds is at least [1 – (1/h2)]. Some numerical values are given in Table 16.2. It is seen that quantitative probabilistic statements can be made without complete knowledge of the probability distribution function; only its expected value and coefficient of variation (or standard deviation) are required. In this regard, the values for the coefficients of variation given in Table 16.1 may be used in the absence of more definitive information. Example 16.5 The expected value for the f-strength parameter of a sand is 30˚. What is the probability that a random sample of this sand will have a f-value between 20˚ and 40˚? Solution. From Table 16.1, V (f) = 12%; hence, s [f] is estimated to be (0.12)(30) = 3.6˚ and h = (f – f)/s = 10°/3.6° = 2.8. Hence, P[20° £ f £ 40°] ≥ 0.87. That is, the probability is at least 0.87 that the f-strength parameter will be between 20˚ and 40˚. If the unknown probability distribution function is symmetrical with respect to its expected value and the expected value is also its maximum value (said to be unimodal), it can be shown [Freeman, 1963] that 4 P [ ( x – h s ) £ x £ ( x + h s ) ] £ 1 – --------2 9h



(16.14)



This is sometimes called Gauss’s inequality. Some numerical values are given in Table 16.2. Example 16.6 Repeat the previous example if it is assumed that the distribution of the f-value is symmetrical with its maximum at the mean value (f = 30°). Solution. For this case, Gauss’s inequality asserts
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TABLE 16.1



Representative Coefficients of Variation



Parameter



Coefficient of Variation, %



Source



Soil Porosity Specific gravity Water content Silty clay Clay Degree of saturation Unit weight Coefficient of permeability



10 2 20 13 10 3 (240 at 80% saturation to 90 at 100% saturation) 16 19



Compressibility factor Preconsolidation pressure Compression index Sandy clay Clay Standard penetration test Standard cone test Friction angle f Gravel Sand c, Strength parameter (cohesion)



Schultze [1972] Padilla and Vanmarcke [1974] Padilla and Vanmarcke [1974] Fredlund and Dahlman [1972] Fredlund and Dahlman [1972] Hammitt [1966] Nielsen et al. [1973] Padilla and Vanmarcke [1974] Padilla and Vanmarcke [1974]



26 30 26 37



Lumb [1966] Fredlund and Dahlman [1972] Schultze [1975] Schultze [1975]



7 12 40



Schultze [1972] Schultze [1972] Fredlund and Dahlman [1972]



Structural Loads, 50-Year Maximum Dead load Live load Snow load Wind load Earthquake load



10 25 26 37 >100



Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980]



Structural Resistance Structural steel Tension members, limit state, yielding Tension members, limit state, tensile strength Compact beam, uniform moment Beam, column Plate, girders, flexure Concrete members Flexure, reinforced concrete, grade 60 Flexure, reinforced concrete, grade 40 Flexure, cast-in-place beams Short columns



11 11 13 15 12



Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980]



11 14 8–9.5 12–16



Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980] Ellingwood et al. [1980]



Ice Thickness Flexural strength Crushing strength Flow velocity



17 20 13 33



Bercha [1978] Bercha [1978] Bercha [1978] Bercha [1978]



3 4 19 19



Borri et al. [1983] Borri et al. [1983] Borri et al. [1983] Borri et al. [1983]



18 18



Galambos et al. [1982] Galambos et al. [1982]



Wood Moisture Density Compressive strength Flexural strength Glue-laminated beams Live-load Snow load



© 2003 by CRC Press LLC



16-8



The Civil Engineering Handbook, Second Edition



h–sigma bounds one–sigma bound p(x)



x x−hs [x]



x−s [x]



x



x+s [x]



x+hs [x]



FIGURE 16.3 Range in h-sigma bounds. TABLE 16.2 Probabilities for Range of Expected Values ± h-Sigma Units



h



Chebyshev’s Inequality



Gauss’s Inequality



Exact Exponential Distribution



Exact Normal Distribution



Exact Uniform Distribution



½ 1 2 3 4



0 0 0.75 0.89 0.94



0 0.56 0.89 0.95 0.97



0.78 0.86 0.95 0.982 0.993



0.38 0.68 0.96 0.9973 0.999934



0.29 0.58 1.00 1.00 1.00



4 P [ 20∞ £ f £ 40∞ ] ≥ 1 – -----------------2 ≥ 0.94 9 ( 2.8 ) Recognizing symmetry we can also claim P [ f £ 20∞ ] = P [ f ≥ 40∞ ] = 0.03. Example 16.7 Find the general expression for the probabilities associated with h-sigma bounds for the exponential distribution, h ≥ 1. Solution. From Example 16.4, we have (with E [x] = 1/a, s [x] = 1/a) P[(x – hs) £ x £ (x + hs)] =



(h + 1) § a



Ú0



ae



– ax



dx = 1 – e



– (h + 1)



Some numerical values are given in Table 16.2. The normal distribution noted in this table will be developed subsequently. The results in Table 16.2 indicate that lacking information concerning a probability distribution beyond its first two moments, from a practical engineering point of view, it may be taken to range within 3-sigma – – bounds. That is, in Fig. 16.1(b), x(a) ª x – 3 s[x] and x(b) ª x + 3 s[x]. For a symmetrical distribution all moments of odd order about the mean (central moments) must be zero. Consequently, any odd-ordered moment may be used as a measure of the degree of skewness, or – 3 ] provides a measure of the asymmetry, of a probability distribution. The third central moment E [(x – x) peakedness (called kurtosis) of a distribution. As the units of the third central moment are the cube of the units of the variable, to provide an absolute measure of skewness, Pearson [1894, 1895] proposed that its value be divided by the standard deviation cubed to yield the dimensionless coefficient of skewness, 3



E [(x – x) ] b ( 1 ) = -------------------------3 (s [x]) © 2003 by CRC Press LLC



(16.15)



16-9



Accounting for Variability (Reliability)



p(x)



p(x) b (1) positive



b (1) negative



x



x



FIGURE 16.4 Coefficient of skewness.



If b(1) is positive, the long tail of the distribution is on the right side of the mean; if it is negative, the long tail is on the left side (see Fig. 16.4). Pearson also proposed the dimensionless coefficient of kurtosis as a measure of peakedness: 4



E [(x – x) ] b ( 2 ) = -------------------------4 (s[x])



(16.16)



In Fig. 16.5 are shown the regions occupied by a number of probability distribution types, as delineated by their coefficients of skewness and kurtosis. Examples of the various types are shown schematically.



Type I(U)



a Uniform: b(1) = 0 b(2) = 1.8



IU Lim



2



its



II



Type I(Ω)



a



I(Ω)



fp



sib le



(U



ha



ta



b



a



or bu t



ion



pe



d)



V



4



dis



tri



–s



I(J)



Be



VII



III



b



a



b



I(Ω)



ta Be



Lo



VI



gN



IV



I(U)



Be ta –s



I(J)



ha



I(Ω)



pe d)



VI 7



ta Be



III



VII Lo



V



Type VI



(J



V IV



a m m Ga



al



6



Type IV



I(J)



III



orm



VII



a



gN



8



orm



+∞



a



I(U)



b



b(2) 5



−∞



Type I(J)



Normal :b(1) = 0 b(2) = 3 o os



I(U) Be t



3



a



b



1



al



IV



IV



VI



V



+∞



III



9



Exponential V 0



1



2



b 2(1)



3



4



b(1) = 2 b(2) = 9



FIGURE 16.5 Space of probability distributions. (After Pearson, E. S. and Hartley, H. O. 1972. Biometrika Tables for Statisticians, Vol. II. Cambridge University Press, London.) © 2003 by CRC Press LLC
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a)



b)



7,000 s = 6,000 s [s] = 840



c)



5,000



7,000 s = 6,000 s [s] = 840



s = 6,000 s [s] = 840



FIGURE 16.6



16.3 Probability Distributions We note in Fig. 16.5 that the type IV distribution and the symmetrical type VII are unbounded (infinite) below and above. From the point of view of civil engineering applications this represents an extremely unlikely distribution. For example, all parameters or properties (see Table 16.1) are positive numbers (including zero). The type V (the lognormal distribution), type III (the gamma), and type VI distributions are unbounded above. Hence, their use would be confined to those variables with an extremely large range of possible values. Some examples are the coefficient of permeability, the state of stress at various points in a body, the distribution of annual rainfall, and traffic variations. The normal (Gaussian) distribution [ b(1) = 0, b(2) = 3], even though it occupies only a single point in the universe of possible distributions, is the most frequently used of probability models. Some associated properties were given in Table 16.2. The normal distribution is the well-known symmetrical bellshaped curve (see Fig. 16.6). Some tabular values are given in Table 16.3. The table is entered by forming the standardized variable z for the normal variate x as x–x z = ---------s[x]



(16.17)



Tabular values yield the probabilities associated with the shaded areas shown in the figure: area = y (z). Example 16.8 –



Assuming the strength s of concrete to be a normal variate with an expected value of s = 6000 psi and a coefficient of variation of 14%, find (a) P [6000 £ s £ 7000], (b) P [5000 £ s £ 6000], and (c) P [s ≥ 7000]. Solution. The standard deviation is s[s] = (0.14)(6000) = 840 psi. Hence (see Fig. 16.6), • z = |(7000 – 6000)/840| = 1.19, y (1.19) = 0.383. • By symmetry, P[5000 £ s £ 6000] = 0.383. • P[s ≥ 7000] = 0.500 – 0.383 = 0.117. As might be expected from its name, the lognormal distribution (type V) is related to the normal distribution. If x is a normal variate and x = ln y or y = exp (x) then y is said to have a lognormal distribution. It is seen that the distribution has a minimum value of zero and is unbounded above. The probabilities associated with lognormal variates can be obtained very easily from those of mathematically corresponding normal variates (see Table 16.3). If E(y) and V(y) are the expected value and coefficient of variation of a lognormal variate, the corresponding normal variate x will have the expected value and standard deviation [Benjamin and Cornell, 1970]: (s [ x ] ) = ln { 1 + [ V ( y ) ] }



(16.18a)



E [ x ] = ln E ( y ) – ( s [ x ] ) § 2



(16.18b)



2



2



2
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TABLE 16.3



Standard Normal Probability –1/2 2 exp – z for z > 2.2, y(z)  1 – 1 (2p) 2 2 2



[ ]



p ( z) z=



x -x s [x ]



Area = y (z)



z



z



z



0



0



1



2



3



4



5



6



7



8



9



.1 .2 .3 .4



0 .039828 .079260 .117911 .155422



.003969 .043795 .083166 .121720 .159097



.007978 .047758 .087064 .125516 .162757



.011966 .051717 .090954 .129300 .166402



.015953 .055670 .094835 .133072 .170031



.019939 .059618 .098706 .136831 .173645



.023922 .063559 .102568 .140576 .177242



.027903 .067495 .106420 .144309 .180822



.031881 .071424 .110251 .148027 .184386



.035856 .075345 .114092 .151732 .187933



.5 .6 .7 .8 .9



.191462 .225747 .258036 .288145 .315940



.194974 .229069 .261148 .291030 .318589



.198466 .232371 .264238 .293892 .321214



.201944 .235653 .267305 .296731 .323814



.205401 .238914 .270350 .299546 .326391



.208840 .242154 .273373 .302337 .328944



.212260 .245373 .276373 .305105 .331472



.215661 .248571 .279350 .307850 .333977



.219043 .251748 .282305 .310570 .336457



.222405 .254903 .285236 .313267 .338913



1.0 1.1 1.2 1.3 1.4



.341345 .364334 .384930 .403200 .419243



.343752 .366500 .386861 .404902 .420730



.346136 .368643 .388768 .406582 .422196



.348495 .370762 .390651 .408241 .423641



.350830 .372857 .392512 .409877 .425066



.353141 .374928 .394350 .411492 .426471



.355428 .376976 .396165 .413085 .427855



.357690 .379000 .397958 .414657 .429219



.359929 .381000 .399727 .416207 .430563



.362143 .382977 .401475 .417736 .431888



1.5 1.6 1.7 1.8 1.9



.433193 .445201 .455435 .464070 .471283



.434476 .446301 .456367 .464852 .471933



.435745 .447384 .457284 .465620 .472571



.436992 .448449 .458185 .466375 .473197



.438220 .449497 .459070 .467116 .473610



.439429 .450529 .459941 .467843 .474412



.440620 .451543 .460796 .468557 .475002



.441792 .452540 .461636 .469258 .475581



.442947 .453521 .462462 .469946 .476148



.444083 .454486 .463273 .470621 .476705



2.0 2.1 2.2 2.3 2.4



.477250 .482136 .486097 .489276 .491802



.477784 .482571 .486447 .489556 .492024



.478308 .482997 .486791 .489830 .492240



.478822 .483414 .487126 .490097 .492451



.479325 .483823 .487455 .490358 .492656



.479818 .484222 .487776 .490613 .492857



.480301 .484614 .488089 .490863 .493053



.480774 .484997 .488396 .491106 .493244



.481237 .485371 .488696 .491344 .493431



.481691 .485738 .488989 .491576 .493613



2.5 2.6 2.7 2.8 2.9



.493790 .495339 .496533 .497445 .498134



.493963 .495473 .496636 .497523 .498193



.494132 .495604 .496736 .497599 .498250



.494297 .495731 .496833 .497673 .498305



.494457 .495855 .496928 .497744 .498359



.494614 .495975 .497020 .497814 .498411



.494766 .496093 .497110 .497882 .498462



.494915 .496207 .497197 .497948 .498511



.495060 .496319 .497282 .498012 .498559



.495201 .496427 .497365 .498074 .498605



3.0 3.1 3.2 3.3 3.4



.498650 .499032 .499313 .499517 .499663



.498694 .499065 .499336 .499534 .499675



.498736 .499096 .499359 .499550 .499687



.498777 .499126 .499381 .499566 .499698



.498817 .499155 .499402 .499581 .499709



.498856 .499184 .499423 .499596 .499720



.498893 .499211 .499443 .499610 .499730



.498930 .499238 .499462 .499624 .499740



.498965 .499264 .499481 .499638 .499749



.498999 .499289 .499499 .499651 .499758



3.5 3.6 3.7 3.8 3.9



.499767 .499841 .499892 .499928 .499952



.499776 .499847 .499896 .499931 .499954



.499784 .499853 .499900 .499933 .499956



.499792 .499858 .499904 .499936 .499958



.499800 .499864 .499908 .499938 .499959



.499807 .499869 .499912 .499941 .499961



.499815 .499874 .499915 .499943 .499963



.499822 .499879 .499918 .499946 .499964



.499828 .499883 .499922 .499948 .499966



.499835 .499888 .499925 .499950 .499967



0
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Example 16.9 A live load of 20 kips is assumed to act on a footing. If the loading is assumed to be lognormally distributed, estimate the probability that a loading of 40 kips will be exceeded. Solution. From Table 16.1 we have that the coefficient of variation for a live load, L, can be estimated as 25%; hence, from Eqs. (16.18) we have for the corresponding normal variate, x,



s [x] =



ln [ 1 + ( 0.25 ) ] = 0.25



(16.19a)



E [ x ] = ln 20 – ( 0.25 ) § 2 = 2.96



(16.19b)



2



and 2



As x = ln L, the value of the normal variate x equivalent to 40 K is ln 40 = 3.69. We seek the equivalent normal probability P[3.69 £ x]. The standardized normal variate is z = (3.69 – 2.96)/0.25 = 2.92. Hence, using Table 16.3, P [ 40 £ L ] = 0.50 – y ( 2.92 ) = 0.500 – 0.498 = 0.002



(16.20)



As was noted with respect to Fig. 16.5 many and diverse distributions (as well as the normal, lognormal, uniform, and exponential) can be obtained from the very versatile beta distribution. The beta distribution is treated in great detail by Harr [1977, 1987]. The latter reference also contains FORTRAN programs for beta probability distributions. Additional discussion is given below following Example 16.11.



16.4 Point Estimate Method — One Random Variable Various probabilistic methods have been devely = p(x) oped that yield measures of the distribution of functions of random variables [Harr, 1987]. The simple and very versatile procedure called the point estimate method (PEM) is advocated by this p(x) writer and will be developed in some detail. This method, first presented by Rosenblueth [1975] and later extended by him in 1981, has since seen considerable use and expansion by this writer and x(−) x(+) his coauthors (see references). The methodology is presented in considerable detail in Harr [1987]. p(−) p(+) Consider y = p (x) to be the probability distribution of the random variable x. With analogy to FIGURE 16.7 Point estimate approximations. Fig. 16.1, we replace the load on the beam by two reactions, p (–) and p (+), acting at x (–) and x (+), as shown in Fig. 16.7. Pleading symmetry, probabilistic arguments produce for a random variable x:



x



p ( + ) = p ( – ) = 1--



(16.21a)



x(+) = x + s[x]



(16.21b)



x(–) = x – s[x]



(16.21c)



2



With the distribution p (x) approximated by the point estimates p (–) and p (+), the moments of y = p (x) are © 2003 by CRC Press LLC
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E [ y ] = y = p ( – )y ( – ) + p ( + )y ( + )



(16.22a)



E [ y ] = p ( – )y ( – ) + p ( + )y ( + )



(16.22b)



2



2



2



where y (–) and y (+) are the values of the function p (x) at x (–) and x (+), respectively. These reduce to the simpler expressions y(+) + y(–) y = ---------------------------2



(16.23a)



y(+) – y(–) s [ y ] = ---------------------------2



(16.23b)



Example 16.10 Estimate the expected value and the coefficient of variation for the well-known coefficient of active earth – pressure KA = tan2(45 – f /2), if f = 30. Solution. With the standard deviation of the f-parameter not given, we again return to Table 16.1, V(f) = 12%, and s[f] = 3.6˚. Hence, f(+) = 33.6˚, f(–) = 26.4˚. Hence, KA(+) = 0.29, KA(–) = 0.38, and — Eqs. (16.23) produce KA = 0.34, s [KA] = 0.05; hence, V(KA) = 13%.



16.5 Regression and Correlation Thus far, only one-dimensional (univariate) random variables have been considered. More generally, concern is directed toward multivariate formulations, wherein there are two or more random variables. As an example, consider the flexure formula s = Mc§ I where s is the stress at the extreme fiber at a distance c from the neutral axis acted on by a bending moment M for a beam in which I is the moment of inertia of the section. If the parameters M, c, and I are random variables (possess uncertainty), what can be said about the unit stress s? Needless to say, granted the probability distribution function of the stress, statements could be made with respect to the reliability of the beam relative to, say, a maximum allowable stress sˆ; for example, Reliability = P [ s £ sˆ ] We first study the functional relationship between random variables called regression analysis. It is regression analysis that provides the grist of being able to predict the value of one variable from that of another or of others. The measure of the degree of correspondence within the developed relationship belongs to correlation analysis. Let us suppose we have N pairs of data [x (1), y (1)], …, [x (N), y (N )] for which we postulate the linear relationship y = Mx + B



(16.24)



where M and B are constants. Of the procedures available to estimate these constants (including best fit by eye), the most often used is the method of least squares. This method is predicated on minimizing the sum of the squares of the distances between the data points and the corresponding points on a straight line. That is, M and B are chosen so that S ( y – Mx – B ) = Minimum 2
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This requirement is met by the expressions N Sxy – Sx Sy M = ---------------------------------2 2 N Sx – ( Sx )



(16.25a)



Sx Sy – SxSxy B = ------------------------------------2 2 NSx – ( Sx )



(16.25b)



2



It should be emphasized that a straight line fit was assumed. The reasonableness of this assumption is provided by the correlation coefficient r, defined as cov [ x, y ] r = -----------------------s [x]s [y]



(16.26)



where s[x] and s[y] are the respective standard deviations and cov[x, y] is their covariance. The covariance is defined as 1 N cov [ x, y ] = ---- Â [ x ( i ) – x ] [ y ( i ) – y ] Ni=1



(16.27)



With analogy to statics the covariance corresponds to the product of inertia. In concept, the correlation coefficient is a measure of the tendency for two variables to vary together. This measure may be zero, negative, or positive; wherein the variables are said to be uncorrelated, negatively correlated, or positively correlated. The variance is a special case of the covariance as cov [ x, x ] = n [ x ]



(16.28)



Application of their definitions produces [Ditlevsen, 1981] the following identities (a, b, and c are constants): E [ a + bx + cy ] = a + bE [ x ] + cE [ y ]



(16.29a)



n [ a + bx + cy ] = b n [ x ] + c n [ y ] + 2bc cov [ x, y ]



(16.29b)



2



2



cov [ x, y ] £ s [ x ] s [ y ]



(16.29c)



n [ a + bx + cy ] = b n [ x ] + c n [ y ] + 2bc s [ x ] s [ y ] r 2



2



(16.29d)



Equation (16.29c) demonstrates that the correlation coefficient, Eq. (16.26), must satisfy the condition –1 £ r £ + 1



(16.30)



If there is perfect correlation between variables in the same direction, r = +1. If there is perfect correlation in opposite directions (one variable increases as the other decreases), r = –1. If some scatter exists, –1 < r < +1, with r = 0 if there is no correlation. Some examples are shown in Fig. 16.8.



16.6 Point Estimate Method — Several Random Variables Rosenblueth [1975] generalized the methodology for any number of correlated variables. For example, for a function of three random variables — say, y = y[x (1), x (2), x (3)] — where r(i, j) is the correlation coefficient between variables x(i) and x( j),
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y



y



r = −1.0 x



y



r = 0.80



y



x



r=0



x



r=0



x



FIGURE 16.8 Example of scatter and correlation coefficients.



E [ y ] = p ( + + + )y ( + + + ) + p ( + + – )y ( + + – ) + L + p ( – – – )y ( – – – )



(16.31a)



y ( ± ± ±) = y [ x ( 1 ) ± s [ x1 ], x ( 2 ) ± s [ x2 ], x ( 3 ) ± s [ x3 ] ]



(16.31b)



N



N



N



N



where



1 p ( + + + ) = p ( – – – ) = ----3 [ 1 + r ( 1, 2 ) + r ( 2, 3 ) + r ( 3, 1 ) ] 2 1 p ( + + – ) = p ( – – + ) = ----3 [ 1 + r ( 1, 2 ) – r ( 2, 3 ) – r ( 3, 1 ) ] 2 1 p ( + – + ) = p ( – + – ) = ----3 [ 1 – r ( 1, 2 ) – r ( 2, 3 ) + r ( 3, 1 ) ] 2 1 p ( + – – ) = p ( – + + ) = ----3 [ 1 – r ( 1, 2 ) + r ( 2, 3 ) – r ( 3, 1 ) ] 2



(16.31c)



where s[xi] is the standard deviation of x (i). The sign of r(i, j) is determined by the multiplication rule of i and j; that is, if the sign of i = (–), and of j = (+), then (i)( j) = (–)(+) = (–). Equation (16.31a) has 23 = 8 terms, all permutations of the three + s and – s. In general for M variables there are 2M terms and M(M – 1)/2 correlation coefficients, the number of combinations of M objects taken two at a time. The coefficient on the right-hand side of Eqs. (16.31c), in general, is (1/2)M. Example 16.11 The recommendation of the American Concrete Institute [Galambos et al., 1982] for the design of reinforced concrete structures is (in simplified form) R ≥ 1.6D + 1.9L —



where R is the strength of the element, D is the dead load, and L is the lifetime live load. (a) If D = 10, – L = 8, V(D) = 10%, V(L) = 25%, and r(D, L) = 0.75, find the expected value and standard deviation of R for the case R = 1.6D + 1.9L. (b) If the results in part (a) generate a normal variate and the maximum strength of the element R is estimated to be 40, estimate the implied probability of failure. Solution. The solution is developed in Fig. 16.9. Generalizations of the PEM to more than three random variables are given by Harr [1987]. The PEM procedure yields the first two moments of the dependent random functions under consideration. Functional distributions must then be obtained and statements must be made concerning the probabilities of events. Inherent in the assumption of the form of a particular distribution is the imposition of the limits or range of its applicability. For example, for the normal it is required that the variable range from – • to + •; the range of the lognormal and the exponential is 0 to + •. Such assignments may not be critical if knowledge of distributions is desired in the vicinity of their expected values and their coefficients © 2003 by CRC Press LLC
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a) R =1.6D +1.9L



Variable, x



x



σ[x]



D



10



1



11



9



L



8



2



10



6



x(+) x(–)



r(D,L)=+0.75 R(++): R(+ –): R(– +): R(– –):



R(ij) 36.6 29.0 33.4 25.8



R(ij)2 1340 841 1116 666 – E[R]=R =ΣR(ij)p(ij) =0.44(36.6+25.8)+0.06(29.0+33.4) =31.20



1 p(++)= _ (1+r)=0.44 4 1 _ p(+–)= (1–r)=0.06 4 1 _ p(–+)= (1–r)=0.06 4 _ (1+r)=0.44 p(––)= 1 4



E[R2]=ΣR(ij)2p(ij) =0.44(1340+666)+0.06(841+1116) =1000.06



u[R]=E[R2] – (E[R])2 =1000.06 – (31.20)2 =26.62 s[R]=5.16; V(R)=16.5% – – From Eq. (15.29a), the exact solution for E[R]=1.6 D +1.9L=31.20 2 Eq. (15.29d), the exact solution for n [R]=(1.6) n [D]+(1.9)2n [L] +2(1.6)(1.9)(1)(2)(0.75)=26.12 Of course, for this example the exact solution is easier to obtain. This is not generally the case.



1 1 b) Pf =P[R ≥ 40]= _ − y 40–31.20 = _ − y [1.71]=0.044 (Table 3) 5.16 2 2 The exact solution is 0.043



FIGURE 16.9 Solution to Example 16.11.



of variation are not excessive (say, less than 25%). On the other hand, estimates of reliability (and of the probability of failure) are vested in the tails of distributions. It is in such characterizations that the beta distribution is of great value. If the limits are known, zero is often an option, and probabilistic statements can readily be obtained. In the event that limits are not defined, the specification of a range of the mean plus or minus three standard deviations would generally place the generated beta distribution well within the accuracy required by most geotechnical engineering applications (see Table 16.2).



16.7 Reliability Analysis Capacity–Demand The adequacy of a proposed design in geotechnical engineering is generally determined by comparing the estimated resistance of the system to that of the imposed loading. The resistance is the capacity C (or strength) and the loading is the induced demand D imposed on the structure. In the present writing, because of its greater generality, we shall use a capacity– demand concept. Some common examples are the bearing capacity of a soil and the column loads, allowable and computed maximum stresses, traffic
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Probability a)



1.0



~ FS= C ~ D



~ D



b) pc(C),pD(D)



~ C



C,D



Demand Distribution, D Capacity Distribution, C



Dmin c)



ps (S)



– Cmin D



Dmax – C



C,D Cmax



β s [S]



_0] p(f)=P[S< S=C–D 0



– S



FIGURE 16.10 (a) Conventional factor of safety, (b) capacity–demand model, (c) safety margin.



capacity and anticipated traffic flow on a highway, culvert sizes and the quantity of water to be accommodated, and structural capacity and earthquake loads. Conventionally, the designer forms the well-known factor of safety as the ratio of the single-valued — — nominal values of capacity C and demand D [Ellingwood et al., 1980], depicted in Fig. 16.10(a), C FS = ---D



(16.32)



For example, if the allowable load is 400 tons per square foot and the maximum calculated load is 250 tons per square foot, the conventional factor of safety would be 1.6. The design is considered satisfactory if the calculated factor of safety is greater than a prescribed minimum value learned from experience with such designs. Thus, in concept, in the above example, if a factor of safety of 1.6 was considered intolerable, the system would be redesigned to decrease the maximum induced load. In general, the demand function will be the resultant of the many uncertain components of the system under consideration (vehicle loadings, wind loadings, earthquake accelerations, location of the water table, temperatures, quantities of flow, runoff, and stress history, to name only a few). Similarly, the capacity function will depend on the variability of material parameters, testing errors, construction procedures and inspection supervision, ambient conditions, and so on. A schematic representation of the capacity and demand functions as probability distributions is shown in Fig. 16.10(b). If the maximum demand (Dmax) exceeds the minimum capacity (Cmin), the distributions overlap (shown shaded), and there is a nonzero probability of failure. The difference between the capacity and demand functions is called the safety margin (S); that is, S = C–D
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Obviously, the safety margin is itself a random variable, as shown in Fig. 16.10(c). Failure is associated with that portion of its probability distribution wherein it becomes negative (shown shaded); that is, that portion wherein S = C – D £ 0. As the shaded area is the probability of failure p(f ), we have p( f ) = P[(C – D) £ 0] = P[S £ 0]



(16.34)



Reliability Index The number of standard deviations that the mean value of the safety margin is beyond S = 0, Fig. 16.10(c), is called the reliability index, b; that is, S b = ---------s[S]



(16.35a)



The reliability index is seen (compare also with h-sigma bounds in Table 16.2) to be the reciprocal of the coefficient of variation of the safety margin, or 1 b = -----------V (S )



(16.35b)



Example 16.12 Obtain a general expression for the reliability index in terms of the first two moments of the capacity and the demand functions. Solution. From Eq. (16.29a) we have E [ S ] = E [ C ] – E [ D ] = C – D . Equation (16.29c) produces s 2[S] = s 2[C] + s 2[D] – 2rs[C]s[D]. Hence, C–D b = ------------------------------------------------------------------------------2 2 s [ C ] + s [ D ] – 2 rs [ C ] s [ D ]



(16.36)



It is seen that b is a maximum for a perfect positive correlation and a minimum for a perfect negative correlation. It can be shown that the sum of difference of two normal variates is also a normal variate [Haugen, 1968]. Hence, if it is assumed that the capacity and demand functions are normal variates, it follows directly from Example 16.12 that p ( f ) = 1-- – y [ b ] 2



(16.37)



where y[b ] is standard normal probability as given in Table 16.3.



16.8 Recommended Procedure We list at this point some desirable attributes of a reliability-based design procedure: 1. It should account for the pertinent capacity and demand factors, their components, and their interactions. 2. It should produce outputs that can be related to the expected performance during the design life of the system under consideration. 3. It should employ as input into formulations quantities, parameters, or material characterizations that can be ascertained within the present state of the art.
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4. It should not disregard indices currently considered to be pertinent, such as factor of safety or reliability index. It should serve to supplement this knowledge and reduce uncertainty. 5. Ideally, mathematical computations should be reduced to a minimum. All of the above can be accommodated by an extension of the point estimate method. The recommended procedure is as follows, where applicable: 1. Using PEM, or an equally valid probabilistic formulation, obtain the expected values and standard deviations of the capacity and demand functions: E [C], E [D], s [C], s [D]. 2. Calculate the expected value and standard deviation of the safety margin, E [S], s [S]. 3. Fit a beta distribution (and normal distribution, as a check) to the safety margin, using appropriate upper and lower bounds. If unknown, take them as E [S] ± 3s [S]; see Table 16.2. 4. Obtain the probability of failure, p ( f ) = P [S £ 0], the reliability, central factor of safety, and reliability index, as appropriate. Example 16.13 The ultimate bearing capacity Q per unit length of a long footing of width B founded at a depth D below the ground surface, Fig. 16.11(a), is



gB Q = --------N g + g DBN q + cBN c 2 2



where g is the unit weight of the soil, c is the c-parameter of strength (sometimes called the cohesion). The dimensionless factors Ng , Nq , and Nc , called bearing capacity factors, are functions of the friction angle f as given by the tabulated values in Fig. 16.11(b). a)



4′



8′



b) Bearing capacity factors f 0 5 10 15 20 25 30 35 40 42.5 45 50



FIGURE 16.11 Example 16.13.
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Ng



Nq



Nc



0.00 1.00 5.14 0.45 1.57 6.49 1.22 2.47 8.34 2.65 3.94 10.98 5.39 6.40 14.83 10.88 10.66 20.72 22.40 18.40 30.14 48.83 33.30 46.12 109.41 64.20 75.31 170.25 91.90 99.20 271.75 133.87 134.87 762.86 319.06 266.88
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(a) A very long footing 8 ft wide is founded at a depth of 4 ft in a soil with the parameters



Parameter, x



Expected Value



Standard Deviation



x(+)



x(–)



g f c



110 lb/ft3 35˚ 200 lb/ft2



0 5˚ 80 lb/ft2



110 40 280



110 30 120



The correlation coefficient r (f, c) = – 0.50. Estimate the expected value and standard deviation of the bearing capacity. (b) If a central factor of safety (CFS) of 4 is required and it is assumed that V(D) = 50%, estimate the probability of failure. Solution. (a) Forming the required values, as the bearing capacity factors are functions of f only. From Fig. 16.11(b), Ng (+) = 109.41 Nq (+) = 64.20 Nc (+) = 75.31



Ng (–) = 22.40 Nq (–) = 18.40 Nc (–) = 30.14



Forming the respective values, Q(f, c) in tons, Q (i, j)



Q 2 (i, j)



Q(+ +): 389.9 Q(+ –): 341.7 Q(– +): 105.6 Q(– –): 86.3



152,020 116,758 11,144 7,444



and p ( + + ) = p ( – – ) = 1-- ( 1 + r ) = 1-4



8



p ( + – ) = p ( – + ) = 1-- ( 1 – r ) = 3-4



8



and E [ Q ] = Q = SQ ( ij )p ( ij ) = 227.3 tons/ft E [ Q ] = SQ ( ij )p ( ij ) = 67, 896 2



2



n [ Q ] = E [ Q ] – ( E [ Q ] ) = 16,231 2



2



and



s [ Q ] = 127.40 tons, —



V ( Q ) = 56%



(b) For a CFS = 4, D = 56.8. As V(D) = 50%, s [D] = 28.4. Forming the characteristics of the safety — — margin, with r(Q, D) = +3/4, we have E[S] = C – D = 170.50, s [S] = 143.72, Smin = –152.75, Smax = 493.75, b = 170.50/107.75 = 1.58.
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If S is taken at a beta variate



p(f ) = 0.059



If S is taken to be normal



p(f ) = 0.057



Defining Terms Capacity — The ability to resist an induced demand; resistance or strength of entity. Correlation coefficient — Measure of the compliance between two variables. Demand — Applied loading or energy. Expected value, expectation — Weighted measure of central tendency of a distribution. Probability — Quantitative measure of a state of knowledge. Random variable — An entity whose measure cannot be predicted with certainty. Regression — Means of obtaining a functional relationship among variables. Reliability — Probability of an entity (or system) performing its required function adequately for a specified period of time under stated conditions. Standard deviation — Square root of variance. Variance — Measure of scatter of variable.



References Benjamin, J. R., and Cornell, C. A. 1970. Probability, Statistics, and Decision for Civil Engineers. McGrawHill, New York. Bercha, F. G. 1978. Application of probabilistic methods in ice mechanics. Preprint 3418, ASCE. Borri, A., Ceccotti, A., and Spinelli, P. 1983. Statistical analysis of the influence of timber defects on the static behavior of glue laminated beams, Vol. 1. In 4th Int. Conf. Appl. Stat. Prob. Soil Struct. Eng. Florence, Italy. Ditlevsen, O. 1981. Uncertainty Modeling. McGraw-Hill, New York. Ellingwood, B., Galambos, T. V., MacGregor, J. G., and Cornell, C. A. 1980. Development of a probability based load criterion for American National Standard A58. Nat. Bur. Stand. Spec. Publ. 577, Washington, D.C. Fredlund, D. G., and Dahlman, A. E. 1972. Statistical Geotechnical Properties of Glacial Lake Edmonton Sediments. In Statistics and Probability in Civil Engineering. Hong Kong University Press (Hong Kong International Conference), ed. P. Lumb, distributed by Oxford University Press, London. Freeman, H. 1963. Introduction to Statistical Inference. John Wiley & Sons, New York. Galambos, T. V., Ellingwood, B., MacGregor, J. G., and Cornell, C. A. 1982. Probability based load criteria: Assessment of current design practice. J. Struct. Div., ASCE. 108(ST5). Grivas, D. A., and Harr, M. E. 1977. Reliability with respect to bearing capacity failures of structures on ground. 9th Int. Conf. Soil Mech. Found. Eng. Tokyo, Japan. Grivas, D., and Harr, M. E. 1979. A reliability approach to the design of soil slopes. 7th Eur. Conf. on S.M.A.F.E., Brighton, England. Hammitt, G. M. 1966. Statistical analysis of data from a comparative laboratory test program sponsored by ACIL, United States Army Engineering Waterways Experiment Station, Corps of Engineers, Miscellaneous Paper No.4-785. Harr, M. E. 1976. Fundamentals of probability theory. Transp. Res. Rec. 575. Harr, M. E. 1977. Mechanics of Particulate Media: A probabilistic Approach. McGraw-Hill, New York. Harr, M. E. 1987. Reliability-Based Design in Civil Engineering. McGraw-Hill, New York. Haugen, E. B. 1968. Probabilistic Approaches to Design. John Wiley & Sons, New York. Lipshutz, S. 1965. Schaum’s Outline of Theory and Problems of Probability. McGraw-Hill, New York. Lumb, P. 1972. Precision and Accuracy of Soils Tests. In Statistics and Probability in Civil Engineering. Hong Kong University Press (Hong Kong International Conference), ed. P. Lumb, distributed by Oxford University Press, London.



© 2003 by CRC Press LLC



16-22



The Civil Engineering Handbook, Second Edition



Lumb, P. 1974. Application of Statistics in Soil Mechanics. In Soil Mechanics — New Horizons, ed. I. K. Lee. American Elsevier, New York. Padilla, J. D., and Vanmarcke, E. H. 1974. Settlement of structures on shallow foundations: A Probabilistic analysis. Research Report R74-9, M.I.T. Pearson, E. S., and Hartley, H. O. 1972. Biometrika Tables for Statisticians, Vol. II. Cambridge University Press, London. Pearson, K. 1894, 1895. Skew Variations in Homogeneous Material, Contributions to the Mathematical Theory of Evolution. Philos. Trans. R. Soc. Vol. 185 and Vol. 186. Rosenblueth, E. 1975. Point estimates for probability moments. Proc. Natl. Acad. Sci., USA. 72(10). Rosenblueth, E. 1981. Two-point estimates in probabilities. Appl. Math. Modeling. Vol. 5. Schultze, E. 1972. Frequency Distributions and Correlations of Soil Properties. In Statistics and Probability in Civil Engineering. Hong Kong University Press (Hong Kong International Conference), ed. P. Lumb, distributed by Oxford University Press, London.



Further Information Ang, A.H.-S., and Tang, W. H. 1975. Probability Concepts in Engineering Planning and Design, Vol. I — Basic Principles. John Wiley & Sons, New York. Guymon, G. L., Harr, M. E., Berg, R. L., and Hromadka, T. V. 1981. A probabilistic-deterministic analysis of one-dimensional ice segregation in a freezing soil column. Cold Reg. Sci. Tech. 5: 127–140. Hahn, G. J., and Shapiro, S. S. 1967. Statistical Models in Engineering. John Wiley & Sons, New York. Jayne, E. T. 1978. Where Do We Stand on Maximum Entropy? In The Maximum Entropy Formalism, eds. R. D. Levine and M. Tribus. MIT Press, Cambridge, MA. Tribus, M. 1969. Rational Descriptions, Decisions and Designs. Pergamon Press, New York. Whitman, R. Y. 1984. Evaluating calculated risk in geotechnical engineering. J. Geotech. Eng., ASCE. 110(2).



© 2003 by CRC Press LLC



























des documents recommandant













Structural Reliability - Description 

the American Concrete Institute [ACI], the American Association of State ... When we talk about the reliability of a structure (or member or system), we are ...










 








reliability - eufanet 

stress in Si which changes device performance. Transistor performance in TSV- proximity Î¼-raman. XRD (Synchrotron). Bowing. Thermal stability of. TSV.










 








reliability - eufanet 

Gerald Beyer. â€“ Ingrid De Wolf. â€“ Ivan Ciofi. â€“ Joke De Messemaeker. â€“ Kris Vanstreels. â€“ Michele Stucchi. â€“ Myriam Van De Peer. â€“ Olalla Varela Pedreira.










 








Reliability Report: 

Metal: Al / 0.5% Cu / 0.8% Si. Passivation: Summary Data with Chi-Square Distribution Assumed. Stress Ambient Temperature and Voltage to. Field Ambient ...
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Oct 13, 2008 - Vietnam National University, Hanoi. Hoa. ... Computer Security & Reliability. 2 ... Develop strategies for virus detection and protection. â–« Develop ...
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CitronensÃ¤ure; Aroma. Ingredients: dextrose (89%), maltodextrin, anti- caking agent: magnesium salts of fatty acids; acid: citric acid; flavouring. 1570 kJ. 369 kcal.










 








DESCRIPTION 

PATE A POLIR LUXORÂ® GRISE, POLISSAGE SUR OR GRIS, PLATINE OU ARGENT. Pain cylindrique de 110 grammes avec gaine de protection plastique. FABRICATION 100% FRANCAISE. Description de la pÃ¢te Ã  polir LUXORÂ® grise. La pÃ¢te Ã  polir LUXORÂ® grise a Ã©
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mÃ©taux : mÃ©taux prÃ©cieux (Or, argent, platine...), mÃ©taux cuivreux (Bronze, laiton, cuivre, ... Utilisation recommandÃ©e avec disques coton techniques de type : â†’. Disque MERARD TPB. â†’. Disque ... PÃ¢te LUXORÂ® jaune â€“ pÃ¢te de super finiti
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as an accumulator. ... ing service items: ... System that is U.L.-listed and is certified to meet the requirements of SAE J2210 to service R-134a air conditioning.
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September 2003 on genetically modified food and feed concerning the traceability and labelling of ... Holzmattenstrasse 22, D- 79336 Herbolzheim, Germany.
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mit Orangen-, Passionsfrucht-, Zitronen-,. Kirsch-, Ananas- und Himbeergeschmack flavoured with orange, passion fruit, lemon, cherry, pineapple and raspberry.
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Orangen- und Beeren Geschmack greenish-yellow, orange and red coloured hardboiled candies made of isomalt and maltitol syrup with lime, orange and berry.
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September 2003 on genetically modified food and feed concerning the traceability and labelling of genetically modified organisms and the traceability.










 














×
Report Reliability - Description





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



