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Hands Up: Attentional Prioritization of Space Near the Hand Catherine L. Reed, Jefferson D. Grubb, and Cleophus Steele University of Denver This study explored whether hand location affected spatial attention. The authors used a visual covertorienting paradigm to examine whether spatial attention mechanisms—location prioritization and shifting attention—were supported by bimodal, hand-centered representations of space. Placing 1 hand next to a target location, participants detected visual targets following highly predictive visual cues. There was no a priori reason for the hand to influence task performance unless hand presence influenced attention. Results showed that target detection near the hand was facilitated relative to detection away from the hand, regardless of cue validity. Similar facilitation was found with only proprioceptive or visual hand location information but not with arbitrary visual anchors or distant targets. Hand presence affected attentional prioritization of space, not the shifting of attention. Keywords: attention, bimodal neurons, multisensory integration, peripersonal space, embodied cognition



ing distance. These results suggest that space at different functional distances is represented by at least partially separate neural systems. Graziano and Gross (1994, 1995, 1995; Graziano, Yap, & Gross, 1994) have proposed that combined visual and tactile representations are based on the body part that is closest to the stimulus and that these representations aid in object manipulation. In macaques, the putamen, ventral intraparietal area (VIP), area 7b, and inferior area 6 have neurons that respond to both sensory and motor activity. These areas may be best described as sensory– motor interfaces that encode the location of sensory stimuli and generate the motor responses to those stimuli. Actions controlled by these areas include movement of the head and movement of the arm directed toward and away from the body. Sensory inputs in these areas serve to select a location on the body or in peripersonal space and to recruit neurons that control movement related to that stimulus location. Similarly, bimodal visuotactile neurons are distinguished by their characteristic response properties in peripersonal space (Fogassi et al., 1992, 1996; Gentilucci et al., 1988; Graziano & Gross, 1993; Graziano et al., 1994; Iriki, Tanaka, & Iwamura, 1996; Iriki, Tanaka, Obayashi, & Iwamura, 2001; Obayashi, Tanaka, & Iriki, 2000; Rizzolatti, Scandolara, Matelli, & Gentilucci, 1981; see Graziano & Gross, 1998, for a review). First, specific populations of bimodal visuotactile neurons respond to both tactile stimulation on the hand and visual stimulation near the hand. In other words, the discharge frequency of the bimodal neurons is no different when visual stimuli are presented very close to the tactile receptive fields or when tactile stimuli are presented within the tactile receptive fields. Second, the response of these bimodal, visuotactile neurons is largely limited to visual stimuli presented in space immediately surrounding a particular body part. The neuron population we are interested in responds differentially to visual stimuli presented near the hand. Third, some bimodal neuron populations encode space on the basis of hand-centered coordinate systems. Unlike other cells that respond to visual stimuli, the visual receptive fields of these neurons are not stationary but instead move with the hand. In other words, if the hand is moved, many of these neurons will



In this study we investigate whether hand location directs attention to specific regions of peripersonal space (i.e., space near the body). To the human, the importance of objects in peripersonal space is that you can grasp them—and they can grasp you! They are candidates for action or potential vehicles for performing important functions. As a result, the presence of the hand near an object changes the functional implications of the object and, potentially, the need to attend to that object. If objects close to hand are represented differently from objects away from the hand, then this difference in representation could affect attention to these locations in the environment. The purpose of this article is to explore some functional consequences of bimodal, hand-centered representations in intact humans. In particular, we investigate whether spatial attention is influenced by these bimodal representations of space near the hand. Using a covert-orienting paradigm (e.g., Posner, Walker, Friedrich, & Rafal, 1987), we examine whether hand location affects two spatial attention mechanisms: the prioritization of space, and the shifting of attention. In the brain, peripersonal space is represented differently from space away from the body. In addition, space near the hand is represented differently from other regions of space (e.g., Graziano & Gross, 1993, 1994, 1995; La´davas, Pellegrino, Farne´, & Zeloni, 1998; La´davas, Zeloni, & Farne´, 1998). Researchers have used physiological recordings from nonhuman primates to explore these differences. Rizzolatti, Gentilucci, and Matelli (1985) found that macaques with unilateral lesions to the frontal eye field failed to attend to stimuli presented in contralesional space beyond their reaching distance. In contrast, macaques with unilateral lesions to the parietal lobe failed to attend to stimuli presented within reach-
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not respond to a visual stimulus in the same retinotopic position but will respond to a visual stimulus presented near the hand’s new location. Thus, these neurons are said to represent the position of stimuli relative to the hand. In other words, they represent an object’s position in hand-centered coordinates, not in retinal- or head-centered coordinates. The response patterns of such neurons suggest that the strength of a given body-part-centered representation of an object may be influenced by the likelihood that the body part will interact with the object. Last, the response of bimodal neurons is spatially graded. As the visual stimulus is presented increasingly further from the hand, the neurons fire progressively less. These hand-centered representations appear to be specialized for objects that are on or near the hand. In sum, these bimodal visuotactile neurons are said to integrate multimodal sensory information in near, visual, peripersonal space that surrounds specific body parts, such as the hand. Researchers have postulated that bimodal visuotactile neurons may be involved in reaching and grasping behavior as well as in basic haptic functions and fear avoidance (e.g., Cooke & Graziano, 2004). In terms of attention, it is important to detect an event occurring near the hand so that the appropriate action— either grasping or defense movements— can be performed. Given that the tactile receptive fields are arranged somatotopically, the associated visual receptive fields form a map of the visual space immediately around the body part that is coded in body-partcentered coordinates and not in retinal or other egocentric reference systems. In this way, the visual space surrounding the body is represented as if it were a flexible medium that deforms in a topology-preserving fashion whenever the head–arm system moves. Such a map provides the location of the visual stimulus with respect to the body surface, in somatotopic or body-partcentered coordinates. Thus, researchers have suggested that the premotor area, parietal region, and putamen form an interconnected, multimodal integration system coding peripersonal space centered on body parts. This integration of visual and tactile information has been documented in humans as well as monkeys. Cross-modal extinction studies of patients with parietal lobe damage have provided evidence that humans have bimodal neurons that represent space near body parts in body-part-centered coordinates (di Pellegrino, La´davas, & Farne´, 1997; Farne´ & La´davas, 2000; Farne´, Pavani, Meneghello, & La´davas, 2000; La´davas, 2002; La´davas, Pellegrino, et al., 1998; La´davas, Zeloni, & Farne´, 1998). In particular, these studies focused on patients with right hemisphere brain damage who exhibited tactile extinction, that is, the inability to bring a contralesional stimulus into awareness when a competing ipsilesional stimulus is processed simultaneously. Patients could detect tactile stimuli presented on either the right or the left hand but only felt sensation on the right, ipsilesional hand if both hands were touched simultaneously. Supporting the existence of bimodal representations of peripersonal space, these patients also demonstrated cross-modal extinction in which a visual stimulus presented near the ipsilesional hand elicited the extinction of a tactile stimulus presented on the contralesional hand. An identical visual stimulus at the same location in space did not elicit cross-modal tactile extinction in the absence of a nearby hand. Further, as the distance between the visual stimulus and the hand increased, the patients were more likely to be able to feel the sensation on the other hand (La´davas, 2002).
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An important function of these bimodal visuotactile representations is that they support the integration of visual and tactile space for spatial attention in neurologically intact humans. Spence, Driver, and colleagues (Kennet, Spence, & Driver, 2002; Spence, Nicholls, Gillespie, & Driver, 1998; Spence, Pavani, & Driver, 2000) used cross-modal cuing paradigms to examine the weighting and integration of explicit sensory cues. They demonstrated that a spatial cue in one modality could direct attention to a similarly located target presented in a different modality. In a typical crossmodal cuing study, spatially nonpredictive visual cues were presented near a participant’s hand and were followed by a tactile target presented either to the near hand or to the other hand. Participants responded more quickly to tactile stimulation on the near hand than on the other hand, despite visual distractors (e.g., Spence et al., 1998). Likewise, tactile cues facilitated responses to visual targets presented near the stimulated hand relative to targets presented near the other hand (Spence et al., 1998). This crossmodal cuing effect occurred whether or not the stimulated hand was visible (Kennet et al., 2002) as long as the proximity of the visual stimulus with respect to the hand was maintained. These results indicate that both the cue and the target were represented according to an integrated, multimodal, spatial reference frame. Further, these effects suggest that tactile stimulation on the hands was coded via a common neural mechanism as a visual stimulus presented near the hand. Thus, with explicit cross-modal nonpredictive cues, the cross-modal cuing studies demonstrated that manipulations that affect the firing rates of bimodal visuotactile neurons also affect the effectiveness of cross-modal cues. The cross-modal cuing studies showed that bimodal representations could influence attention through cross-modal integration. The purpose of the current study is to determine how these bimodal representations might influence different aspects of spatial attention. The flexible orientation of attention to behaviorally relevant events is a function of great importance for adaptive interaction with the environment. Selective attention involves the selection of information that is most relevant for the task at hand or the selection of the most salient aspects of processing that need to be accomplished at a particular time (Braun, Koch, & Davis, 2001). It facilitates processing of important information in the selected region of space at the cost of reduced processing of less relevant information in the other regions of space. Covert attention improves perceptual processing by amplifying signals associated with salient regions of space (see Pashler, 1998, for a review). The major hypothesis presented in this article is that the presence of the hand in peripersonal space changes the spatial distribution of attention. The apportionment of attention across peripersonal space may be changed by the presence of the hand because the bimodal representation of space near the hand amplifies signals from that location, thereby increasing the potential relevance of cues and targets appearing in that space. This conception of attention suggests two ways the presence of the hand and, consequently, the bimodal visual tactile representations may influence attention. First, the presence of the hand could increase the importance of the space near the hand because the hand recruits the support of bimodal representations in addition to the relevant unimodal representations. This additional support would serve to prioritize this space and potentially lead to faster responses for any targets appearing near the hand.
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Support for the idea that bimodal representations may prioritize space comes from a study by Schendel and Robertson (2004). They studied a patient who sustained damage to his right primary visual cortex and subsequently was unable to see in his left visual hemifield. When this patient’s arm was placed in his “blind” left hemifield, it improved his detection of left visual field stimuli compared with when his arm was in his lap. This advantage diminished when stimuli appeared outside of grasping distance. In contrast to the cross-modal cuing and extinction studies, these results demonstrate an effect of hand proximity on visual perception in the absence of tactile stimulation. However, it is unclear whether this patient’s improved performance came from the prioritization of space or from the addition of a cross-modal expectancy. Second, in addition to prioritizing a specific region of space, the presence of the hand could influence the expectation that a relevant object will appear in that space. Bimodal representations may alter the spatial distribution of expectancy and motivational relevance (Mesulum, 1981). This expectation should have its greatest influence on the shifting of attention. Inputs from task demands (e.g., experimental design, the predictiveness of a cue), a person’s attentional set, or prior experience could hold attention to a partic-



ular region of space and delay moving of attentional focus to a different region of space.



Current Study The five experiments presented in this article investigate whether the distribution of visuospatial attention can be modulated by the presence of the hand in peripersonal space and, if so, which attentional mechanisms—prioritization of space or shifting location—are most affected. The experiments used a purely visual covert attention paradigm with highly predictive cues (Posner et al., 1987). The paradigm was biased so that the observer would rely solely on visual information unless the hand and, potentially, the bimodal representations implicitly altered the distribution of attention. In these experiments, the participant’s task was to detect a visual target that could appear in one of two locations (see Figure 1). On each trial, a highly predictive visual cue (70%) indicated the probability of the target appearing at that location. Participants responded when a target appeared at either the cued location (validly cued trial) or the uncued location (invalidly cued trial). The unique manipulation of these experiments was that participants placed one hand next to one of the target locations while



Figure 1. Covert-orienting paradigm (Posner, Walker, Friederich, & Rafal, 1987). A fixation cross was flanked by two boxes. Attention was cued to one side by darkening the border of one box. Following the cue, a solid dot appeared in either the cued box (a validly cued trial) or in the uncued box (an invalidly cued trial). The bottom panel depicts catch trials in which a cue occurred but no target appeared in either box.
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performing this visual covert attention task (see Figure 2): They placed either their right hand next to the right-side target location or their left hand next to the left-side target location and made their detection responses with the other hand. Unlike the cross-modal cuing studies we have described, the experiments in this study had no explicit cross-modal component, and the cues were predictive. The cues and targets were visual. Although participants had a hand next to a target location on the computer monitor, they made the target detection response on the table by the opposite hand. Thus, there was no a priori reason for the hand near the target location to influence task performance unless the presence of the hand influenced attention. As a result, these experiments are strong tests of the potential contributions from bimodal representations on attentional mechanisms. Attentional effects resulting from the combination of the location of the visual target and the location of the hand could indicate a bimodal visuotactile representation of space. Further, this paradigm, with its predictive cues, distinguishes how hand presence and bimodal representations might affect two
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different aspects of attention. If hand presence influences the prioritization of space near the hand, then participants will detect targets appearing near the hand more quickly than targets appearing away from the hand. In other words, the presence of the hand will slightly bias the distribution of attention to a region near the hand. This hand facilitation effect should operate for both validly and invalidly cued targets. Alternatively, if hand presence influences the shifting of attention by changing the salience of a predictive cue, then validly cued targets appearing near the hand will have an additional advantage in processing. If this is the case, then we will observe relative response delays for invalidly cued targets appearing away from the hand. Experiment 1 explores whether hand presence influences spatial attention. Experiment 2 rules out an alternative hypothesis that any arbitrary visual anchor can change the distribution of spatial attention. Experiments 3, 4, and 5 investigate whether the influence of hand presence on spatial attention could be related to contributions from bimodal visuotactile representations. Experiments 3 and 4 explore the multimodal nature of the hand facilitation effect by selectively minimizing visual and proprioceptive– kinesthetic1 information regarding hand location. Finally, Experiment 5 determines whether the attentional effects have graded responses that grow weaker as the distance between the hand and the visual target increases.



Experiment 1: Hand Presence Experiment 1 addresses whether the location of the body can change the distribution of attention across peripersonal space. In other words, can the bimodal representations of the space near the hand change the functional implications of that space and thereby change the relative salience of that space? To explore this question, in Experiment 1 we used highly predictive cues in a covert visual attention task (Posner et al., 1987). The task demands were unimodal in that the highly predictive visual cues provided reliable information regarding the subsequent location of the target. To determine whether the location of the hand changed the distribution of attention, we had participants put their hands next to potential target locations. We compared the hand condition with a baseline no-hand condition in which participants kept their nonresponding hand in their lap (see Figure 2). If the hand and its associated bimodal representations do not influence attention, then all the task demands are biased for visual processing, and there should be no effect on task performance with or without the hand. However, if bimodal representations influence the saliency of space near the hand despite the fact that it is irrelevant to the task, then performance should be influenced differentially by the location of the hand. In Experiment 1 we also explore the effects of the hand on different aspects of attention—the prioritization of space and the shifting of location. In this paradigm, cues and targets appeared on left and right sides, and either the right hand was placed next to the right target location or the left hand was placed next to the left target location. If hand presence prioritized space near the hand, then we would expect a three-way interaction of hand presence, Figure 2. Experimental setup in Experiment 1. Top panel: Hand condition, in which the left hand was held next to the screen by the left box and the right hand responded. Bottom panel: No-hand condition, in which the left hand was held in the lap and the right hand responded.



1 Throughout the article, the term proprioception refers to the combined tactile, kinesthetic, and proprioceptive inputs produced by the participant holding his or her hand against the computer screen.
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hand side, and target side that did not interact with cue validity. Alternatively, if hand presence affected the shifting of attention, then there should be an interaction of the validity effect with hand side and target side.



Method Participants. Twenty-six right-handed undergraduates from the University of Denver participated for extra credit. Stimuli and apparatus. We constructed stimuli using Microsoft PowerPoint and presented them on a 17-in. (43.18-cm) monitor using E-prime 1.0 software (Psychological Software Tools, Pittsburgh, PA). Stimuli consisted of a fixation cross (2°), cue squares (2°), and a target dot (1.8°). Black stimuli appeared against a white background. Procedure. Participants performed a standard covert attention task, as described above (see Figure 1; Posner et al., 1987). Participants were presented with a central cross, flanked by two empty squares located 5° to either side. On each trial, the border of one of the two squares darkened, cuing attention to that location. On valid trials, the target (i.e., a solid black dot) appeared within the cued square. On invalid trials, the target appeared in the square on the opposite side of the fixation cross. Additionally, there were catch trials in which one square was cued but no target appeared. Within each condition of our covert orienting experiment, 70% of the trials were validly cued trials, 20% were invalidly cued trials, and 10% were catch trials. On each trial, we asked participants to fixate on the cross. Between 1,500 ms and 3,000 ms after the beginning of the trial, one square’s border darkened. On most trials, the target appeared 200 ms later. Participants indicated the presence of a target by pressing the mouse button on the table. We asked participants to respond as quickly and accurately as possible. Participants completed both the left- and the right-side versions of two experimental conditions (see Figure 2): (a) no hand, in which the left hand rested in the lap and the right hand responded; (b) no hand, in which the right hand rested in the lap and the left hand responded; (c) hand left, in which the left hand was held next to the left target position and the right hand responded; and (d) hand right, in which the right hand was held next to the right target position and the left hand responded. In the hand conditions, participants held their hands thumb side up in a relaxed grasping position with their palms facing toward the center of the screen and their fingertips touching the computer monitor screen (see Figure 2). The arm was supported comfortably by a brace. There were two blocks of trials for each condition, for a total of eight blocks of 50 trials each. Block order was randomized.



position (i.e., the hand conditions) changed performance. Participants detected targets appearing near a hand relatively more quickly than targets appearing away from the hand: Hand Position ⫻ Target Side ⫻ Response Hand interaction, F(1, 25) ⫽ 4.29, p ⫽ .049. Post hoc analyses confirmed that this interaction between hand side and target side occurred only for the hand conditions, F(1, 24) ⫽ 11.02, p ⫽ .003, and did not occur for the baseline no-hand conditions, F(1, 24) ⫽ 1.24, p ⫽ .28 (see Figure 3). However, this hand-related facilitation effect occurred for both validly and invalidly cued trials: The four-way interaction that included cue validity was not significant, F(1, 25) ⬍ 1, ns. The presence of the hand did not differentially influence the shifting of attention. No other main effect or interaction approached significance ( p ⬍ .05). In sum, the presence of a hand near a target affected covert orientating performance. Participants detected targets more quickly when they appeared near the hand than when they appeared away from the hand. We did not observe this same contextual bias in the baseline condition. These findings support the hypothesis that space near the hand is prioritized for attention even if the hand is not directly involved in the task in terms of either task demands (i.e., the task was purely visual) or responses (i.e., a different hand performed the response). This contextual bias is consistent with the contribution of bimodal representations to spatial attention. Although highly predictive visual cues created a strong expectancy for targets in the cued locations, the hand provided the same contextual bias for validly and invalidly cued targets. Thus, the hand influenced the prioritization of space more than the shifting of attention. These findings concur with many current conceptions of attention in that attention facilitated the processing of some relevant objects in the environment at the cost of processing irrelevant objects (Braun et al., 2001). When the hand provided a context in peripersonal space, objects appearing near the hand were facilitated relative to objects appearing away from the hand. Hand presence made objects appearing near the hand more relevant. Nonetheless, this experiment does not rule out the possibility that any arbitrary visual anchor could provide a relative attentional advantage for objects appearing near it. We investigate this alternative explanation in Experiment 2.



Results and Discussion For each participant, we calculated mean response times (RTs) to targets for both sides, under each cuing condition and during each hand condition. To eliminate anticipation and inattention errors, we excluded from the mean calculation trials on which participants responded incorrectly or outside a time window from 200 ms to 1,000 ms after the target appeared. To determine whether hand presence affected attention, we conducted a repeated measures Hand Position (2: hand, no hand) ⫻ Target Side (2: left, right) ⫻ Response Hand (2: left, right) ⫻ Validity (2: valid, invalid)2 analysis of variance (ANOVA). Confirming the basic paradigm, participants responded to valid trials more quickly than invalid trials: main effect of validity, F(1, 25) ⫽ 40.73, p ⬍ .0001. Second, participants responded to left targets in which the dominant right hand responded more quickly than to right targets: main effect of target side, F(1, 25) ⫽ 14.73, p ⫽ .001. Most important, a hand placed near a target



Experiment 2: Visual Anchor Effects In Experiment 2 we investigate whether the attentional facilitation of hand proximity is a result of hand presence per se (i.e., specific to the hand) or whether any similarly sized and placed 2



To investigate an effect of hand proximity on spatial attention, we must demonstrate a Target Side (i.e., side where target appears) ⫻ Hand Side (i.e., side where the hand is held) interaction in which RTs are facilitated when the target appears on the same side as the hand relative to targets appearing away from the hand. However, in Experiment 1, the no-hand condition did not have a hand side. As a result, we used a response hand factor to indicate what the hand and no-hand conditions have in common (i.e., the hand that presses the mouse button). Thus, the response hand factor was a proxy for hand side in the hand condition: A right response hand refers to the condition in which the left hand was placed next to left side of the display, and a left response hand refers to the condition in which the right hand was placed next to the right side of the display.
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Figure 3. Experiment 1: Hand presence. Response time performance for the no-hand and hand conditions. Participants detected targets near the hand more quickly than targets appearing away from the hand. The baseline no-hand condition did not show this reversal of bias. resp. ⫽ respond.



visual anchor can produce the effect. In other words, the presence of any additional visual information may draw attention to its location. We compared performance for conditions in which participants held their hand to the screen or a visual anchor was placed next to the screen. Again, an interaction between anchor side and target side, demonstrating facilitated response times for targets appearing near the anchor, would indicate that the anchors prioritized space. The interaction of anchor side and target side with validity would indicate that the anchors may also influence shifts in attention.



Method Participants. Twenty-seven right-handed undergraduates from the University of Denver participated in this study for extra credit. Stimuli and apparatus. We used the same stimuli and apparatus as in Experiment 1. In addition, we created a visual anchor that was approximately the same size as the hand and arm. A board that was 2 in. (5.10 cm) high, 4 in. (10.16 cm) wide, and 2 ft (0.61 m) long was supported by a brace and was positioned on its side, next to the box location, against the computer screen to create a visual input similar to that of the hand and arm. Procedure. We used the same procedure as in Experiment 1, with the exception that we replaced the no-hand condition with a board condition. In the board condition, we placed a board near the screen in the same position that the participant’s hand and forearm occupied for the hand conditions. Thus, there were left and right versions of two conditions: (a) board left, in which the left hand rested in the lap, the board was held up to the left target position, and the right hand responded; (b) board right, in which the right hand rested in the lap, the board was held up to the right target position, and the left hand responded; (c) hand left, in which the left hand was held near the left target position and the right hand responded; and (d) hand right, in which the right hand was held near the right target position and the left hand responded.
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participants responded more slowly to targets in the board conditions—anchor, F(1, 26) ⫽ 3.47, p ⫽ .074 —particularly to invalidly cued targets in the board conditions: Anchor ⫻ Validity interaction, F(1, 26) ⫽ 7.32, p ⫽ .012. Although the Target Side ⫻ Anchor Side interaction was significant, F(1, 26) ⫽ 9.42, p ⫽ .005, it was mediated by the Anchor ⫻ Target Side ⫻ Anchor Side interaction, F(1, 26) ⫽ 6.25, p ⫽ .019 (see Figure 4). Post hoc analyses revealed that only the hand conditions produced an anchor-related bias in that participants responded to targets appearing near the hand more quickly than targets appearing away from the hand, F(1, 26) ⫽ 12.97, p ⬍ .0001 (left targets: left hand ⫽ 353.78 ms vs. right hand ⫽ 358.22 ms; right targets: left hand ⫽ 372.79 ms vs. right hand ⫽ 355.47 ms). The board conditions showed no such anchor-side bias, F(1, 26) ⬍ 1, ns (left targets: left board ⫽ 364.53 ms vs. right board ⫽ 363.51 ms; right targets: left board ⫽ 371.17 ms vs. right board ⫽ 372.34 ms). As in Experiment 1, cue validity did not interact with hand side or target side, F(1, 26) ⬍ 1, ns. No other main effect or interaction approached significance ( p ⬍ .05). In sum, the hand conditions of Experiment 2 replicated the hand conditions in Experiment 1. Participants detected targets appearing near the hand relatively more quickly than targets away from the hand. Despite the expectancy created by predictive cues, the facilitation effect did not interact with cue validity. Thus, hand presence altered the distribution of attention more than the shifting of attention. More important, the hand-related response facilitation found in Experiment 1 could not be attributed to the proximity of any arbitrary visual anchor to a target. We observed no contextual bias effect in the board conditions. Instead, these effects were specific to the proximity of the hand. Together, the results of Experiments 1 and 2 indicate that the proximity of a hand to a target facilitated detection. Nonetheless, it is not sufficient to demonstrate an influence of hand presence on attention and claim that it reflects the operation of bimodal neurons. The effect must also be influenced by both somatosensory–proprioceptive inputs and visual inputs. In addition, it must be found only within the specific region around the hand for which bimodal neurons operate. Experiments 3–5 test the multimodal properties of the facilitation effect.



Experiment 3: Proprioceptive Contributions By definition, bimodal neurons are multimodal. That is, the visual receptive fields of many of these neurons depend on the somatotopic coordinates of the specific body part rather than the



Results and Discussion We computed mean RTs to targets in the same manner as in Experiment 1. To determine whether the hand-related facilitation effect could be found for an arbitrary visual anchor, we conducted a repeated measures Anchor (2: board, hand) ⫻ Target Side (2: left, right) ⫻ Anchor Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVA. As in Experiment 1, we found a validity effect, F(1, 26) ⫽ 76.45, p ⬍ .0001, and a left-side target detection bias, F(1, 26) ⫽ 9.07, p ⫽ .006. Relative to the hand conditions,



Figure 4. Experiment 2: Visual anchor effects. Response time performance for the board and hand conditions. Participants detected targets near the hand more quickly than targets appearing away from the hand. This same bias was not observed for the board (i.e., visual anchor) conditions.
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retinotopic coordinates of the target. As such, the visual response of these neurons is mediated by somatosensory–proprioceptive inputs. Thus, to test whether the attention effects of hand proximity we observed in Experiments 1 and 2 could be mediated by bimodal representations, it is necessary to demonstrate that proprioceptive inputs to hand location contributed to the facilitation effect. Experiment 3 compares the hand conditions of Experiments 1 and 2, in which both visual and proprioceptive information about hand location were available, with proprioceptive alone conditions, in which only proprioceptive information about hand location was available. For the proprioception alone conditions, participants held their hand in the same place and posture as in the hand conditions of Experiments 1 and 2, but their hand and arm were hidden by a box. Thus, participants could feel their hand but not see its location relative to the target. If proprioceptive information about hand location contributes to the hand-specific effect, then the hand-specific effects should occur in the absence of visual information regarding hand location. This finding would be consistent with the hypothesis that the hand-specific facilitation effect is influenced by contributions from bimodal neurons. Alternatively, if vision alone produces the effect, then it should disappear when the visual information about hand position is removed.



Method Participants. Twenty-seven right-handed undergraduates from the University of Denver participated in this study for extra credit. Stimuli and apparatus. We used the same stimuli and apparatus as in Experiment 1, with the exception that a box was placed over the hand and arm in the hand condition. The box was constructed out of poster board and looked like a train tunnel with a hole at one end. Participants put their arm into the hole. The box covered the hand and arm up past the elbow so that participants could feel their hand location but could not see it. Effectively, the proprioception alone condition provided identical proprioceptive information regarding hand and arm position relative to target location as the hand condition, but without the corresponding visual information. Procedure. We used the same procedure as in Experiment 1, with the exception that we replaced the no-hand conditions with proprioception alone conditions. In the proprioception alone conditions, the participant’s hand was placed near the screen, as in the hand conditions, but a box covered the hand and arm so that the participant could not see them. As a result, participants held their hand and arm in the same posture and position as in the hand condition but could only feel the positions. Thus, there were left- and right-side versions of two conditions: (a) proprioception alone left, in which the left hand was held near the left target position behind a box and the right hand responded; (b) proprioception alone right, in which the right hand was held near the right target position behind a box and the left hand responded; (c) hand left, in which the left hand was held near the left target position and the right hand responded; and (d) hand right, in which the right hand was held near the right target position and the left hand responded.



hand conditions, participants detected targets appearing near the hand more quickly than targets appearing away from the hand (see Figure 5), Target Side ⫻ Hand Side interaction, F(1, 26) ⫽ 4.17, p ⫽ .05. The hand and proprioception alone conditions were not significantly different for the Hand Side ⫻ Target Side interaction, F(1, 26) ⫽ 4.17, p ⫽ .05, and the attentional effect occurred regardless of validity, F(1, 26) ⬍ 1, ns. No other main effects or interactions were significant ( p ⬍ .05). To determine the relative proprioceptive contribution to the facilitation effect compared with the combined proprioceptive and visual contributions, we conducted individual Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVAs. For the proprioception alone condition, the only significant effect was validity, F(1, 26) ⫽ 23.23, p ⬍ .0001. In contrast, for the hand condition, the Target Side ⫻ Hand Side interaction was significant, F(1, 26) ⫽ 4.42, p ⫽ .045, as was the validity effect, F(1, 26) ⫽ 36.41, p ⬍ .0001. Together, these results suggest that the attentional effect was more reliable for the hand condition than for the proprioception alone condition. In sum, Experiment 3 documents the multimodal nature of the hand-specific facilitation effect. Proprioceptive input about hand location elicited the hand-related facilitation. As a result, we have discounted the hypothesis that the effect is dependent on visual hand location information. Further, the findings support the hypothesis that proprioceptive information is part of the representation. Nonetheless, the facilitation effect was more reliable when both visual and proprioceptive inputs regarding hand location were available to the participant. In sum, the presence of the hand within peripersonal space, regardless of whether the hand was actually visible, changed the prioritization of space near the hand even if it did not also affect shifts in attention.



Experiment 4: Visual Sufficiency In Experiment 4 we investigate the contribution of visual hand position information to the attentional bias effect. Experiment 3 demonstrated that proprioceptive hand position information alone was sufficient to elicit a visual attentional bias near the hand. Thus, visual information was not necessary. The next question is whether visual information about hand position is sufficient to generate an attentional bias near the hand. To produce visual information about hand position in the absence of proprioceptive information, we took advantage of an interesting property of bimodal neurons as well as a manipulation used by other experimenters (e.g., Farne´ et al., 2000; Obayashi et



Results and Discussion We calculated mean RTs in the same manner as in Experiments 1 and 2. To determine whether proprioceptive inputs regarding hand location contributed to the attention effect, we conducted a repeated measures Visibility (2: proprioception alone, hand) ⫻ Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVA. We found the validity effect, F(1, 26) ⫽ 32.18, p ⬍ .0001. For both the proprioception alone and the



Figure 5. Experiment 3: Proprioceptive contributions. Response time performance for the proprioception alone and hand conditions. Whether or not the hand was visible, participants detected targets near the hand more quickly than targets appearing away from the hand. Prop ⫽ proprioception.
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al., 2000; Pavani, Spence, & Driver, 2000). Graziano (1999) showed that bimodal neurons in the premotor cortex of macaques responded to visual stimuli near a sufficiently convincing fake hand in the same way they responded to visual information near the macaque’s real hand. Similar behavioral effects in humans have been attributed to this property of bimodal neurons. For example, Farne´ et al. (2000) demonstrated that brain-damaged patients with left tactile extinction exhibited cross-modal, visual– tactile extinction when a visual stimulus was presented near a visible right rubber hand. In addition, Pavani et al. (2000) demonstrated the visual capture of a tactile stimulus in a target detection task if rubber hands were aligned with the position of participants’ own hands. In Experiment 4 we use a fake hand to test whether visual information about hand position in space can elicit the handspecific facilitation effect. Participants put a rubber glove on their hand, and we placed a fake rubber-gloved hand next to the box against the computer screen where the participant’s own hand would have been. Thus, participants had visual information regarding hand location relative to the targets but no, or conflicting, proprioceptive information. If bimodal representations contribute to the facilitation effect, then the attentional bias should exist for the fake hand condition. This would indicate that the facilitation effect is not purely proprioceptive. However, if the facilitation effect is generated from proprioceptive input alone, then it should disappear when the proprioceptive input is removed.



Method Participants. Twenty-six right-handed undergraduates from the University of Denver participated in this study for extra credit. Stimuli and apparatus. We used the same stimuli and apparatus as in Experiment 1, with the exception that we used four rubber gloves—two for the left and right hands, and two for the left and right fake hands. To make more realistic-looking fake hands, we stuffed rubber gloves with cotton. We placed the fake hands next to the computer screen near the target box in the same position as the real hands. In the fake hand conditions, participants also put rubber gloves on their hands. Procedure. We used the same procedure as in Experiment 1, with the exception that we replaced the no-hand condition with a fake hand condition. In the fake hand conditions, participants put one hand in a rubber glove and held it in their lap. The corresponding fake hand was then braced next to the screen as in the hand conditions. Thus, there were left and right versions of two conditions: (a) fake hand left, in which the left fake hand was placed near the left target position and the right hand responded; (b) fake hand right, in which the right fake hand was placed near the right target position and the left hand responded; (c) hand left, in which the left hand was held near the left target position and the right hand responded; and (d) hand right, in which the right hand was held near the right target position and the left hand responded.
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appearing away from the hand or fake hand (see Figure 6), Target Side ⫻ Hand Side interaction, F(1, 25) ⫽ 8.17, p ⫽ .008. A Target Side ⫻ Hand Side ⫻ Validity interaction, F(1, 25) ⫽ 6.84, p ⫽ .015, indicated that the RT advantage for targets appearing near the hand over targets appearing away from the hand was stronger for invalidly cued trials. The fake hand and the real hand produced statistically equivalent attentional facilitation—that is, RTs were relatively shorter for targets appearing near both the hand and the fake hand. No other main effects or interactions were significant ( p ⬍ .05). To determine the relative contributions of the fake hand to the attentional effect compared with the contributions of the real hand, we conducted individual Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVAs. For the fake hand condition, the only significant effect was validity, F(1, 25) ⫽ 32.40, p ⬍ .0001. In contrast, for the real hand condition, we observed significant effects for validity, F(1, 25) ⫽ 73.51, p ⬍ .0001; the Target Side ⫻ Hand Side interaction, F(1, 25) ⫽ 13.49, p ⫽ .001; and the Target Side ⫻ Hand Side ⫻ Validity interaction, F(1, 25) ⫽ 6.39, p ⫽ .018. Together, these results suggest that the attentional effect was more reliable for the real hand than for the fake hand. In sum, Experiment 4 confirms that visual information about hand position, without proprioceptive inputs, can elicit integrated processing of visual–tactile input regarding hand location. In particular, we have shown that when we made a connection between the participant’s hand and a visual hand stimulus by using a fake hand and glove, visual input was sufficient to prioritize space near the hand. Thus, the facilitation effect was not purely proprioceptive. Further, the results support another defining characteristic of bimodal neurons, namely the integration of tactile and visual hand information.



Experiment 5: Hand Proximity In Experiment 5 we investigate whether target distance from the hand decreases the prioritization of space near the hand and whether it modulates the shifting of attention. Bimodal neurons have a graded response in which the response rate decreases as the target moves away from the hand (Graziano & Gross, 1995; Graziano et al., 1994; La´davas, Pellegrino, et al., 1998; La´davas, Zeloni, & Farne´, 1998). We used the same paradigm in Experiment 5 as in the previous experiments, but participants held their hands at the edge of the computer monitor rather than next to the target.



Results and Discussion We calculated mean RTs in the same way as in the previous experiments. To determine whether visual information regarding hand position was sufficient to elicit the facilitation effect, we conducted a repeated measures Fake Hand (2: fake hand, hand) ⫻ Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVA. As before, we found a validity effect, F(1, 25) ⫽ 61.85, p ⬍ .0001. Participants responded more quickly to targets appearing near the hand or fake hand than targets



Figure 6. Experiment 4: Visual sufficiency. Response time performance for the fake hand and hand conditions. Whether or not proprioceptive information regarding hand position was available, participants detected targets near the hand more quickly than targets appearing away from the hand.
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In other words, participants held their hand at an increased eccentricity relative to the target, so that targets appeared outside of graspable space but within the same hemispace. This manipulation was different from the condition in which a validly cued target appeared on the opposite side of the screen from the hand or in contralateral hemispace. Following the predictions generated by bimodal representations, the facilitation effect near the hand should be stronger for targets appearing within the grasping space of the hand than for targets appearing outside of the grasping space of the hand. Further, a graded response would predict increased RTs for validly cued targets as the target appeared at greater distances from the hand.



Method Participants. Twenty-six right-handed undergraduates from the University of Denver participated in this study for extra credit. Stimuli and apparatus. We used the same stimuli and apparatus as in Experiment 1, except that we used a 20-in. (50.80-cm) monitor instead of a 17-in. (43.18-cm) monitor. Procedure. We used the same procedure as in Experiment 1, with the exception that we replaced the no-hand conditions with far hand conditions. In the hand conditions, the hand was placed next to the outside of the target position, so that the target appeared close to the palm. This was identical to the hand conditions in the previous experiments. In the far hand conditions, the hand was placed 11 cm from the target laterally, at the edge of the monitor’s screen. This distance was within a region thought to elicit responses from bimodal neurons (Schendel & Robertson, 2004) but was outside of grasping space (i.e., where a participant could grab the stimulus). In both conditions, the hand’s distance from the body was constant and the arm and hand were held in place with a brace. Thus, there were left and right versions of two conditions: (a) far hand left, in which the left hand was placed away from the target and the right hand responded; (b) far hand right, in which the right hand was placed away from the right target position and the left hand responded; (c) hand left, in which the left hand was held near the left target position and the right hand responded; and (d) hand right, in which the right hand was held near the right target position and the left hand responded.



Results and Discussion We calculated mean RTs in the same way as in the previous experiments. To determine whether we would find a graded facilitation effect with increasing distance between the hand and target, we conducted a repeated measures Validity (2: valid, invalid) ⫻ Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Proximity (2: hand, far hand) ANOVA. We found the expected validity effect, F(1, 25) ⫽ 10.35, p ⫽ .004. Although we found a significant Hand Side ⫻ Target Side ⫻ Validity interaction, F(1, 25) ⫽ 12.72, p ⫽ .001004, it was mediated by the four-way interaction, F(1, 25) ⫽ 6.35, p ⫽ .018. In this experiment, the hand-specific facilitation was stronger for validly cued targets, especially for the near hand condition (see Figure 7). This interaction is what we would have expected if hand proximity affected attention shifts. However, this is the only experiment that produced this effect. No other main effects or interactions were significant ( p ⬍ .05). To determine whether the facilitation effect for the far hand condition was weaker than for the hand condition, we conducted separate Target Side (2: left, right) ⫻ Hand Side (2: left, right) ⫻ Validity (2: valid, invalid) ANOVAs. For the far hand condition, only the main effect of validity was significant, F(1, 25) ⫽ 9.03,



Figure 7. Experiment 5: Distance. Response time performance in the far hand and hand conditions. Although both conditions showed hand-related facilitation, the effect for the hand condition was stronger.



p ⫽ .0006. The Target Side ⫻ Hand Side interaction was not significant, F(1, 25) ⫽ 1.22, p ⫽ .280, nor was the three-way interaction, F(1, 25) ⫽ 2.64, p ⫽ .117. In contrast, for the hand condition, both the validity effect, F(1, 25) ⫽ 9.44, p ⫽ .005, and the three-way interaction were significant, F(1, 25) ⫽ 17.58, p ⫽ .0001. The three-way interaction showed that the hand-related facilitation effect was stronger for validly cued targets. To determine whether RTs for target detection decreased with distance from each hand, we conducted a repeated measures Hand (right, left) ⫻ Distance (3: hand, far hand, across screen) ANOVA on validly cued conditions. We found a significant distance effect, F(2, 24) ⫽ 21.89, p ⬍ .0001 (hand ⫽ 241.76 ms; far hand ⫽ 247.27 ms; across screen ⫽ 262.13 ms), but no main effect of hand, F(1, 25) ⬍ 1, ns, or interaction, F(2, 24) ⫽ 2.36, p ⫽ .116. The RTs increased with distance, but the biggest effect of distance occurred when the target appeared across the screen, completely outside of grasping space. In sum, Experiment 5 demonstrates that the hand-related facilitation effects were strongest to targets appearing within the same hemifield as the hand, which is generally consistent with the hand proximity properties of bimodal neurons.



General Discussion In this study, we have investigated whether the location of the hand influences the distribution of attention in peripersonal space. In all five experiments, participants held their hands next to the computer screen while they performed a visual covert-orienting task; they performed the target detection response with the other hand on the table. The presence of the hand could have influenced two different aspects of attention—the prioritization of space near the hand, and the shift of attention. The results of five experiments document that participants detected targets appearing near the hand more quickly than targets appearing away from the hand, regardless of cue validity. This hand-related facilitation effect suggests that the presence of the hand prioritized the space near the hand for attentional processing. This facilitation effect was specific to the hand, given that it did not occur for an arbitrary visual anchor (i.e., a board). Further, the hand-specific facilitation effect did not interact with cue validity or the shifting of spatial attention. Thus, the context of the hand appeared to increase the relative saliency of targets appearing near the hand with a cost of processing the targets appearing away from the hand. The specificity of the facilitation effect for space near a hand supports the hypothesis that bimodal visuotactile representations of space near the hand influence spatial attention. Neurophysio-
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logical and neuropsychological research suggest that representations of peripersonal space (i.e., space immediately next to the skin surface) may be generated from the activity of bimodal neurons that respond to both tactile and visual stimuli presented near the body (e.g., Duhamel, Colby, & Goldberg, 1991; Graziano & Gross, 1995; Iriki et al., 1996; La´davas, Pellegrino, et al., 1998; La´davas, Zeloni, & Farne´, 1998; Rizzolatti et al., 1981). Characteristic properties of these bimodal neurons include (a) responses to visual and tactile stimuli presented to the same region of the body; (b) responses limited to visual stimuli presented in the space immediately surrounding the hand, face, or body; (c) responses that decrease as distance between the visual stimulus and the specific body part increases; and (d) responses indicating that space is encoded in body-part-centered coordinate systems (i.e., the visual response is dependent on body part location rather than retinal location). To provide evidence that bimodal representations support the hand-specific facilitation effect, in three experiments we manipulated the above properties. The hand-specific facilitation effect remained when proprioceptive but not visual information regarding hand location was available. In addition, visual information about hand location provided by a fake hand (i.e., proprioceptive information was minimized) was sufficient to produce the facilitation effect. Last, the hand-centered facilitation effect decreased when the target appeared substantially outside of the space in which the hand could grasp it. Thus, the combined pattern of results is consistent with the hypothesis that the hand-centered response facilitation effect was supported by bimodal representations. Why might we observe attentional differences by presenting visual targets near the hand? Across experiments, peripersonal space near the hand received prioritized processing compared with other locations away from the hand. Attention is a limited resource, and objects must compete for further processing (Pashler, 1998). The context of the environment and relevance of an object for future action can increase the saliency of an expected object location. The presence of the hand might have changed the context in which the visual targets were perceived. Bimodal representations may support spatial attention by influencing the distribution of spatial attention across peripersonal space—they increase the activation or salience of the region near the hand. In addition, the location of the hand has potential functional implications for subsequent actions. Thus, objects appearing near the hand should be more salient than objects not near the hand and should be detected relatively more quickly. This saliency for the space near the hand may arise from more than one source. One explanation of the hand-specific response facilitation is that bimodal representations provide additional neural substrates representing objects appearing near the hand compared with objects appearing far from the hand, thereby increasing the activation or saliency of that region of space. Neurophysiological evidence has demonstrated that some populations of neurons respond exclusively to visual stimuli located near the hand (Graziano & Gross, 1995). Consequently, a visual target near the hand is represented not only by the standard visual substrates subserving visual targets but also by the additional multimodal substrates that are specific to the region around the hand. As a result, visual targets appearing in space near the hand may be represented more strongly than targets appearing far from the hand. Note that these
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neural substrates were different from those activated in crossmodal cuing experiments, because the present paradigm did not activate unimodal tactile neurons in either the cue or the target. Functionally, multimodal hand-centered representations may provide additional information that is relevant to future actions. Tipper and colleagues have proposed that there are dedicated attentional mechanisms for action (e.g., Tipper, Howard, & Houghton, 1998). Like Gibson (1979), they have argued that vision and action systems are connected functionally to promote successful interactions with the environment. Although there are many cues in the environment that engage attention and have responses associated with them, the hallmark of voluntary action is that some responses must be suppressed or inhibited to perform more relevant actions. Using several different paradigms, including interference effects (e.g., Tipper, Lortie, & Baylis, 1992), negative priming (e.g., Tipper, 1985), and reach kinematics (e.g., Tipper, Howard, & Jackson, 1997), Tipper and colleagues have demonstrated that when participants were given the goal to reach for an object, the frame of reference in which the objects were represented and on which selective inhibition mechanisms acted was hand centered and even action centered. For example, Tipper et al. (1992) had participants reach from a start position to press a key next to a red target light in one of three rows. At the same time, varying numbers of irrelevant yellow lights appeared. Irrelevant lights close to the hand produced more interference than irrelevant lights close to the target. The authors found the same result whether the start position was at the top row or at the bottom row. Thus, the attentional interference came from action-centered frames of reference rather than viewer-centered frames of reference. The neural networks supporting spatial attention are well positioned to make use of the neural networks supporting peripersonal spatial representations. The ventral premotor cortex (area F4), the parietal areas (area 7b), and the putamen form an integrated (visual–tactile) network for the coding of peripersonal space centered on body parts (Colby, Duhamel, & Goldberg, 1993; Duhamel et al., 1991; Fogassi et al., 1996; Graziano, Hu, & Gross, 1997). It is perhaps not surprising that a similar frontoparietal network has been associated with multimodal or supramodal spatial attention in healthy humans. For example, covert orienting recruits the premotor, superior parietal, and intraparietal cortices (Corbetta & Shulman, 1998; Macaluso, Frith, & Driver, 2002). Further, the temporoparietal junction and inferior frontal (premotor) cortices are selectively activated for invalidly cued targets, regardless of whether the targets are visual or tactile (Macaluso et al., 2002). Similar neural regions are damaged in patients with deficits in spatial attention (La´davas, Pellegrino, et al., 1998; Mattingley, Driver, Beschin, & Robertson, 1997; see Pouget & Driver, 2000). The frontoparietal networks not only code peripersonal space and direct spatial attention (Bremmer, Schlack, Duhamel, Graf, & Fink, 2001; Halligan, Fink, Marshall, & Vallar, 2003) but also connect attention with action intention (Rushworth, JohansenBerg, Go¨bel, & Devlin, 2003). The premotor cortex has a role in selecting movements, whereas the parietal cortex is involved with movement preparation and intention (Kalaska & Crammond, 1995; Rushworth, Ellison, & Walsh, 2001; Thoenissen, Zilles, & Toni, 2002). In sum, hand-centered, multimodal representations may predispose attention to regions near the hand, potentially for future actions.
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Despite the important differences between this study and crossmodal cuing studies (e.g., Driver & Spence, 1998; Kennet et al., 2002; Spence et al., 1998, 2000), this study extends work on multimodal contributions to visual attention. The phenomenon of visual capture was demonstrated in Experiment 4: When the apparent visual location of a body part conflicted with its actual location, vision dominated proprioception and touch. In Experiment 4, visual information regarding the location of a fake hand overrode the veridical location of participants’ hands (i.e., on the lap and on the table). As a result, the visual information regarding the fake hand location, rather than the real hand location, combined with the visual information was able to elicit the facilitated target detection. Thus, the present findings are consistent with studies such as Pavani et al. (2000). Pavani et al. used a paradigm in which the visual location of a rubber hand competed with the location of a hidden, real hand. In the basic experiment, participants discriminated between upper and lower vibrotactile stimuli on their index finger and thumb, respectively, whereas visual light stimuli appeared independently in upper and lower positions. Participants’ responses were relatively slowed when the visual and the tactile stimulus location were incongruent. However, when rubber hands replaced the real hands on the table holding the vibrotactile stimulators and the participants’ real hands were under the table but aligned with the rubber hands, participants were likely to feel stimulation on their hands. Nonetheless, some of the present results are different from what has been reported in the cross-modal literature. In Experiment 3, visual target detection was facilitated when only proprioceptive information about hand location was available. Although these results are consistent with the interaction of multimodal peripersonal spatial representations, spatial attention, and action systems, other studies have found that tactile and proprioceptive information regarding hand condition was not sufficient to produce multimodal effects. For example, di Pellegrino and Frassinetti (2000) reported attenuated visual extinction when a patient’s fingertips were placed on the stimulus monitor adjacent to the to-be-reported visual stimulus but not when his hands were covered from view. The differences in results may be explained by a damaged brain’s inability to integrate multimodal inputs. However, they may also be explained by differing visuotactile–proprioceptive task demands between the present experiments and the others. In the present experiments, vision and touch–proprioception worked together to provide convergent information about target and hand location. In the other studies, vision competed with touch or proprioception for the dominant response. As a result, the paradigm might not have cancelled out the contribution from the tactile–proprioceptive system. In conclusion, this study considers some implications regarding how the presence of the hand in peripersonal space influences the relative distribution of spatial attention. Hand position enhanced the salience of specific regions of peripersonal space that could be relevant for future action. This spatial attention prioritization mechanism was multimodal and hand centered as well as graded in terms of proximity to the hand. Not only did humans encode nearby space through multisensory, visuotactile integrative processes, they also responded differentially to objects presented in that space. Thus, it appears that objects near the hand grab our attention.
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