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ABSTRACT Automated algorithms to built accurate models of 3D neuronal arborization is much in demand due to the large volume of microscopy data. We present a tracking algorithm for automatic and reliable extraction of neuronal morphology. It is robust to ambiguous branch discontinuities, variability of intensity and curvature of fibres, arbitrary cross-sections, noise and irregular background illumination. We complete the presentation of our method with demonstration of its performance on synthetic data modeling challenging scenarios and confocal microscopy data of Olfactory Projection fibres from DIADEM data set with promising results. Index Terms— Neuronal morphology, Gradient Vector Flow, Fast Forward Marching 1. INTRODUCTION 1.1. Problem Description One of the most exciting scientific challenges of the current century is the study of the anatomy and properties of a fully functional brain. A key step towards understanding the development and function of the brain is digitized representation of neuronal morphology. The rapidly evolving field of microscopy imaging generate huge volume of rich and heterogeneous data. Manual analysis of such data is prohibitively expensive in terms of the expert man-hours required besides presenting considerable inter-operator variability. Hence, powerful automatic analysis tools for 3D data interpretation, quantification and flexible visualization are desired. For a comprehensive survey of the literature of neuron tracing the interested reader is referred to [1]. Neuronal reconstruction refers to extracting a mathematical or analytical description of the neuronal morphology that can facilitate further analysis. Modeling the hierarchy of neuronal branches is a difficult task. Firstly, these inherently 3D structures are difficult to capture faithfully as digital data. The resolution limit of microscopy technique and the slicing thickness of samples introduces a 2D projection effect resulting in occlusion of important nodal positions and connections. Uneven staining with biological markers give beaded appearance



to neurite branches. While branch cross-sections are commonly expected to exhibit Gaussian intensity profiles, often membranes take up strong contrast and the inverted Gaussian profile gets misinterpreted as parallel running branches. Imaging artifacts, such as structured noise, lighting gradation or cluttered backgrounds, impose further challenges for automatic analysis. 1.2. Related Works Tubular structure such as neurites, vasculature networks, bronchial airways etc. are abundantly encountered in biomedical imaging. Traditionally, multiscale Eigen-analysis [2], in combination with gradient information [3] or intensity ridge traversal [4] are used to detect seeds on tubule centrelines. These filters find voxels maximizing a vesselness measure by collecting responses over a range of filter scales. However, they have limited ability in describing the connectedness, tree hierarchy and branching pattern of complex neuronal arborization. Hence, shortest graph path based neurite tracing methods are employed for the purpose of generating their Minimum Spanning Tree (MST) models. They connect paths of maximum neuriteness voxels locally between sets of seed points to extract the global neurite structure [5]. A. Parametric deformable models such as the Active Contours methodology is very popular for neurite tracing [6],[7]. The snakes deform under the influence of internal data driven energy and external regularization forces to assume the arbor contour on energy minimization. The intrinsic shortcoming of snake based methods is their sensitivity to initialization and background noise. Active contours require very precise initialization to avoid being trapped by local energy minimum. Extensive preprocessing is required for selection of candidate voxels for the initialization of snakes and dynamic re-parameterized is necessary to accurately recover the object centreline. The second limitation is that it has difficulty dealing with topological adaptation such as splitting or merging branch parts. B. A second class of local explorative methods — the Iterative Model Fitting — fit a mathematical neurite-like kernel, between sets of detected seed points [8]. These methods are computationally efficient since it performs a localized search



Fig. 1. A. The automatically generated seed points by Marked Point Process model. Green nodes are bifurcation, blue are the terminals, red nodes are anchors and points of high curvature along the branches. These nodes are used to frequently reinitialize the marching front. B. The Gradient Vector Field based speed image its color map. C. The resulting tree on maximum intensity projection of Olfactory Projection Fibre dataset 5. The neuron tree reconstruction by fast marching models the branches by the geodesic curves representing the medial axes of their topologies.



by matching templates at different orientations at the end of already detected segments. But the high cross-sectional morphology variability does not allow for such shape averaging. The neuronal fibres are approximate tubules often of irregular cross-section depending on “XY” and “Z” data acquisition resolution. Moreover, such cylinder or tubule like templates perform poorly at junctions or bifurcations. C. In contrast to the local explorative methods, the global methods are mainly based on skeletonisation or medial axis representation of a segmented neurite image. A good segmentation of the data is difficult to achieve due to artifacts introduced during imaging, structured noise and the nonuniform staining of neuronal fibres. Subsequent pruning of the skeletal tree is necessary to remove loops and spurs that add loops and false length to the neurites. Often, heuristic post processing, requiring manual intervention, are necessary to join disconnected components. Moreover, the memory requirements of global methods are, generally, exceptionally high making them unattractive choices for large data sets. In this work, we propose a fully automatic framework, requiring no user interaction to generate a meaningful and precise description of the neuronal arbors. For this purpose, firstly, we adopt a gradient vector field based speed map to guide front propagation and use a set of optimal control points to re-initialize the front at frequent intervals. Secondly, we choose the parameter-free fast marching methods to extract the neuronal fibres as geodesic curves. Thirdly, to answer the key issues of analysis of neuronal fibres our method captures the inherent graph structure of the minimal paths and order them into a minimum spanning tree hierarchy. The underlying numerical principles make it fast, memory efficient and robust. 2. PROPOSED METHOD Our aim is to capture the positional and connectivity information of neuronal morphology into an analytic model. Our algorithm goes through the following steps1. We start with a set of automatically generated nodes as our control points to re-initialize the front for the recon-



struction of neural tree. See Fig. 1A. The selection of nodes includes terminal nodes (in blue), the bifurcation junctions (in green) and the anchor points (in red) along the branches that show maximum non-linearity w.r.t. its immediate neighbors i.e. the high curvature voxels. 2. We compute a Gradient Vector Field (GVF) of the original data volume to generate a speed map. This map facilitates the implementation of Front Propagation. 3. From a start node we allow the front to propagate until it reaches the end node. A gradient descent on the arrival time map of the front connecting the start and end nodes extracts the geodesic curve between them in the form of the medial axis of the branch shape. 4. We re-initialize our front and perform Step 4 iteratively until all nodes (control points) are visited. Thus, we obtain a tree-like description of the neuronal data by modeling the branches and segments by their centrelines in the form of a Djikstra’s minimal graph path representation. In this way, we generate a fully connected minimum spanning tree from of the noisy unstructured microscopy data containing the neurite. This digitized representation of both morphology and connectivity information of neuronal data can facilitate further analysis. In the following sections, we explain in further detail the individual steps involved. 2.1. Control Points We obtain an extraction of the neuron data by the fully automatic marked point process and stochastic optimization framework described in [9] by fitting configurations of spherical objects to high neuriteness voxels in the data volume. This representation identifies the terminal and bifurcation nodes, and anchor nodes along the branches. While it provides sort of a semi-segmentation of the neurite that allows the trained expert eye to extrapolate the continuity; it does not guarantee physical connectivity, particularly in weakly labelled sections of a neuron. We choose a subset of these points to re-initialize our front at optimal intervals during the fast marching. We select a set of nodes ni = [xi , yi , zi ] ∈ N



Fig. 2. A: visualization of the Gradient Vector Field showing convergence of vectors at centreline of neuronal branches. B: The speed image and color map for its interpretation. Propagation speed is highest along the centrelines of the branches. C,D: In spite of beaded appearance of neuronal branches (top), a connected minimal path is approximated (in green, bottom).



if: ni is a terminal node, bifurcation node or high curvature node along the length of a branch. It is observed, in presence of cellular structures or structured noise in the vicinity of the branches, or illumination gradation in the background, the front tends to spill out of our structure of interest into the background. Often, these artifacts become sources of errors by getting connected as part of network during digital reconstruction falsely increasing neural length. Conversely, minimal path representations cut corners at high curvature regions of branches shortening actual neuronal length. Hence, these control points re-initialize the propagating front at frequent intervals to optimally localize the computation and control the quality of the reconstruction. 2.2. Speed Map Computation The second step is computation of a speed map for the subsequent Front Propagation (FP) phase. Our speed map is calculated by diffusion of a Gradient Vector Field (GVF). It was proposed by Xu. et al in [10] to enable edge-preserving diffusion of gradient information. The GVF exhibits some characteristic properties that felicitates detection of topological centerlines or medial axes. It is noted that the magnitude of the gradient vector decreases inwards away from the boundary and vanishes at the centre. For given image volume I, and an initial vector field F = |∇I σG |, where σG is the scale of the gaussian, the GVF is defined as the vector field V (x) that minimizes the energy Z Z Z
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µ|∇V (x)| +|F (x)| |V (x) − F (x)| . (1)



Egvf (x) = V3



Here, voxel vector x = (x, y, z) ∈ V3 , the image domain, and µ is a parameter for balancing between the two terms dependent on noise level in data. The intuition behind this variational formulation is to achieve a slow varying, smooth result in homogeneous, no-data regions; while, in the regions of interest, it maintains the strengths of the original edge map. In practice, it makes the GVF robust at determination of medial axis for even arbitrary shapes and weak structures.



In order to exploit both magnitude and directional information of the obtained GVF, we calculate the average outward flux for every voxel. The numerical computation is made robust by employing the divergence theorem [11]. The divergence at a point is defined as the net outward flux per unit volume, as the volume about the point shrinks to zero. Via the divergence theorem, we get D(x) =



1 Ni



Z Z Z V (xi ).nˆi dSi ,



(2)



V3



where Ni is a 26-neighbor of xi and n ˆ i is the unit outward normal at xi of the unit sphere Si in 3D, centered at xi . Fast Marching Methods are designed for problems in which the speed function never changes sign, so that the front is always moving either forward or backward. This allows to convert the problem to a stationary formulation, which combined with numerical tricks, gives it tremendous speed. Hence, we perform a re-scaling of the divergence function as explained in [12] and normalize the speed image F (x) to bring it in range [0, 1]F (x) = exp(γ[1 − D(x)]. ∗ I(x)) − 1,



(3)



where γ is a noise control parameter, set at 1.2 for our experiments. It is observed that further strengthening the speed image by multiplying with the original data I(x) considerably speeds up the front. 2.3. Fast Marching Methods Fast Marching Methods (FMM) were introduced to find numerical approximate solutions to the boundary value problems of the Eikonal equation [13]: F (x)|∇T (x)|= 1.



(4)



Here T (x) is an arrival time map that denotes the time taken by a front originating from xs and propagating according to the speed map F (x) to reach voxel xf . Next, a gradient descent on the arrival time map T (x) extracts the path corresponding to the shortest arrival time between the start node



Fig. 3. Synthetic data (SYN01) modeling background gradience



Fig. 4. Reconstructed tree on maximum intensity projection of Ol-



due to uneven illumination during image acquisition. The sharp curvature of the branches and added noise make it a challenging task. Reconstructed tree is overlayed in red.



factory Projection Fibre dataset 8.



lines (G) is compared in Table 1 in the following way : ns ← xs and end node nf ← xf . Beginning with the root node R and a list of unvisited nodes n1 , n2 . . . ∈ N , at every iteration, our algorithm extracts a part of the neuronal morphology by computing the geodesic curve of the branch topology. We allow the front to propagate guided by the speed image F (x) until it reaches one of the nodes ni from the node list N . From this node nf ← ni to the point of initialization of marching front ns , a gradient descent is performed on the arrival time map to compute the geodesic path between the two. The resulting minimal path p is updated to the list of minimal paths pi ∪ p. Next, we update the just visited node as the start node ns ← ni , remove it from node list N = N − ni and re-initialize the front to extract the next part of the neuron tree. On reaching a terminal node, we trace back to the immediate past bifurcation and continue the iterative procedure We terminate when node list N is empty. In this way, FMM captures accurate minimum spanning tree representation of neuronal morphology by iteratively adding minimal paths between nodes [14]. FFM offers several desirable features such as inherent connectivity and smoothness, which counteract noise and crosssection irregularities.



3. EXPERIMENTS AND RESULTS We test the performance of our proposed model on synthetic data modeling actual challenges and 3D light microscopy image stacks from the DIADEM Challenge database [15]. See Figs. 3 and 4. The Synthetic data (SYN01) exhibits high curvature fibres presenting sharp corners and a strong gradience of the background, such as found in case of uneven illuminance during image acquisition. Olfactory Projection Fibre data sets OP5 and OP8 are axons acquired by 2-channel confocal microscopy. To validate the accuracy of our method, the deviation of the extracted points set (P) using our proposed model from gold standard manually delineated centre-



max(P, G) = max( min (f (p, g)))



(5)



avg(P, G) = avg( min (f (p, g))).



(6)



p∈P,g∈G



p∈P,g∈G



where f (p, g) represents Euclidean distance of the concerned points. Further, we score our method on precision P TP P = T PT+F P and recall R = T P +F N metrics against the corresponding gold standards, where T P = (P ∩ G), F P = P − (P ∩ G) and F N = G − (P ∩ G). The results are promising, with high accuracy, precision and recall achieved. Our method produces an automatic and reliable extraction of neuronal morphology. It is robust to small branch discontinuities, intensity variations due to inhomogeneous labeling, irregular cross-sections, noise and background gradience. In addition, it is good at faithfully following high curvature branches. Dataset SYN01 OP5 OP8



Precision 0.7829 0.8739 0.8240



Recall 0.7142 0.8608 0.8829



avg(P,G) 0.6292 0.6545 0.6464



max(P,G) 0.9367 0.9699 0.9987



Table 1. Evaluation of Proposed Method 4. CONCLUSION We have presented a fully automatic framework for analytical modeling of 3D neuronal morphology. Our Gradient Vector Field and Fast Marching combination makes it fast, robust and accurate. The performance of our proposed method gives promising results on synthetic data simulating real challenges and also on neuronal tree morphology generated by Confocal Microscopy data. The centreline is extracted with subvoxel accuracy; and reasonably high precision and recall is achieved. In future, we aim to enhance feature of the proposed methodology to be applicable to more complex and larger data sets and perform more rigorous evaluation on noisy data and extraction of neuronal fibres in presence of non fibrous structures in the background.
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