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Abstract This thesis examines methods for increasing productivity in the design of reconfigurable systems. Unrelenting advances in the transistor density of integrated circuits have resulted in Field-Programmable Gate Arrays (FPGAs) with sufficient resources to contain complete digital systems. The complexity of system-level design for these increasingly heterogeneous devices is compounded when reconfigurability is included. Platform-based design is a methodology which manages complexity by imposing constraints on the system architecture to facilitate a high degree of design reuse. It is the argument of this thesis that given an appropriate adaptation of platform-based design to FPGAs, not only is design productivity increased, but reconfigurability can be exploited by construction of systems at run-time. This is given the nomenclature late integration. A modular system architecture is developed, which is suitable as a template for a single-FPGA platform supporting late integration. The architecture is an evolution of an existing multipleFPGA board-level system, and targets the video image processing application domain. Assembling a system at run-time requires components of the system to communicate reliably post-assembly. A rigorous analysis of the communication between modules across shared media is presented. This demonstrates that the application of appropriate constraints enables communication to be resolved analytically. Finally, the system assembly process takes place within the FPGA, using a technique of dynamic reconfiguration. New tools and design processes have been created for implementing dynamic reconfiguration in real, state of the art FPGAs.
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Chapter 1



Introduction



1.1



Motivation and Objectives



Advances in semiconductor process technology over the last three decades has resulted in a nearly constant compound growth in transistor density of approximately 46% per year [133]. This remarkable achievement has not been matched by an equivalent increase in Application Specific Integrated Circuit (ASIC) designer productivity, leading to a design gap as illustrated in Figure 1.1. 16000
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Figure 1.1: The design gap: the difference between the transistors available in a single semiconductor die and the ability for the transistors to be used effectively in a design (numbers from [133]).
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1.1. Motivation and Objectives
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In ASICs, design cost has been identified by the Semiconductor Industry Association as “the greatest threat to the continuation of the semiconductor roadmap” [134]. Spiralling design costs are due to the increased complexity in silicon level design and system level design, and exacerbated by the long turn-around times in fabrication. The Field-Programmable Gate Array (FPGA) is a type of ASIC where the hardware can be programmed post-fabrication, ameliorating some of the problems of ASIC design such as prototype turn-around. Programmability incurs significant area overheads; it has been estimated that only 1 in every 100–200 transistors in an FPGA directly serve the application [64]. Nevertheless, we can expect that FPGA designs will also begin to suffer the same design gap effect a few years after ASICs. In reality, FPGA design complexity is increasing more rapidly than the transistor count, as vendors embed hardwired performance-enhancing features in FPGAs, increasing the heterogeneity of the reconfigurable fabric. There is therefore a need to investigate new design methods to improve productivity when developing applications that target FPGAs. Methods that apply to ASIC design may be valid for FPGA-based designs. Ideally, however, an FPGA-specific methodology would exploit the differentiating feature of the technology, namely reconfigurability. Platform-based design is a methodology for creating highly integrated ASIC designs [37]. It achieves high design productivity chiefly through extensive and planned reuse. The primary objective of the work described in this thesis is the examination of platformbased design in the context of system-level integration in FPGAs, and in particular how it may be adapted to incorporate and exploit reconfigurability. The foundation for this study is the adaptation of the board-level reconfigurable platform Sonic [67] and its successor UltraSONIC [66] to a single FPGA. Despite the continued interest of the research community in the technique of dynamically reconfiguring FPGAs, existing design processes are underdeveloped. In order to fulfil the ambition of including reconfiguration in platform-based design, a secondary objective of this thesis is the development of a more effective design method for dynamic reconfiguration. Any platform design will be specific to an application domain. In this thesis, the applica-
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tion domain of interest is embedded video image processing. Video capture is becoming increasingly prevalent, for consumer electronics, civilian security, military, industrial or scientific applications. Real-time processing of the captured video data is necessary in intelligent decision-making systems. In other cases it is used to increase the quality and reduce the volume of information to be transmitted and stored. Moreover, real-time video processing is computationally demanding but often highly parallelisable, making it amenable to hardware implementations.



1.2. Overview



1.2
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Overview



Chapter 2 gives an overview of reconfigurable architectures including Field-Programmable Gate Arrays, and reviews techniques and methodologies which aim to reduce the design productivity gap in such architectures. Chapter 3 begins with an examination of the requirements for the application area of interest: video processing. The work in this thesis draws on the doctoral work of Simon Haynes [65], the architect of the Sonic system [67]. Therefore, the fundamental aspects of Sonic system, and the later UltraSONIC incarnation [66], are described in some detail. To justify the choice of Sonic for the basis for the platform architecture, this is followed by comparisons between Sonic and other system-level reconfigurable architecture designs. Chapter 4 proposes extending platform-based design in FPGAs to include reconfigurability by creating derivative designs at run-time instead of design-time. This is termed late integration. To achieve this requires imposing design constraints on the platform. The design of a sufficiently constrained platform architecture template Sonic-on-a-Chip is presented. Systems are constructed at run-time by instantiating and connecting predesigned and implemented modular components. Case studies are used to evaluate implementations of the architectural template. Aside from the architecture design, there are two significant challenges which must be addressed in systems employing late integration. Firstly, where instantiated modules interact, it is necessary to ensure that inter-modular communication requirements are met. Chapter 5 presents a thorough analysis of communication in systems where, like Sonic-on-a-Chip, shared buses are used for communication. Specifically, it is shown how, again by applying sufficient constraints, module behaviour can be parametrised and communication performance guaranteed. The second challenge relates to the physical combination the platform and the modules. This is performed within the FPGA using a process of dynamic reconfiguration. Chapter 6 presents a new merge method for dynamic reconfiguration in real-world FPGAs, and compares it against an existing standard method. It is shown how the merge method allows for much greater design flexibility, at the cost of a slower reconfiguration time.



1.3. Statement of Originality
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Statement of Originality



There are three areas of contribution in this thesis. These are covered in separate chapters; the introduction of each chapter describes further contributions, but the main points are summarised as follows.



– The study of platform-based design applied to single-FPGA systems, and the creation of an architectural template for reconfigurable platform-based design. The architectural template has been specifically designed with sufficient constraints to be suitable for late integration. This work has been the subject of three papers [128, 132, 131], and is documented in Chapter 4. – An examination of inter-module communication in systems employing late integration. This includes parametrisation of module behaviour followed by a formal analysis of the communication patterns. A cycle-accurate simulation model is used to verify the results of the analysis. This work is described in Chapter 5. – The development of a method for modular dynamic reconfiguration in real FPGAs, necessary for exploiting reconfiguration in FPGA-based platforms. This is described in Chapter 6. A portion of this research has been published in [129], and a more detailed paper is to be published by invitation to a special issue of the IEE Proceedings on Computers and Digital Techniques [130]. In addition, part of this work is the subject of a US Patent application, ‘Modular Partial Reconfiguration’, in which the author is one of two co-inventors.



Chapter 2



Background



2.1



Introduction



This chapter presents an examination of existing research in the field of design methods for complex reconfigurable systems. The concept of design can be intriguingly intangible and amorphous. Design involves creation, and therefore a creator; this is addressed explicitly in cognitive ergonomics, that subfield of cognitive science which specialises in human task-oriented activity [51]. Clearly, the fact that the human element is inextricable in the formation of design methodologies makes comparisons difficult: how does one go about measuring and quantifying improvements in design methods? A method which is ideal for one designer may be incomprehensible or frustratingly limited to another. Design methods may also vary in suitability when used in different applications. This perhaps explains the plethora of approaches to reconfigurable system design found in the literature. This difficulty notwithstanding, it is possible to perform a taxonomy of existing design methods. As a framework, consider the process of digital design as implementing an application on an architecture. Here, ‘application’ is broadly defined as a set of actions which form a solution to a problem, and ‘architecture’ is the context in which the application operates. There are three basic and interrelated issues that may be addressed in design methods:
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1. The expression of the application in an appropriate representation. 2. Tools and techniques to map the application representation to the architecture. 3. Changing the architecture to facilitate the above two processes.



An application representation may be considered appropriate if it encapsulates the functionality of the application in an efficient and comprehensible form, and balances this with the form imposed by the architecture. A representation which is not well matched to the architecture demands more from the mapping tools. Architectures are generally comprised of several layers, each layer forming an abstraction of the layer below. As Brebner articulated in [29], one can view an architecture as an application operating at a lower layer. A related idea was expressed by Lysaght in describing FPGAs as ‘meta-platforms’ [103] (an architectural layer) from which platforms (a higher-level architecture layer) are created. Therefore, modifying an architecture to facilitate design can include inserting an additional level of layering. As motivated in Chapter 1, there are two general fields of interest for this thesis: increasing productivity in FPGA based design, and design for reconfigurability. In order to give context for the research in these fields, Section 2.2 introduces the principles of Field-Programmable Gate Arrays and other reconfigurable hardware. Next, Section 2.3 describes research into increasing design productivity, categorised loosely into synthesis from high-level languages, hardware/software co-design, design reuse and communication architecture design and synthesis. Following this, Section 2.4 examines research into design for dynamic reconfigurability, in device-level, architecture and tool design. The background information in this chapter is intentionally restricted in scope. For a more general coverage of the topic the interested reader is referred to the very good survey by Todman et al. [155] of reconfigurable architectures and design methods.
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2.2



Reconfigurable Hardware



This section describes the technology of reconfigurable hardware, covering both the widely used, general purpose FPGA devices as well as other more specialised custom architectures and systems.



2.2.1



Field-Programmable Gate Arrays



The original Field-Programmable Gate Array was invented by Ross Freeman, one of the co-founders of Xilinx Inc., in 1984. Unlike earlier programmable logic devices (PLDs), which had relatively rigid interconnect, from their inception FPGAs have focused on wiring flexibility through the use of programmable interconnect. While the first FPGAs were of modest size (approximately 1000 user gates) as transistor densities have grown FPGAs have developed from replacements for glue logic to platforms for implementing entire digital systems. Today, the FPGA market is dominated by two main vendors, Xilinx Inc., and Altera Corp., although there are a number of other vendors offering niche products, including the Atmel, Lattice Semiconductor and Actel corporations. All FPGA devices have a similar basic logical structure, comprising an array of logic blocks surrounded by routing channels which are connected via switch boxes, as illustrated in Figure 2.1. The routing channels contain wire segments which, in modern tile
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Figure 2.1: The basic logical structure of an FPGA.
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Figure 2.2: A basic configurable logic element.



FPGAs, span a variable number of tiles. Wire segments are connected together to form signal paths between logic blocks by configuring the switch blocks. The cost of the interconnect flexibility is primarily reduced performance, due to the increasingly significant wire delays and also the area consumed by routing channels and switch boxes. The contents of the logic blocks vary between FPGA devices from different vendors, but are generally based on a logic element comprising configurable combinatorial logic and a register, as shown in Figure 2.2. Early research established the four-input look-up-table to be a good basis for the combinatorial logic [142], although this has been challenged recently with the introduction by Altera of an ‘Adaptive Logic Module’ (ALM) [78], which uses a wider partial look-up-table in its design. Several logic elements together with local programmable interconnect are combined to form a single logic block. Real world FPGAs are much more complex and sophisticated than the simple models described above. Logic blocks include hardware for specialist functions such as carrychain logic and multiplexers. With the correct design, look-up-tables can double as shift registers or small RAMs. The interconnect can include fast direct connections between neighbouring logic blocks as well as global nets for clock and reset distribution. To counteract the degraded performance (when compared to custom ASIC solutions) parts of the logic block array can be replaced with dedicated primitives, which are either hardwired or have limited configurability. Examples include memory blocks of various sizes, embedded multipliers, digital signal processing blocks (integrating multipliers and adders), clock generator circuits and even complete microprocessors. This shift from homogeneous arrays to heterogeneity adds complexity to design, both for designers and tools. For the designer, this means evaluating a large and increasingly complex design space before making design decisions. Low-level design is facilitated if the synthesis and mapping tools can automatically infer and instantiate appropriate heterogeneous objects
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Figure 2.3: A programmable interconnect point (PIP) design using a transmission gate. where necessary. Configuring an FPGA involves connecting wire segments and programming logic blocks and other heterogeneous configurable logic. Wire segments are connected using transmission gates or NMOS pass-gates controlled by a single configuration bit. The transmission gate case is depicted in Figure 2.3. The state of all configuration bits in the device, controlling interconnect and logic, is collectively known as the configuration of the FPGA. Each configuration bit is usually stored in an SRAM cell, although other non-volatile technologies are available, such as Flash (e.g., ProASIC devices [2] from Actel and LatticeXP devices [93] from Lattice Semiconductor) and one-time-programmable antifuse (e.g., Axcelerator [1] from Actel). In research terms, SRAM based devices are of most interest due to their ability to be relatively quickly reconfigured an unlimited number of times, as well as dynamically reconfigured, where some user circuits are replaced while the remaining circuits continue to operate undisturbed [102]. Dynamic reconfiguration is the subject of Chapter 6.



2.2.2



Custom Reconfigurable Architectures



Field-Programmable Gate Arrays are general purpose devices, with a high degree of flexibility such that they are capable of implementing arbitrary digital circuits. FPGAs have inspired many custom reconfigurable architectures to be designed with the objective of increasing performance for a given application domain by reducing flexibility. Several of the more significant designs are reviewed here. In general, custom reconfigurable architectures target the acceleration of software. Standard computer workstations can be enhanced by attaching FPGA-based accelerator
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Figure 2.4: The Garp architecture [35].



boards to the computer expansion bus. Successful examples of this include Splash 2 [8], Programmable Active Memories (PAM) [163] and UltraSONIC [66]. This is most effective when the accelerator operates with relative autonomy, since closely-coupled compute models are limited by the speed and latency of the expansion bus, as Benitez demonstrated in [18]. Note that UltraSONIC and its predecessor Sonic [67] will be discussed in detail in Chapter 3.



Coprocessors In more effective schemes for closely-coupled systems, reconfigurable hardware augments the instruction set processor (ISP) as a coprocessor or even by being integrated into the processor execution path. Garp [35] and MorphoSys [141] are two systems which take the coprocessor approach. The coprocessor in the Garp system is a fine-grained array of logic blocks, which are divided into a 32 bit data path and control (see Figure 2.4). The processor is able to load configurations into the array and move data to and from the array registers, and trigger execution. When the array is active it has direct access to the memory subsystem. Multiple configuration contexts for the array are stored, enabling the array to be quickly reconfigured. The MorphoSys architecture, shown in Figure 2.5, initially appears very similar. The
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Figure 2.6: Connectivity of modules in the Dynamic Instruction Set Computer [170]. Configurable processors All the above approaches retain a separation between the software processor and the reconfigurable logic. The next class of architectures blur this distinction by incorporating reconfigurability into the processor itself. Examples of these architectures include PRISC [123], DISC [170] and DISC-II [171], OneChip [173], Chimaera [186], the MOLEN processor [159] and the S5000 processor family from Stretch Inc. [149]. In all these implementations, the standard execution unit inside the microprocessor is augmented by one or more reconfigurable functional units (RFUs). Custom or extension instructions may target an RFU for execution. A reconfigurable unit can be configured on demand, to execute a pending instruction, or the configuration sequence can be determined statically at compile time. The DISC (Dynamic Instruction Set Computer) project [170, 171] deserves attention here. An illustration of the connectivity of modules in DISC is shown in Figure 2.6. A set of global routes span the device (a National Semiconductor CLAy31) from top to bottom; modules, each implementing a single instruction, couple directly to the global signals. This linear hardware space enables modules to be position-independent and also variable in size. This design inspired the connectivity model adopted by the architecture that is the subject of Chapter 4. The MOLEN processor is an interesting case. Vassiliadis et al. have identified ‘instruction opcode space explosion’ as a problem: as more instructions are added that target an
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RFU, the number of extension instruction opcodes can rapidly grow beyond the number of unused opcodes available in the processor. This is solved by a form of indirection. An instruction for the RFU does not specify the operation in its opcode, but has a pointer to a location in memory which contains the configuration for the RFU. Extending configurability to the entire instruction set is also a possibility. A flexible instruction processor (FIP) is described by Seng et al. [135], based on a parametrised microprocessor template. The parametrisation includes aspects of the instruction set. Seng et al. later describe how a subset of the parameters can be altered at run-time, to create a run-time adaptive FIP [136]. To implement this requires fine-grained configurable hardware, so the run-time adaptive FIP targets FPGAs for implementation. Finally, it is interesting to note that the term ‘configurable processor’ is commonly used to refer to processors which are customisable by the user at design time. Commercial customisable processors include the Altera NIOS [3], the Xilinx MicroBlaze [177] and the Xtensa family from Tensilica Inc. [154]. Customisation involves selecting options for various processor features, such as cache size and type, data-path bit-widths, floating point processing and so on. The type and degree of customisation is typically circumscribed by the set of options available and the allowable range of option values. It may be observed that such customisable processors are a special case of module generation, which will be covered in Section 2.3.3.



Coarse-grained architectures The final class of architectures in this review covers devices which are not microprocessorcentric (like the architectures described above) nor composed of fine-grained reconfigurable logic (like FPGAs). This is the class of coarse-grained reconfigurable architectures, examples of which are RaPiD [49], Raw [164], PipeRench [57], SCORE [36], PACT XPP [15] and the Elixent D-Fabrix [146]. Each of these differ in the degree and granularity of configurability. The name ‘RaPiD’ is a contraction of ‘Reconfigurable Pipelined Datapath’. The architecture is comprised of a linear array of identical cells, each of which comprises datapath elements such as multipliers, ALUs, small local memories and general purpose registers. These are connected by a linear network of segmented buses with configurable intercon-



2.2. Reconfigurable Hardware



25



nections. Mapping an application to RaPiD involves the creation of a pipelined datlΓΓΓ4.4401(d)-258.4
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Figure 2.7: A hypothetical single-chip SCORE system [36].



seamlessly increase performance. A hypothetical single-chip SCORE system, including a microprocessor controller, is illustrated in Figure 2.7. The final academic example listed here is the ‘eXtreme Processing Platform’ (XPP). This architecture is formed by a two dimensional array of processing elements grouped into clusters. The processing elements are based on an ALU, and include ‘forward’ and ‘back’ registers that are used for data routing. Processing elements communicate over a packet network, which supports two packet types: data and event. The clustering of processing elements enables configuration control to be hierarchical and distributed, enabling rapid dynamic reconfiguration of the array. D-Fabrix from Elixent is an evolution of the Chess architecture [107]. The reconfigurable fabric comprises an array of 4-bit ALUs connected by a switch network built from 4-bit buses. The result is a fabric which approaches the flexibility of a fine-grained FPGA but with higher performance, particularly for data-paths with bit-widths that are a multiple of four. The coarse granularity of RaPiD, Raw and PipeRench is advocated partly due to the deficiencies of fine-grained FPGAs in custom computing applications. It is of interest to note, however, that the design of these architectures precedes the launch of the Virtex-
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II FPGA series in early 2001 [178]. The inclusion of coarse-grained elements such as multipliers and block RAMs in the Virtex-II as well as DSP blocks and processors in later series may have reduced the impetus for such custom coarse-grained devices.



Design for custom reconfigurable architectures The aim of custom reconfigurable architectures is nearly always acceleration of computations described in software. In principle, this avoids employing expensive hardware designers to craft logic circuits, instead relying on compiler technology and an abundance of economical software programmers to implement the application. Custom reconfigurable architectures present a restricted design space compared with generic reconfigurable fabrics, which should facilitate automated application mapping. Nevertheless, in many cases the programming model is not explicitly considered during the creation of the reconfigurable architecture, complicating design development and making automation difficult. Design methods for reconfigurable fabrics and architectures is the subject of the next section.
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Attacking the Design Gap



The design gap was identified in Chapter 1 as the disparity between the transistors available to a designer and the ability to use them effectively in a design. Increases in productivity are limited by the spiralling system complexity engendered by increased transistor counts. Traditional design methods do not scale to match the increased complexity. This section covers research aimed at reducing the design productivity gap through the use of tools and methodologies. The research is classified into four areas, although certain themes, such as abstraction, design reuse, orthogonalisation of concerns and hierarchical design, are recurrent throughout. To begin with, synthesis from high level languages is considered. This technique aims to increase the level of abstraction of the design, and to make hardware design more congruous with software design. This is followed by hardware/software co-design methods, which develop hardware and software simultaneously in a unified and coherent process. The system architecture may or may not be included in the design of the hardware. Strategies for design reuse are considered, including module parametrisation and generation methods, standardisation, and ideas imported from object oriented design in software. The section finishes with an examination of the design and synthesis of communication architectures.



2.3.1



Synthesis from High Level Languages



Hardware description languages (HDLs) were originally developed in the 1980s as a means for structured and systematic documentation of logic circuits. However, the emergence of HDLs soon instigated the development of logic synthesisers, tools which could convert the circuit descriptions into net-lists. Synthesis tools have evolved from handling code describing circuit structure to being able to infer circuits from register transfer language (RTL) code. RTL coding specifies the operations performed by the circuit on register values, synchronised by clock signals. There are two HDLs predominantly used for RTL code today, VHDL and Verilog. There is a great deal of interest in the research community in higher-level (or behavioural) synthesis. Rather than designing circuits per se, the ultimate aim is to specify the desired behaviour of the circuit in terms of the computations it performs. The synthesiser is then responsible for creating circuits which produce the specified behaviour. The algorithm
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is first converted into an intermediate format, generally a data-flow graph (DFG). This is then implemented in hardware in three interdependent phases: allocating sufficient resources for all computations, binding each computation to a particular resource and scheduling each computation to execute at a specific clock cycle. The language used for design entry does not need to be an HDL, and often a software language is chosen.



Software Languages Hardware synthesis from software languages has proved to be a popular area of research over the last two decades. An early example targeting reconfigurable logic is the occam synthesiser reported by Page and Luk in 1991 [120]. Later approaches have commonly been based on the C and C++ languages [12, 33, 35, 40, 56, 63, 70, 114, 119, 143, 166] and more recently on MATLAB [108] code [14, 62, 147]. Single threaded procedural software code is inherently mismatched to the parallelism and concurrency of reconfigurable hardware. This has been addressed in different approaches in several ways:



– Augmentations to express parallelism. Handel-C is a language based on a subset of ANSI-C, with constructs added to express concurrency [120]. For example, the language defines the construct par{ ... }, where all statement blocks inside the braces are evaluated in parallel. In the Streams-C language, directives are added as comment-based annotations [56]. – Compiler transformations and optimisations. Loop transformations are standard practice in optimising compilers for software [13]. Loop unrolling can expose finegrained parallelism in software. The C and FORTRAN hardware compiler described by Babb et al. [12], the C++ compiler reported by Snider et al. [143] the Garp compiler [35] are some examples where this is used. Other optimisations include exploiting program branch probabilities [150] and pipeline scheduling [40]. – Use of parallel programming paradigms. A good example is the use of occam in [120]. Occam is a parallel programming language which employs the communicating sequential processes (CSP) model of communication proposed by Hoare [71]. All processes operate concurrently, interaction and synchronisation is achieved with communication channels. Other approaches which use CSP include Handel-C [119],
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Streams-C [56], and the ‘task-parallel programming’ of Weinhardt and Luk [166]. – Automatic single- to multi-thread translation. The Compaan/Laura framework reported by Stefanov et al. [147] employs this sophisticated technique. The Compaan compiler translates a MATLAB programme into a C++ based Kahn Process Network (KPN) [83] representation. A Kahn Network consists of nodes connected by FIFOs of unbounded depth. Each node can be viewed as having its own control ‘thread’. The Laura synthesiser converts individual nodes of the network into synthesisable VHDL, as well as implementing communication between hardware and software nodes.



Scientific computing acceleration is an obvious application domain for synthesis from software. Frequently, the target computing systems are workstations augmented with custom reconfigurable hardware. The MATCH compiler project from Northwestern University is an extreme example where the target system is distributed heterogeneous processing systems coupled to a host workstation [14, 62]. Processing resources can include DSP and embedded processors as well as multiple FPGAs. In such cases, the computations must be partitioned between the available processing resources. Issues of hardware/software co-design are considered later in this chapter. For science professionals, who may not necessarily be proficient in traditional programming languages, algorithm development is more tractable in higher level tools such as MATLAB [108] and Simulink [109] from The MathWorks Inc. Both MATCH [14, 62] and Compaan/Laura [147] synthesise hardware from MATLAB code. However, the high level of abstraction in the MATLAB language adds complexity to the compilation. In particular, as Banerjee et al. identified in [14], variables are dynamically typed; neither the classification of a variable (integer, floating-point) nor the size (scalar, array, matrix) is explicit or fixed. Where the compiler is unable to infer the type of a variable, directives are added by the programmer to make the type explicit. Constantinides et al. describe their Synoptix tool in [38] for hardware synthesis from signal flow graphs, specifically Simulink diagrams. The tool was used in later research on word-length optimisation for fixed-point signal processing systems (see for example [39]). In general, the principal benefits of synthesis from software are as follows:
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– Software can be executed directly on the development workstation, unlike HDL designs which are simulated. Validation and verification of the design is therefore much faster in the software approach. This does not always apply, if the original language is modified. – Compared to manual re-implementation of a software design in hardware, automatic synthesis is faster and much less likely to introduce functional bugs. – Software languages are usually more abstract than VHDL and Verilog, so the designer can concentrate on the algorithm development rather than implementation details. Abstraction also leads to more functionally dense programmes with fewer lines of code to enter and debug.



Alternative Languages Given the mismatch between procedural software code and hardware, some research has focused on alternative design or modelling languages. These include Ruby [100, 61], Prolog [20], Pebble [98], JHDL [16, 77] and Circal [45]. Ruby and Prolog both belong to a subset of declarative languages known as relational languages. Programmes comprise a set of expressions forming relations between inputs, outputs and internal variables. The similarity to logic circuits is not coincidental; the name Prolog is derived from ‘Programmation en Logique’ [53]. Ruby1 was designed specifically for hardware design. In applying Ruby to FPGAs, Guo and Luk [61] emphasise the benefit to placement and routing of the generated net-lists. As there is a high correspondence between the algorithm description and the resulting physical circuit, information guiding floorplanning can be extracted from the source code. Pebble and JHDL are hardware design languages which share a similar goal: to facilitate the development of efficient reusable hardware designs which employ dynamic reconfiguration. In Pebble, a ‘parametrised block language’, designs are highly structural, consisting of connected module block. Primitive blocks perform simple bit-level or word-level functions (such as an adder), and can be combined hierarchically into composite blocks. Circuit parametrisation and generation are supported. The design model for reconfiguration is based on multiplexed circuits. JHDL (‘Just another HDL’), based 1



The relational language Ruby should not be confused with the object-oriented programming lan-



guage of the same name created by Matsumoto.
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on the object oriented Java language, began as a structural simulation and design tool. Circuits are classed as objects; reconfiguration is analogous to creating and destroying circuit objects. In later work by Wirthlin et al. behavioural synthesis was added to JHDL [172]. The reconfiguration models of both Pebble and JHDL are detailed in Section 2.4. Circal is a process calculus (as is Hoare’s original communicating sequential processes [71]) used for modelling concurrent processes in logic. The nomenclature is derived from ‘circuit calculus’. Designs are composed of interacting finite state machines. Systems are described as modular hierarchies of processes. Diessel and Milne developed a Circal compiler for reconfigurable logic [45]. Similarly to Ruby and Pebble, the hierarchical and modular nature of the system description aids floorplanning, as branches of the hierarchy can be implemented in self-contained regions of the target reconfigurable fabric. In principle, this modularity in the layout lends itself to dynamic reconfiguration.



2.3.2



Hardware/Software Co-design



Hardware/software co-design is applied in complex systems requiring simultaneous and separate development of hardware and software. It can be viewed as a form of systems engineering, where a complex engineering project is made tractable by decomposition into a hierarchy of manageable and coordinated sub-projects. In co-design, this top-down approach means identification of tasks, partitioning and implementing tasks in hardware or software, and developing the inter-task interfaces and communication. Architectural design may be, but is not always, included. Compared with high-level synthesis, the separation between hardware and software is more distinct and at a larger, task-level granularity. Co-design may employ high-level synthesis as a development tool. This can enable the use of a unified language for software and hardware task development (such as the case for the Streams-C compiler [56]), or at least minimise the effort of transferring tasks between software and hardware (for example, when translating C-based task models into hardware using Handel-C [32, 31]). In co-design the application is initially modelled in an abstract form, without committing tasks to either software or hardware. This enables the designer to concentrate on algorithmic development rather than implementation details. Higher degrees of abstrac-
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tion enable models to be developed and simulated more quickly. The abstractions are generally more important than the language used for modelling. SystemC [152] and OCAPI-XL (part of the OCAPI design environment developed at IMEC vzm [161]) are C++ class libraries for modelling hardware systems. The SystemC library has layers of increasing abstraction, enabling hardware to be modelled at different levels. Rissa et al. reported on SystemC modelling of a reconfigurable embedded system [124]. By reducing the model accuracy, the simulation speed could be increased by up to eight times. Other modelling environments used for reconfigurable systems include Model-based Object Oriented Systems Engineering (MOOSE) [58], RCADE [68] and a tool framework for reconfigurable designs by Eisenring and Platzner [50]. These all model the system in a graph based form. Common to all modelling methods is the process of refinement from abstract behavioural model to implementation, during which the system must be partitioned and each part assigned to either hardware or software. The MOOSE environment follows a linear process, where the system architecture is defined first before the (hardware or software) objects are implemented. However, the algorithm and architecture may be considered to be equal inputs to the design process. This duality is recognised in the Eisenring and Platzner framework [50]. In the framework, the algorithm and architecture are represented by a ‘problem graph’ (PG) and ‘architecture graph’ (AG) respectively. The nodes of the PG are tasks controlled by a finite state machine, the AG is made up of nodes which can be components (computational or memory) or buses. Edges of the AG represent connections between components and buses. The design process is the mapping of the problem graph to the architecture graph for a given set of constraints. Both OCAPI [161] and the Virtual Component Codesign package from Cadence Design Systems, Inc., [127] employ a Y-Chart methodology for coherent and combined algorithm and architecture development [89], as shown in Figure 2.8. Algorithms and architectures are developed separately, and combined with a mapping phase. The performance of resulting implementation is analysed with simulations and the results used to improve the architecture, the algorithms or the mapping. The process is iterated until the implementation meets requirements. The mapping step is necessarily automated to avoid unacceptably slow iterative cycles.
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Figure 2.8: The Y-Chart approach to system design. The design of both the application and the architecture are modified iteratively based on post-mapping performance analysis. OS4RS Communications API HAL P2 P1



PA P3 11 P 00 N



PC ISP



FPGA



PB



2.3. Attacking the Design Gap



35



Clearly, a significant design task in co-design is the partitioning of the application into software and hardware. In simple applications manual partitioning may be sufficient. In more complex systems, the amount of design space exploration possible would be limited, and the results unlikely to be optimal. An automated approach is reported by Wiangtong et al. who propose an heuristics based clustering, partitioning and scheduling algorithm [167] and a task manager to coordinate the scheduling at run-time. The algorithm incorporates the constraints of the target platform (UltraSONIC [66]) and uses dynamic reconfiguration of task clusters.



2.3.3



Design Reuse



The reuse of design has long been recognised as a fundamental part of design productivity. Although now used for simulation and synthesis, the original intention of VHDL was to increase design reuse of digital circuits through consistent documentation [169]. It should be noted that reuse does not necessarily apply only to circuits, but can also be applied to concepts and techniques. This idea is advanced by DeHon et al. who suggest a classification and catalogue of design ‘patterns’ partly as an educational aid for students of engineering [42]. An often advocated method of design reuse is the use of a library of circuit blocks, also called cores, virtual components and intellectual property (IP). Where library components implement functions of high complexity (e.g., a DCT or a filter) systems are built bottom-up by selecting designs from the library and connecting them together. In other cases, the library contains simple generic components (e.g., counters, multipliers, ALUs) which are mapped to at the last stage of a top-down process. Examples of research on reconfigurable systems which include library based approaches include RCADE [68], a library framework developed by Luk et al. [97] and an FPGA image processing system by Vega-Rodriguez et al. [160]. Both VHDL and Verilog-2001 standards include parametrisation and circuit generation as part of the language, making the circuit more general and increasing its reuse potential. Creating and testing general implementations requires greater design effort, although this is amortised over many uses. Module generation extends this idea; instead of designing parametrised hardware directly, the hardware is created from software code which generates hardware when executed. Examples of this include the C++ based
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PAM-Blox II [113] for PAM [163], the Java based JHDL [77], Bigsky [111] (also Java based) and the custom hardware language Pebble [98]. The ‘application-to-hardware’ concept of Benkrid et al. also includes a form of module generation, in this case referred to as ‘hardware skeletons’ [20, 19]. In these cases, module generation is combined with high-level synthesis. As with high-level synthesis, module generation techniques offer increased abstraction and more efficient representation of circuits. Note that Xilinx Inc., also offers a module generator tool ‘CORE Generator’ as part of its ISE tool suite [175]. CORE Generator is limited as it is not user-extensible. The selection of object oriented languages for model generators is deliberate. When correctly applied, object oriented languages offer the same benefits to hardware design as to software, such as abstraction, encapsulation and inheritance (an important reuse mechanism). As Nebel and Schumacher observe, there are at least two views of object oriented hardware design [118]. In bottom-up design, circuits can be encapsulated as objects with well-defined interfaces to hide the details of the implementation. Alternatively, top-down design is possible if the algorithm, rather than the implementation, is defined as the object. This approach requires a greater shift from prior design methods but affords more potential for design productivity improvements. Bottom-up block-based design reuse has limited scalability due to the design cost of integration. System-level interconnect and logic must be custom designed for each implementation, the complexity of which grows exponentially with block number. Functional and performance verification are difficult. Changes necessary to satisfy design requirements (such as timing closure) are made late in the design cycle and may impact block-level design. The problems of ad hoc reuse in block-based design are partly addressed by using a standardised communication architecture, such as CoreConnect [79] from IBM Inc., AMBA [7] from ARM Ltd., WISHBONE [140] developed by Silicore Inc., the µNetwork from Sonics Inc. [145] and Avalon [4] created by Altera Corp. for the Nios processor [3]. Standardising block interfaces precludes compatibility issues, while the communication architecture implementation is itself a parametrised circuit block which can be reused. Interconnect can be constructed automatically; the Platform Studio environment of the Embedded Design Kit from Xilinx Inc. demonstrates this capability for CoreConnect bus based systems [176] and Altera Corp. offer the SOPC Builder tool [5] for the Avalon bus.
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Kalte et al. proposed the use of the AMBA bus for the interconnection of modules in a dynamically reconfigurable system [84]. The Sonics µNetwork [145], despite the name, is a pipelined bus that is shared using Time Division Multiple Access (TDMA). Unlike other standard buses, cores do not connect directly to the bus, but gain access through an interface called an ‘agent’. The agents implement the bus protocols transparently to the communicating cores. Standardisation is also the purport of the Virtual Socket Interface Alliance (VSIA) group. VSIA has a broader objective of facilitating the commercialisation of design intellectual property (IP). The VSIA ‘Virtual Components’ have standard interfaces, but vendors also comply with design practices for creating, verifying and delivering the circuit blocks [162]. Imposing a standard on block interfaces simplifies the integration task. The block design process can be simplified as well by isolating the interaction between blocks from their functionality. An example is the SIMPPL model reported by Shannon and Chow [137]. In SIMPPL (Systems Integrating Modules with Predefined Physical Links) each circuit block (or ‘computing element’) is separated into a computational part and a communication controller which implements inter-block communication, as shown in Figure 2.10. The behaviour of the controller is programmable through a control sequencer. The computing element can be reused in a different system design by reprogramming the sequencer. Interface standardisation and the orthogonalisation of concerns are key elements of platform-based design [87]. Platform-based design is characterised by extensive, planned reuse [37]. A platform is a fixed system architecture designed for a range of application in a domain, and which is customisable and extensible through the addition of modular blocks. A specific system created from a platform is termed a derivative design. Because FPGAs can support different platform designs, Lysaght suggested the term ‘meta-platforms’ for FPGAs [103]. Orthogonalisation of concerns is the isolation of different aspects of the design so that each can be independently explored and implemented [87]. It includes the separation of communication from computation, function from architecture, and block design from integration.
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Figure 2.10: A compute element in the SIMPPL scheme. Computation and communication are separated, facilitating design reuse.



2.3.4



Communication Architecture Design and Synthesis



Block-based design reuse and platform-based design (as well as some co-design methods) require communication architecture development. Abstract communications between modular circuit blocks are mapped to physical interconnect governed by communication protocols. The design space for the system-level communication includes:



– Interconnect type, such as point-to-point connections, shared buses, crossbar switches, networks. – The topology of the interconnect; for example, buses and crossbars can be arranged in a hierarchy. – Communication protocols for mediating access to common resources.



Automatic Generation Hand coding communication architecture designs in HDL is tedious, error prone and slow, which limits design space exploration. Academic and commercial tools have been developed for automatic generation of complex bus systems from a user specification. Ryu and Mooney developed ‘BusSynth’ [126, 125] which generates synthesisable HDL of hierarchical bus systems. The user specifies the topology of the system and the type
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and properties of each bus. Bus logic, bridges and module interfaces are generated and connected automatically. The designer is able to evaluate, through simulations, a wider range of communication architectures than would be feasible with hand coded designs. As mentioned above, both Xilinx Inc. and Altera Corp. offer similar capabilities for CoreConnect and Avalon bus based embedded systems respectively [176, 5].



Synthesis Automation accelerates the creation of communication architectures. Nevertheless, the exploration of designs is essentially a process of trial and error. Moreover, the evaluation of candidate systems is restricted by simulation speeds. Synthesis of communication architectures (usually bus based) is an optimisation problem which is an active area of research. In general, given a set of communicating objects, the objective is to create a system of connected buses with each object assigned to a bus. The synthesis also determines communication protocols, and may set attributes (such as bit width) of each bus. The problem is equivalent to a graph partitioning problem, which is NP-complete, and therefore approaches are often based around heuristics (see for example [47]). Different assumptions about the system lead to different approaches. If the behaviour of the channel is well-defined and known a priori, static scheduling can be used for the protocol. Gasteier and Glesner describe a scheduling algorithm where cycle accurate models of the communicating blocks are an input [55]. More commonly, channels are profiled to extract statistics (for example, [6, 47]). Alternatively, traces of channel behaviour are captured using simulations. Kim et al. [90] and Lahiri et al. [92] favour the last approach. Statistical and trace-based techniques require arbitration in communication protocols. The search space therefore includes allocating sufficient bus bandwidth in time-division access schemes [139], or assigning a rank for priority schemes [90, 92]. Burst transfers may or may not be allowed. Wire delays are becoming increasingly significant in integrated circuits. The physical layout and loading of a bus will impact on the delay induced and therefore timing. Drinic et al. include fast automatic floorplanning in their synthesis algorithm to include the effect of long wire delay [47].
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Several approaches to the bus assignment algorithm have been suggested. Simulated annealing is an obvious candidate [47, 90]. Lahiri, Raghunathan and Dey use a hill climbing algorithm [91]. A genetic algorithm is employed by Shin et al. [139]. While these approaches concentrate on the assignment of nodes to buses, Daveau et al. focus instead on the assignment of abstract channels, formulating this as an allocation and binding problem [6]. In their method, abstract channels are mapped to a library of ‘communication units’ which are abstractions of physical signalling and communication protocols. A communication unit may be able to support multiple simultaneous channels. Synthesis requires that sufficient communication unit are allocated to implement all the abstract channels in the system, and the channels are then bound to a communication unit. Techniques used in high-level synthesis (Section 2.3.1) can be used to solve this.



On-chip Networks The concept of implementing on-chip communication using network principles has seen an explosion in popularity since it was suggested by Guerrie
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Implementation Bobda et al. [24] Marescaux et al. [106]



Topology



Bit width



3×3



32



Device XC2V1000



Logic per router slices



%



1200



21%



2×2



16



XCV800



807



7.6%



4×1



16



XCV800



596



5.6%



Table 2.1: Resource usage of on-chip networks implemented in FPGAs.



– A network enforces highly modular design. Modularity assists testing and reuse. Moreover, there is very well defined separation of the computation in each modular block to the communication between blocks. – As with standard bus architectures, circuit block interfaces in networks are necessarily standardised, facilitating reuse. – On-chip networks are compatible with platform-based design. Soinienen et al. have made a somewhat vague study of combining platform-based design with on-chip networks [144]. With appropriate design, a network may be used as a basis for a platform and therefore reused.



Networks are not a panacea for design however, as they introduce other performance and design issues. Predicting network load and performance, and in particular preventing routing collisions and deadlocks, can be difficult. Route schedules can be statically defined, such as in [94], limiting the potential of the network to respond dynamically to changes in network traffic. Alternatively, detailed traffic analysis can be used; Varatkar and Marculescu carry out a thorough analysis of network traffic for MPEG-2 video encoding and decoding [157]. Other issues include topology and router complexity. A regular topology such as a mesh [94] or toroid [106] can simplify routing decisions, but its over-redundancy may waste resources. If the network type is store-and-forward (where complete packets are stored in each router) large buffers are required. Memory is an expensive resource on-chip; buffering can be reduced by using so-called wormhole routing, where only one word of the packet is stored in each router. This is popular [21, 60, 106] but introduces more opportunities for deadlock. Router complexity and size can be significant, particularly in FPGA implementations as shown in Table 2.1. Bobda et al. have implemented a nine node network on a Xilinx Virtex-II XC2V1000 FPGA [24], while Marescaux et al.
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built two four node networks in Xilinx Virtex XCV800 devices. Even with these small networks, the area overhead of the routers is high.



2.3.5



Discussion



All of the approaches described above contribute to improving design productivity, each with a different focal point. Synthesis from high-level languages raises abstraction levels above that of RTL-level HDL code, and can be commercially successful as Celoxica Ltd. have demonstrated with Handel-C. Synthesising compilers can exploit low-level parallelism, while higher-level task parallelism is explicitly identified by the designer. In general, the circuit quality will be lower than a hand-crafted design; Gokhale et al. report a typical result where the synthesised design consumes 3× more area and runs at half the clock speed [56]. More importantly, most research in this area focuses on scientific computing applications; it is not certain that high-level synthesis is appropriate for system design. Although some research has targeted reconfigurable hardware, reconfigurability has not be greatly exploited by HLS. Co-design methods are well-developed, and explicitly address system design through high-level modelling. The combination of co-design and high-level synthesis make for a compelling and powerful methodology. Despite instances of the use of design libraries, co-design does not inherently engender design reuse, particularly in the system-level design. Design reuse has been recognised by the semiconductor industry as being of primary importance to productivity of designers [133]. Modular, block-based design coupled with module generation can be effective for systems containing a handful of cores but encounters scalability issues with larger designs [37], due to the design effort required for the system architecture. Reuse at the system level is the intent of platform-based design, which imposes constraints on the system architecture ensure its reusability. In platform-based design, separating different aspects of the design so they can be optimised independently is critical to managing complexity and encouraging design reuse. Importantly, platform-based design is not a mutually exclusive methodology, and can be combined with other design techniques such as high-level synthesis. To date, there has been little work in applying platform-based design to FPGAs, or to studying the implications of reconfigurability in platform-based design.



2.3. Attacking the Design Gap



43



On-chip networks are an interesting area of research; they demonstrate key design productivity features such as modularity, scalability and the separation of communication and computation. As an emerging field there are many unanswered issues, particularly regarding the practicality, of on-chip networks, and it has yet to be determined what features of a network are necessary and sufficient in an on-chip implementation. Finally, it is interesting to note that most research assumes that, while it is possible to mask with layers of abstraction, the underlying target architecture is immutable, at least for the purposes of facilitating design. Architectural design focuses on performance enhancements. This suggests an interesting area for possible investigation: the modification of architectures to improve designer productivity.
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Exploiting Dynamic Reconfiguration



The reconfigurability of FPGAs engenders interesting possibilities for digital systems, but equally create challenges for design methodologies, processes and tools. These include low-level tools for manipulating configurations and bitstreams, methods for integrating dynamically reconfigurable logic with static logic in FPGAs, and front-end tools for modelling and simulating dynamic reconfiguration. In this section is a brief account of research into reconfigurable design of direct relevance to this thesis.



2.4.1



Low-level Tools and Techniques



A tool for low-level control of reconfigurability, JBits, was introduced by Xilinx in 1999 [59]. This provides a Java class library for interrogation and control of configuration bits in Xilinx XC4000 and Virtex series FPGAs at run-time. A user-written Java programme can implement dynamic reconfiguration by low-level bit manipulations. An abstraction layer translates between low-level hardware primitives (such as LUTs) and the actual configuration bit locations. Although some higher-level functions were implemented (including a simple router), the user required intimate knowledge of the FPGA and could not use higher level design tools such as RTL synthesis. Later work from Virginia Tech attempts to merge JBits with JHDL, to provide a complete flow from high-level design and synthesis to low-level reconfiguration [122]. A ‘self-reconfiguring platform’ (SRP) designed by Blodget et al. is a microprocessorbased system implemented on an FPGA which uses the internal configuration port of Virtex FPGAs [23] to modify its own configuration. A driver (XPART) developed for the system includes low-level calls to access configuration information. The experiments described in Chapter 6 employ the self-reconfiguring platform and an extended version of XPART. An alternative low-level configuration tool, developed by Donlin et al., exposes the FPGA configuration as a Unix style hierarchical ‘virtual file system’ [46]. Groups of configuration bits (e.g., for a LUT in a given location) are presented as files at the lowest level of the hierarchy. At a higher level, common types of primitives are grouped. At present, only a physical view of the FPGA configuration has been implemented, although it is possible that the file system could include a ‘core view’, where the hierarchy reflects the configuration bits associated with given cores in the design.
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In conjunction with work on dynamic modules (see below) Horta et al. have developed a tool, PARBIT, for manipulating FPGA bitstreams [73, 72]. This is able to extract a partial bitstream from an arbitrary user-specified rectangular region of an FPGA bitstream, and insert it into another bitstream. The tool is able to re-target the partial bitstream to a different region of the FPGA and even re-target a different device, with the caveat that the new target area must exhibit identical resources (both in quantity and relative position) to the original area. A back-end implementation flow for modular dynamic reconfiguration is documented by Lim and Peattie in an application note [95]. This describes the Virtex family FPGA configuration architecture and how the Xilinx design tools can be used to generate partial bitstreams which can be loaded at run-time. Connectivity between a reconfigurable module and static logic can be ensured by forcing interface signals to be routed on specific wires through the use of macro objects, which are termed bus macros. The details of this method are examined in Chapter 6. Similar work is presented by Dyer, Plessl and Platzner [48], by Palma et al. [121] and by Horta et al. [74], who use the nomenclature ‘gaskets’, ‘feed-through components’ and ‘virtual pins’ respectively for bus macros. Later work by Huebner, Becker and Becker has resulted in more sophisticated bus macros which, aside from constraining routing, also include some logic functions [76]. Kalte et al. suggested using an AMBA bus for connectivity between modules in [84]. Later work showed the bus constructed from tri-state buffer lines in Virtex FPGAs [85]. The design exhibits modules of fixed height and variable width; this resembles the physical architecture of Sonic-on-a-Chip (see Section 4.3.2) published the previous year [128].



2.4.2



Dynamic Reconfiguration Modelling and Verification



Hardware design verification is most commonly performed by simulation. Simulating dynamic reconfiguration directly, by modelling the underlying configuration logic of an FPGA which implements a circuit, would be highly impractical and difficult to debug. Lysaght and Stockwood instead model dynamic reconfiguration as parallel tasks that are switched in and out by a reconfiguration process [104]. The original circuit description together with user-supplied reconfiguration information are used to generate a simulation model with isolation switches under control of schedule control modules, as shown in Figure 2.11. A similar idea is employed by Luk et al. who model dynamism in circuits
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Figure 2.11: Simulation model for dynamically reconfigurable circuits [104]. Tasks B and C are dynamically configured at run-time, but modelled as parallel tasks connected to the system with switches. by incorporation of ‘virtual multiplexers’ [99]. The tasks are assumed to be fine-grained, such as individual mathematical operators.



2.4.3



Scheduling



Circuit dynamism due to reconfiguration adds an extra time dimension to circuit design; the scheduling of reconfigurations. Back-end and front-end tools and techniques have been developed for reconfiguration scheduling. Zhang, Ng and Luk [187] modify a highlevel synthesis flow, by augmenting the intermediate representation of the design with temporal information and combining this with the ‘virtual multiplexer’ concept [99]. Styles and Luk partition algorithm execution into phases, with circuit configurations optimised to each phase [151]. The optimisations are based on branch probabilities and are part of a high-level synthesis scheme [150]. Larger or coarse-grained task scheduling has also received much attention [30, 44, 52, 148, 158, 165]. These take the approach that a circuit occupies a contiguous region of the FPGA (often a rectangle), and will reside on the FPGA for some length of time, before and after which the region occupied is available to other circuits. This extends conventional floorplanning into three dimensions, making it a packing problem. The majority of the work in this area motivate dynamic reconfiguration on increasing the apparent spatial resources available in an FPGA of limited size by time-sharing the hardware. This concept is known as ‘virtual hardware’. Typically reconfiguration time overheads
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make frequent reconfiguration impractical [52], virtual hardware becomes increasingly less compelling as transistor densities continue to grow.



2.4.4



System Assembly



Some research in dynamic reconfiguration can be classified as techniques for assembling systems. These include the ‘application-to-hardware’ (A2H) project at the Queen’s University of Belfast [19], Diessel and Milne’s compilation from Circal process algebra [45], the Pebble compiler by Luk and McKeever [98], and Brebner’s ‘Swappable Logic Unit’ [28]. In each case, systems are modular in composition, and the design descriptions of modular components include not only functionality, but also physicality, such as size, relative placement, and location of connection points. System construction proceeds by physical structural assembly, by specifying the connectivity and relative placement of circuit blocks. In some cases construction can be hierarchical. Incorporating physical information into the system assembly facilitates reconfiguration. Circuit blocks are confined to well-defined locations in the FPGA, so can be replaced with alternative circuits providing the replacements occupy the same area. Moreover, the connection points for each circuit are also well-defined, simplifying or even avoiding inter-module interconnect. The reconfigurable system assembly model of JHDL [16, 77] also deserves mention here. As mentioned earlier in Section 2.3.1, JHDL is based on the object-oriented Java language, and employs high-level language synthesis. The choice of Java was motivated by the explicit dynamic control of objects in the language. JHDL represents circuits as objects, therefore object constructors and destructors correspond to dynamic reconfiguration to instantiate or remove the circuit-object. Thus JHDL unifies functional hardware design with control of hardware.



2.4.5



Discussion



In contrast to most work on dynamic reconfiguration, this thesis concentrates on infrequently reconfigured objects. Reconfigurability is used as a means of system construction, rather than time-multiplexing resources; this motivation has most in common with the approaches of Section 2.4.4. Indeed, with increasing FPGA transistor densities, the need
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to share and conserve resources becomes less compelling. However, in situations where the majority of the system is implemented within a single FPGA, dynamic reconfiguration becomes the only means by which the system can be non-disruptively modified. Using reconfiguration for system assembly does not require modelling of the reconfiguration process, nor scheduling. Low-level tools and techniques are necessary, and existing tools do not fully exploit the capabilities of dynamically reconfigurable devices. The author has played a significant role in the development of one of the most advanced technique for dynamic reconfiguration on contemporary FPGAs. This contribution is the subject of Chapter 6.
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Summary



This chapter has reviewed existing and proposed reconfigurable architectures, along with techniques and methodologies for increasing designer productivity when targeting reconfigurable systems. Reconfigurable hardware is distinguished by its ability to change functionality postfabrication. Field-Programmable Gate Arrays can be used to implement arbitrary digital circuits. There are also many custom architectures, with varying degrees of reconfigurability, designed for higher performance than FPGAs in specific application domains. These often blur the distinction between reconfigurability and programmability. Custom reconfigurable architectures, including reconfigurable processors, in general aim to accelerate software, and are therefore based on modified instruction set processor (ISP) architectures. The architecture in these cases is therefore fixed; reconfigurability is confined to subsections of the architecture, such as a functional unit. Thus, custom reconfigurable architectures occupy a different design space to that of large-scale integration in FPGAs. The combination of reconfigurability with the continued escalation in on-chip transistor count intensifies design complexity. To meet this challenge requires increasing designer productivity while taking advantage of reconfigurability. Several different approaches to this challenge were examined. Using high level language synthesis, designers are able to work with more tractable application descriptions than conventional hardware description languages. Mapping the application to the architecture is more difficult, and is handled by automated tools. High level synthesis is not necessarily appropriate for system-level design as there is no distinction between application level design and architectural level design. This may be likened to a complex software system where there is no separation between the operating system and application level programmes. In addition, high level synthesis does not account for reconfigurability. Co-design methods assist the designer in mapping the application to the architecture. The architecture can be complex and heterogeneous, or part of the design. The combination of co-design and high level synthesis is compelling, and can include reconfiguration. Co-design is oriented towards top-down design and limits the reuse of design. Design
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reuse is in general a bottom-up design principle. By increasing reuse, unnecessary repetitions and iterations of the design process can be avoided. Design reuse can target the architecture as well as component parts of applications. Lastly, adding an additional architectural layer, in the form of a communication infrastructure, facilitates the process of mapping the application into logic. Ultimately, the ideal approach for increasing design productivity would incorporate, or at least be compatible with, the most useful parts of each of the methods discussed. Additionally, the most promising uses for reconfigurability account for the reconfigurability explicitly in the design methodology. Dynamic reconfiguration is the process of replacing the configuration of part of an FPGA while the remaining circuits continue to operate undisturbed. There are a variety of tools and techniques that have been developed to handle different aspects of the implementation of dynamic reconfiguration. Differences in approaches arise from assumptions on the frequency and granularity of the reconfiguration being performed. The work most closely related to the research in this thesis targets infrequent task-level reconfiguration. There is however a requirement for more sophisticated methods for the low-level implementation of dynamic reconfiguration.



Chapter 3



Reconfigurable Video Image Processing



3.1



Introduction



This chapter covers the requirements of digital video image processing and looks at reconfigurable hardware solutions for video processing. In the context of this thesis, video image processing refers to the manipulation of captured video sequences rather than graphics generation or effects. Captured video sequences are processed in order to increase the saliency of important information or to compress and decompress image streams. The definition of what information is ‘important’ depends on the application and end user. This can range from overall quality (defined by the signal-to-noise ratio) to visual enhancements of specific details (e.g., shadow details or edges), to interpretation (such as object detection and tracking or feature recognition). Section 3.2 gives an overview of requirements in video processing, including capture and sampling of image data, sample data formats and selected algorithms. The architectural design of Sonic-on-a-Chip, as detailed in Chapter 4, is based on the UltraSONIC system [66] and its predecessor Sonic [67]; information on these systems is given in Section 3.3. Sonic and UltraSONIC are put in to context with other implementations of video and image processing in reconfigurable hardware in Section 3.4.
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3.2



Video Processing Requirements



This section describes digital video image formats and the nature of algorithms for processing video streams.



3.2.1



Video Image Formats



Digital video images are captured by CMOS or CCD (charge-coupled device) image sensors. These are semiconductor devices comprising an array of light sensitive elements which convert photon intensity into electric charge. In most cases the sensing element responds to intensity only; colour images are captured by passing the light through a mosaic of red, green and blue filters before sampling, such that each element captures one primary colour only. An example, the Bayer filter, is shown in Figure 3.1(a), where there are two green pixels captured for each red and blue pixels. The image data undergo postprocessing interpolation to produce full-colour pixels for every sensing location. Recently, image sensors have been developed which sense and separate all primary colours in each sampling element [101], which avoids the need for interpolation. The captured twodimensional image data are converted by raster-scan into a serial sequence. For storage and transmission, colour pixels are commonly converted from primary colour components (RGB) into luminance (or brightness) and chrominance (colour-space) components (commonly denoted Y, Cb and Cr). Since the human visual system is more Light source
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Figure 3.1: (a) Video image sensor array with a Bayer colour filter. (b) Subsampling of chroma colour channels. In 4:2:2 sampling, the chrominance information is reduced by half, in 4:2:0 sampling, chrominance information is reduced to a quarter.
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Standard



DVD-Video



SDTV



EDTV



HDTV



columns



rows



frames/s



pixels/frame



Mpixel/s



352



240



29.97



84480



2.5



352



480



29.97



168960



5.1



720



480



29.97



345600



10.4



352



288



25



101376



2.5



352



576



25



202752



5.1



720



576



25



414720



10.4



352



240



30



84480



2.5



352



480



30



168960



5.1



480



480



30



230400



6.9



640



480



30



307200



9.2



720



480



30



345600



10.4



640



480



60i



307200



9.2



768



576



50i



442368



11.1



1280



720



24



921600



22.1



1280



720



25



921600



23.0



1280



720



30



921600



27.6



1280



720



50



921600



46.1



1280



720



60



921600



55.3



1920



1080



24



1166400



28.0



1920



1080



25



1166400



29.2



1920



1080



30



1166400



35.0



1920



1080



50i



1166400



29.2



1920



1080



60i



1166400



35.0



Table 3.1: A sample of digital video formats. Frames are interlaced where indicated by an i, and otherwise progressively scanned. receptive to light intensity than to colour, the information in the less visually important chrominance channels (Cb, Cr) can be reduced significantly before obvious degradation to the image quality. This enables a higher degree of compression than would be possible with RGB images. Typically, the chrominance information is reduced by subsampling (see Figure 3.1(b)) and decreasing the number of quantisation levels. Despite some effort within the video broadcast industry to avoid repeating the furcation which happened with analogue television, there is a multiplicity of digital video and broadcast television standards. A sample of the display formats is given in Table 3.1, ranging from DVD-Video and standard-definition television (SDTV) up to highdefinition television (HDTV). It can be seen that processing digital video in real-time
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requires throughput rates in the range of 2.5–55.3 Mpixels per second. All video standards listed use MPEG-2 encoding, which uses lossy compression, in particular reducing the high-frequency information in images. It may be noted that video capture and encoding is tuned towards discarding information which the human visual system is not sensitive to, such as the specific frequency of the electromagnetic signals and high-frequency spatial information. While this can reproduce images of a good subjective quality, the lost information may be useful to video processing algorithms which have different objectives, such as object tracking and identification. It is therefore advantageous to pursue solutions for embedded video processing, which can operate on data which has the least amount of prior manipulation.



3.2.2



Algorithms



There is great variety in video processing algorithms, with characteristics dependent on the end use of the video stream. Algorithms range from low-level processing, whereby operations are performed uniformly across a complete image or sequence, to high-level procedures such as object tracking and identification. Low-level techniques are generally highly parallel, repetitive and require high throughput, making them attractive for implementation in hardware. Moreover, operations are generally a function of a localised contiguous neighbourhood of pixels from the input frame, which can be exploited in data reuse schemes. Note that the serialisation of video frames using raster-scanning means that significant portions of the video stream may need to be stored, despite the data locality of a particular algorithm. Examples are given in Table 3.2.
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Algorithm



Description



Histogram equalisation



Non-linear rescaling of the



Storage required r×c



intensities in an image such that it has a uniform histogram Thresholding



Produce a binary image by



1



comparing each pixel intensity to a threshold value Block DCT



Perform the 2D DCT on



7×c+8



blocks of 8 × 8 pixels Convolution



Convolve the image with a



(k − 1) × c + k



k × k kernel Range



Replace each pixel with the



10 × c + 3



minimum / maximum / median pixel value in a circular neighbourhood Block matching



Find the best match for a R × R template within an



c× r+



R+S 2







− c−



R+S 2



S × S search window of the next frame



Table 3.2: A selection of low-level image and video processing algorithms, showing the storage required if the data are serialised by raster-scanning. The frame is r rows in height and c columns wide.
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3.3



Sonic and UltraSONIC



The architectural design presented in Chapter 4 of this thesis is based on Sonic [67] and its successor UltraSONIC [66]. The design philosophy and salient features of these systems are described below. For readability, in this section the term ‘Sonic’ refers generically to both systems, although where there are interesting deviations between the original Sonic system and UltraSONIC this will be noted. In the following section Sonic will be compared to other video and image processing systems implemented with reconfigurable hardware.



3.3.1



Architecture



Sonic was developed to augment a personal computer or workstation in order to accelerate software-based video processing. It comprises a number of ‘plug-in processing elements’ (PIPEs) connected by buses. Data are streamed through a sequence of PIPEs, each of which performs a specific customised function on the data stream such as edge detection or image rotation. The overall processing performed is determined by both the function of each PIPE and the logical order of the PIPEs. The processing subsystem interacts with the computer system bus via a interface unit. The UltraSONIC system architecture is depicted in Figure 3.21 . Streams of data flow between processing elements uses the PIPEflow buses.



The



PIPEflow chain bus connects adjacent PIPEs, while the PIPEflow global bus enables 1



Sonic has two PIPEflow global buses.
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Figure 3.2: The UltraSONIC system architecture.



PIPE N



57



3.3. Sonic and UltraSONIC



PIPE bus, Interrupt Configuration bus



SRAM PIPE Memory



PIPE Router



SRAM



PIPE Engine



Registers



PIPEflow left



PIPEflow right FPGA (XCV1000E)



PIPEflow global



Figure 3.3: The details of an UltraSONIC PIPE.



data to pass between any pair of PIPEs. In both cases, data flow is systolic, in that a complete frame is transfered in an uninterrupted continuous stream. Moreover, the bus protocol defines the meaning of the content of the data stream: certain symbols are defined to indicate the start of each frame, the frame dimensions and the end of each line, and pixel data are always transfered in RGB format. Embedding these details in the communication protocols can simplify the design of processing algorithms; the trade-off is reduced flexibility. PIPEs in UltraSONIC come in two flavours2 : processing PIPEs and I/O PIPEs. The internals of a processing PIPE are illustrated in Figure 3.3. Each PIPE consists of a Router, an Engine and Memory. The Router is responsible for all data movement in and out of the PIPE as well as directing data between the Engine and the Memory. The Router design is fixed and does not change between PIPE designs, although data movement is programmable. By contrast the Engine is fully customisable in design; it is the design of the Engine that determines the function of the PIPE. It is important to observe that there is clear separation of computation (in the Engine) and communication (performed by the Router) in this system. Physically, Sonic is contained on a PCI card, and each PIPE is hosted on a plug-in 2



The original system has processing PIPEs only.
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daughter-card. In general-purpose PIPEs the Router and Engine are integrated into a single FPGA (a Xilinx Virtex-II XCV1000E). Custom (non-reconfigurable) PIPEs are also possible by replacing the Engine with dedicate hardware (such as a video CODEC).



3.3.2



Software Interface



The interaction between application software and the processing hardware is an integral feature of the design of Sonic. The chosen interface uses the software plug-in model. A plug-in is a modular addition to core application code, which extends the functionality of the application without having to redesign or recompile the original core. In the Sonic case, this means an existing application, such as Adobe Photoshop, can be accelerated without having to be designed originally with support for reconfigurable hardware. There is a significant parallel between the software plug-in model and platform-based design in hardware. Additional upfront design must be implemented in the core application code to support the plug-in methodology, but the resulting core is reusable. Each plug-in module has a well-defined interface for programme calls and data transfer. The plug-in methodology is also a good software abstraction of the configurability of Sonic. Each PIPE configuration has a unique software plug-in front-end. The configuration of the platform is therefore determined by the combination of plug-ins invoked by the application end-user.



3.3.3



Application



Data flow within Sonic is illustrated with an example application, shown in Figure 3.4. In the example, a frame is filtered, rotated and then cross-faded with another image. To begin with, the FPGAs within each PIPE are configured with the desired functions. The SRAM banks in the first and third PIPE are initiated with complete image frames, and the PIPE routers programmed to direct data flow appropriately. The processing system is then started, and data streams through the system, undergoing processing by each engine it passes through. The result is stored in an SRAM bank in the last PIPE, and can be accessed by the host once processing has completed.
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(b) Figure 3.4: An example of data flow in a multi-stage application using Sonic. First, (a) frames are loaded into SRAM banks via the bus interface, then (b) frame data are streamed through the PIPEs and the result stored in an SRAM bank. This is read out via the interface.
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(b) Figure 3.5: An example of dynamic reconfiguration in Sonic. (a) The first PIPE is initially configured as a filter, and processes a frame, storing the result in a SRAM bank. (b) The PIPE is then reconfigured, and the stored data fetched and processed.
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A second example, demonstrating the ‘dynamic’ reconfiguration3 capabilities of Sonic, is given in Figure 3.5. Here, assume the central PIPE is unavailable. Frame data are loaded into SRAM banks as previously, but the first PIPE router is programmed to store the output of the filter function in the second SRAM bank, rather than streaming it to another PIPE. The PIPE is then reconfigured with the rotation function. Data are accessed from where it is stored in SRAM and streamed through to the final PIPE for cross-fading. In practice, it is easier to add an additional PIPE module than suffer the complexity and time overhead involved in dynamic reconfiguration. Nevertheless, the salient point illustrated by this reconfiguration scheme is still significant: the programmability of the routers enables the same module designs to be reused for static or dynamically reconfigurable designs.



3.3.4



Discussion



The advantageous features of the Sonic architecture have been described above. However, there are also several limitations that may be observed, particularly when evaluating its suitability as a basis for a single-chip platform architecture.



– Each PIPE has a significant amount of memory, in the form of off-chip SRAM, directly connected to the router and for the exclusive use of the PIPE. Memory is necessary for storing data transferred between host and PIPEs, as well as providing simultaneous access to two image frames for one PIPE. However, the memory model is impractical in a single-chip implementation. – The data flow model is highly restricted. Although each PIPE has available two logical input and output streams, only one input and output can be usefully employed without the use of PIPE memory. The PIPEflow Global bus only supports a single PIPE-to-PIPE connection for a given frame. – At the inter-PIPE level, data flow in Sonic is systolic. There is no support for variability in data rates or different data types. 3



The term dynamic reconfiguration generally refers to reconfiguring part of an FPGA, but is used



here to mean reconfiguring part of a system.
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– The PIPEs have a fixed amount of resources. Resources that are not used by a particular PIPE design are wasted. – Sonic was developed with the intention of accelerating software on a host PC or workstation. As such, it is not a system-level design in itself. – The essentially linear topology and limited global interconnect (a single shared bus) is not highly scalable.
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3.4



Image Processing in Reconfigurable Hardware



This section reviews previous reconfigurable designs for image processing, and justifies the choice of Sonic as the basis for the single-FPGA platform architecture of this thesis. Image processing and video processing are attractive application domains for fieldprogrammable custom computing machines. The abundance of parallelism offers opportunities to impressively outperform instruction set processors. Early multiple FPGA systems such as Splash 2 [8] and PAM [163] demonstrated orders of magnitude faster processing than contemporary workstations at certain image processing tasks [11]. Splash 2 was comprised of several processing array boards, each hosting 16 single FPGA processing elements with individual RAM banks (see Figure 3.6). Over the last decade several similar architectures have been constructed specifically for image processing, such as ARDOISE [86, 43], iPACE-V1 [88] and RASH-IP [10]. These differ in the technology used, taking advantage of the latest FPGA devices, but are otherwise unremarkable. In general, these multi-FPGA systems are board-level extrapolations of individual FPGAs. A single-chip integration of the system would therefore be no more than a dense FPGA. Processor array board
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Figure 3.6: Splash 2 was an array of processing array boards, each of which held 16 single FPGA processing elements connected by a crossbar (from [11]).
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Figure 3.7: The image pre-processing system and processing element of McBader and Lee [110]. Often, work in FPGA dynamic reconfiguration has concentrated on time-sharing resources to implement circuits ordinarily too large for a given FPGA. Examples of image interpolation [75] and image rotation [26] have been reported, the later claiming a reduction in required resources by 66.7%. This motivation is not applicable for dense FPGAs, where the main design issue is not lack of resources but design complexity. Custom reconfigurable architectures such as the Dynamic Instruction Set Computer (DISC) [171] and REMARC [117] have been applied to image processing tasks. DISC and REMARC were described in Section 2.2; both are essentially based on instruction set processors. The more application-specific Dynamically Reconfigurable Image Processor (DRIP) [25] also augments instruction set processing. DRIP is a specialised array processor which operates on localised neighbourhoods of pixels in a frame. McBader and Lee have built an image pre-processor system in a single FPGA [110]. The system comprises 16 image processing elements which are fed by a DMA controller with a range of addressing modes (see Figure 3.7). Each processing element operates on the given pixel data based on instructions fed from a main controller. The processing
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elements are identical, implementing a very basic RISC-like DSP. All of the above approaches have merits and are scalable to some extent. Systems which augment instruction set processing with tightly-coupled reconfigurable units are not in themselves system-level integration design solutions. The McBader and Lee image preprocessor is programmable, rather than taking advantage of configurability. Research on reconfigurable system-level design solutions include Cheops [27] and SCORE [36]. SCORE was described in Chapter 2, in Section 2.2. The Cheops system, a contemporary of Splash 2 and PAM, is a video processing system constructed from multiple board-level modules. It is ‘reconfigurable’ in that different systems can be built by physically installing different module sub-boards. This is similar to UltraSONIC. The Cheops architecture is shown in Figure 3.8. The top-level system comprises a number of input, output and processing modules, each hosted on separate circuit boards. The processing module consists of a number of ‘stream processors’ and memory, all of which are connected by a cross-point switch. The stream processors (housed on sub-boards) contain specialised hardware to perform a specific function and may be implemented in an FPGA. Data flow is scheduled and controlled by a small microprocessor on each processor module. Both Cheops and SCORE have similarities to UltraSONIC. For example, they all (a) implement a streamed data model, (b) are highly modular, (c) use communication interfaces which separate processing from communication mechanisms. It should be noted that SCORE is a proposed architecture; there is no evidence in the literature that a prototype has been constructed. The two most significant differences UltraSONIC exhibits are in the use of memory and the distributed nature of communication control. Both SCORE and Cheops have a separation of memory from processing logic; in UltraSONIC all memory is directly associated with a PIPE. This is more consistent with the design of recent FPGAs, such as the Xilinx Virtex-II Pro [179] and Virtex-4 [185] where blocks of memory are distributed through the reconfigurable fabric. Moreover, both Cheops and SCORE require a large amounts of memory relative to computational logic. For example, SCORE has a LUT to RAM-bit ratio of 1:4096, compared to approximately 1:80 in the Xilinx XC2VP100 [183] and 1:106 in the Xilinx XC4VSX55 [182].
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(c) Stream processor Figure 3.8: The Cheops reconfigurable data flow video processing system [27].
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Summary



This chapter covered digital video processing requirements and the design of video processing systems in reconfigurable hardware. Video images undergo processing from the moment of capture, in general to improve the perceived quality of the sequence when viewed. Systems embedded close to the video capture source are able (amongst other things) to use the visually non-important information available before it is discarded by further processing. The processing throughput requirements for standard digital video is significant, ranging from 2.5 to 55.3 millions of pixels per second. Although there is a wide range of different types of algorithms depending on the application, many algorithms operate on data with a high degree of spatial localisation in the original images. This localisation is somewhat reduced by the serialisation of the images via raster-scanning. The Sonic architecture, upon which the work of this thesis is founded, was described. Sonic has traits which are beneficial to productive design, including modularity, extensibility, the ability to be customised, separable computation and communication and a well-defined software interface. Sonic also supports a a form of dynamic reconfiguration. The challenges of applying the Sonic architectural design to a single-chip platform were outlined. The Sonic system is particularly restrictive in its data flow model, which relies significant amounts of memory to introduce flexibility. Despite the challenges, and in comparison to other reconfigurable image processing approaches, Sonic is a reasonable basis for a single-chip platform architecture.



Chapter 4



The Sonic-on-a-Chip Architecture



4.1



Introduction



The sedulous efforts of the semiconductor industry have ensured an unrelenting increase in VLSI transistor density over the last several decades. The pace of this increase has not been matched by corresponding advances in designer productivity, causing design costs to spiral upwards and threatening the continuation of the semiconductor roadmap [133]. To ameliorate this situation, new design methodologies have emerged to exploit a greater degree of design reuse, primarily through extensive, planned reuse of design focused around a standardised bus architecture, an approach known as platform-based design [37]. Derivative systems, built by integrating specific modules into a platform architecture, have a lower integration design effort than ad hoc block-based reuse. While the initial development effort of the platform may be high, this can be amortised over a number of derivatives resulting in overall lower design cost. The user-exposed transistor density of Field-Programmable Gate Arrays (FPGAs) inevitably lags behind that of Application Specific Integrated Circuits (ASICs). Nevertheless, modern FPGAs are now reaching gate counts where design productivity is becoming a bottleneck, leading to the application of platform-based design techniques to reconfigurable systems [103]. However, a significant difference exists between FPGA and ASIC platform-based design; whereas ASIC derivative designs are necessarily fixed at design-time, the reconfigurability of FPGAs engenders the possibility of derivative designs generated and integrated at run-time. In this thesis, the phrase late integration 68
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is coined to describe this. A distinction should be noted between dynamic reconfiguration [102] and late integration. Dynamic reconfiguration is the ability of certain SRAM-based FPGAs to have part of the configuration replaced while the remainder of the device continues to operate normally. On the other hand, late integration refers to the construction of systems at run-time, by assembling modules within an FPGA. Thus, late integration exploits the property of dynamic reconfiguration. Late integration has the advantage that the resulting systems can use information about the environment in which they are deployed to achieve a higher level of customisation, and can subsequently adapt to changes in the environment. Increasing the customisation of reconfigurable derivatives partly mitigates the reduced performance of FPGA-based designs compared to ASIC implementations. In addition, systems employing late integration are amenable to in-field upgrades. For example, consider a video processing system for intelligent tracking surveillance cameras deployed in two situations: one monitoring an underground car parking garage and the other a busy street. The type and quantity of scene activity in the two situations are quite different; moreover, the lighting and conditions in the street scene are timevariant. Depending on the instantaneous operating conditions, different algorithms are required for optimal results; an ASIC derivative must be generic enough to support all possible algorithms (whether or not a particular algorithm is ever invoked), whereas an automated reconfigurable platform can, by monitoring the environment, selectively instantiate the momentarily optimal algorithms for the conditions. In essence, one can view platform-based design as a compromise between design flexibility and integration effort. By imposing an appropriate set of limitations on the form of the system-level design (such as constraining all module interfaces to a fixed bus standard) the complexity of the integration is reduced. To achieve the goal of run-time generated derivative systems, this must be taken further; with sufficient system-level design constraints the cost of integration can be lowered to a point where final stage integration can be performed quickly and automatically. It is therefore necessary to design an architecture for a platform within an FPGA which
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exhibits sufficient constraints to support run-time automatic derivative integration. The architecture must be extant at a physical as well as a logical level, since floorplanning and layout must be incorporated into the platform. The physical architecture includes a communication infrastructure with fixed interface points, to which modules may be attached to form derivatives. This chapter describes the first FPGA-based platform architecture that has been designed specifically to support automatic derivative generation and integration at runtime. The architecture is logically comprised of a bus-based network which provides connectivity between a number of customisable processing element modules. Derivative designs are generated by selecting combinations of processing element modules and attaching them to the communication infrastructure. The platform and module implementations are all encapsulated as individual FPGA configuration bitstreams; these are combined during the integration process by dynamic reconfiguration of the FPGA. The architecture incorporates physical level constraints to enable this to be achieved. The primary contributions of this chapter are as follows.



– The identification of the requirements for a reconfigurable platform-based design supporting late integration. The requirements are discussed qualitatively in Section 4.2. – The creation of one architectural template, Sonic-on-a-Chip, designed to satisfy these requirements. The template is described in Section 4.3, and has logical, physical and software aspects. – A physical architecture which simplifies allocation by linearisation of the reconfigurable resource space. The physical design also includes a bus structure and integration strategy which enables modules to be integrated into the platform at run-time. Part of this strategy relies on the technique of dynamic reconfiguration, which is advanced in Chapter 6. – A concept for integrating hardware modules with software, by representational shadow processes. Primarily, this assists with co-design and development. – A communication system and protocols that are efficient (in terms of overhead and bandwidth utilisation), flexible and, importantly, analysable. The latter is
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a necessary attribute if communication performance is to be guaranteed. The communication system is described in Section 4.4, while an analysis of the system is subject of Chapter 5. – Solutions for the effective use of both on-chip and off-chip memory. These are described in Section 4.5. – An evaluation of the Sonic-on-a-Chip architecture implemented in real-world commercial FPGAs, contained in Section 4.6.
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Architectural Requirements



For a platform architecture to support automatic, run-time derivative generation, the architecture must be developed further than in standard platform-based design. The creation of an integration platform comprises developing one or more hardware kernels which encapsulate the core common functionality of all the derivatives. A kernel includes buses, specialised component blocks, interface ports for attaching the ‘virtual components’ of derivative designs, central control and test functions. The kernel is a hard block of IP, although limited parameterisation is possible. A reconfigurable platform architecture includes kernel development; however, in order to make the run-time design effort low enough that it may be completed quickly and automatically requires limiting the degrees of freedom in the derivative designs. The platform development in the reconfigurable case therefore includes tasks that would normally be carried out in the development of derivatives, such as defining the clock tree and global floorplanning (see Table 4.1). Derivative design involves selecting virtual component modules required to complete the functionality of system, verification that the functionality meets specification, the imDevelopment Stage
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Table 4.1: Tasks in Platform-Based Design.
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plementation of all component blocks and final assembly. Conventionally, the derivative development phase is repeated several times, once for each specific derivative implementation. For a reconfigurable platform, a reduced set of design tasks can be achieved at design time. Rather than design and validation of the complete derivative system, a library of subsystems (each comprising several communicating virtual component blocks) is validated and implemented. Thus at run-time, the generation process is limited to extracting information about the environment, selecting and assembling together subsystems and setting programming parameters. The most intensive integration task is the validation of correct functioning of systemlevel communication once the system is assembled. While in ASIC development this can be achieved through the use of simulation-based or trace-based methods, these are clearly impractical at run-time, due to the computational effort involved. Instead, we propose imposing constraints on the communication infrastructure, protocols and virtual channels such that communication becomes predictable and analysable. During design time, the communication channels are characterised and parameterised, reducing the processing at run-time to simple calculations. This procedure is detailed in Chapter 5. The physical design, performed at the platform development stage, involves the creation of a floorplan in which the placement and routing of the hardware kernel, clock trees, I/O and the communication infrastructure are fixed. However, the floorplan must be flexible enough to allow for the instantiation of several modules, accounting for variation in number and (preferably) size. Fixed interface points are required to which modules are connected to the kernel structure; moreover, it is highly desirable that the communication infrastructure supports both inter-modular communication as well as transporting information between the modules and the kernel.
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The Architectural Template



In this section the architectural template Sonic-on-a-Chip is introduced. The template is a generalised architectural form, from which specific platform instances are distilled. Sonic-on-a-Chip was designed with the primary intention of exploring reconfigurable platform based design and conforms to the requirements established in qualitative terms in the previous section. The design is an evolution of the board-level system developed by Simon Haynes comprising multiple FPGAs. The original system was given the name ‘Sonic’ [67] (and later ‘UltraSONIC’ [66]) hence the nomenclature ‘Sonic-on-a-Chip’ for this template. Re-engineering Sonic for a single chip resulted in fundamental changes to the design. Many of these are precipitated by the constraints introduced by a higher level of integration, while others are more general enhancements. Sonic-on-a-Chip is extant at three conceptual layers: logical, physical and software. These three layers are described below.



4.3.1



Logical Architecture



As illustrated in Figure 4.1, the logical layer of Sonic-on-a-Chip comprises two fundamental subsystems, which will be called here the Sonic processing subsystem and the microprocessor subsystem. The Sonic processing subsystem consists of a linear array of SonicBuses, connected by bridges. The SonicBus supports two protocols, one for streaming data and one for control information. Both of these will be discussed in more detail in Section 4.4. Each SonicBus has a number of sockets; locations where processing elements (PEs) can be attached at run-time. The numbers of buses and sockets are dictated by the physical layout of the Sonic subsystem. A processing element communicates data to other processing elements over the SonicBus or to its right-hand neighbour over a ChainBus connection. The ChainBus makes use of physical locality to provide a higher communication bandwidth than could be provided by a shared bus alone. The microprocessor based subsystem is provided for control operations and high-level functions as well as performing tasks not suited to the Sonic processing system. The microprocessor subsystem interacts with the Sonic subsystem through two interface modules, one for each of the two communication protocols. The microprocessor is also responsible for programming the arbitration unit.
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Figure 4.1: The logical structure of the Sonic-on-a-Chip architectural template. In this diagram the grey shading indicates which parts of the system are fixed to form the platform architecture. Derivative systems are composed by integrating PE modules with the platform at run-time.
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Figure 4.2: Processing element internal details. The router design is fixed. The number of input and output ports can be varied, and the engine is fully customisable. Internally, each processing element has a common basic structure, as depicted in Figure 4.2. At the core is the engine, a fully customisable component, the design of which determines the computation performed on the data stream(s) passing through the processing element. An engine design may allow for some programmability, which is provided for in the form of optional engine registers. The clock for the engine is derived locally. The router is responsible for controlling the flow of data into and out of the processing element. It implements the SonicBus and ChainBus protocols, communicating directly with the routers of other PEs. The design of this component is fixed, but data flow can be programmed through the use of the router control registers. Data streams are buffered as they pass into and out of the engine. Buffering serves several purposes. Firstly, the buffers enable the SonicBus to be shared between multiple virtual channels. A corollary to this is that each engine may have multiple input ports and output ports. Queue buffers are commonly used for traversing clock boundaries; in this case the engine can use a locally generated clock. As well as being queues, the input buffers also enable data reuse. This aspect will be described in Section 4.5. Buffering



77



4.3. The Architectural Template



channels use SonicBus and ChainBus



process nodes − engines



PE



node



node



node



node



Figure 4.3: An example Kahn Process Network.



does impose a design cost, since input buffers may under-run and output buffers may become full. Therefore the engine must be designed to stall when appropriate. The design of the processing element is such that the engine is incognisant of the systemlevel communication of data. This strict separation of communication (the router) from computation (the engine) is an important design feature, since it simplifies engine design and facilitates design reuse. Moreover, restricting the flexibility of the communication by fixing the router design enables the communication behaviour to be analysable, as will be shown in Chapter 5. The astute reader will undoubtedly recognise that the Sonic processing subsystem implements an approximation of a Kahn Process Network (KPN) [83]. The engines within each processing element form the nodes of the KPN, the FIFOs are mapped to stream buffers and channels between nodes are transported using the SonicBuses and ChainBuses. This is illustrated in Figure 4.3. The template as depicted in Figure 4.1 requires all data processed by the Sonic subsystem to be sourced from and returned to the microprocessor side. This creates a significant performance bottleneck. To avoid this, a platform can incorporate modified processing elements which perform I/O functions, as shown in Figure 4.4. In addition to sourcing and sinking data, an I/O controller PE can be used as a mechanism to connect to external RAM. An SRAM controller PE is described in Section 4.5.
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Figure 4.4: Modification of a processing element into an I/O controller.



4.3.2



Physical Architecture



The topology of the logical architectural template is an array of parallel buses, partly because of physical constraints. Physically, the FPGA resources must be divided into static and dynamic areas, the dynamic area hosting modules instantiated at run-time. Since the location of any particular module is not determined until run-time it must be designed to be relocatable, or position-independent; the static infrastructure must also support module relocation. To simplify the design and integration of modules, the two-dimensional fabric allocated to the dynamic region is linearised by subdividing it into horizontal1 bands of fixed height (see Figure 4.5). A module occupies the full height of the band but can vary in width by discrete amounts (slots). A SonicBus runs the length of each band; modules attach to the bus at predetermined fixed locations. Where slots are unused, or modules occupy more than one slot, the bus connection points are rendered inactive. Each module includes sockets for ChainBus connections to their immediate neighbours. The ChainBus sockets of two adjoining modules align such that the connections are automatically made when the modules are instantiated. Compared with assigning modules arbitrary (and possibly non-rectangular) regions of 1



The actual orientation is irrelevant, but may be influenced by the directionality of the fabric.
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(b) Figure 4.5: The physical architecture of Sonic-on-a-Chip. (a) The dynamic area divided into horizontal bands, and inter-module connectivity. (b) Modules designed separately ready for integration at run-time.
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the FPGA, linearisation facilitates resource allocation, in particular reducing area fragmentation. Moreover, the design of and connection to the inter-module communication infrastructure are both simplified. Predefined system-level interconnect is possible using a grid of fixed-sized tiles. However, a tiled approach does not allow for variability in the resources required by different modules, leading to inefficient use of space or unnecessary partitioning of modules over multiple tiles. Position independence in modules is supported by the translational symmetry of the communication infrastructure of the architecture. Module relocatability also requires this symmetry in the reconfigurable fabric. In general, FPGAs have a high degree of regularity, however in real devices there are caveats which limit module relocation. More information on this can be found in Section 6.5.



4.3.3



Software



A fundamental aspect of the Sonic and UltraSONIC systems is their integration into a software environment through a well-defined application programming interface (API). Sonic was designed for the acceleration of software, for which a robust, flexible and extensible software interface is essential. The mechanism chosen for Sonic was based on the software plug-in model [65]. The accelerating hardware is accessed via calls to a dynamically linked library (DLL). The work in this thesis targets embedded rather than computing systems, so the interaction with software is subtly different. In Sonic-on-a-Chip, hardware processing elements can be viewed as parallel threads of control, executing concurrently. Using a software operating system supporting multi-threaded applications, a simple concept can be employed to interface application software to the Sonic subsystem: each hardware PE is represented in software by a shadow process, which is forked from the main application software. This is depicted in Figure 4.6. Direct interaction between application level software and hardware is restricted to information transfer between shadow processes and the corresponding PEs. Communication between shadow processes is implemented with inter-process communication (IPC) standard constructs of message queues and pipes. Message queues are used by the application software to control a given hardware process (for example, to
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Figure 4.6: Software architecture model. For each processing element instantiated in the hardware there is a corresponding shadow process spawned in software to assist with control and development. initialise the router control registers). Where PEs communicate directly, the pipes between the corresponding software processes are unused. Pipes are used for transporting data between the application and hardware, as well as for testing and debugging. The shadow process approach has the advantage of seamless integration of hardware processes (PEs) with the software environment. This enables hardware and software versions of processes to be swapped at run-time. However, the primary benefits come during system development. Software models of PE functionality can be easily integrated into the system, for functional validation before the hardware is implemented. Data streams in the hardware can be exposed to diagnostic software by redirecting them through shadow processes. Moreover, by separating and abstracting software and hardware with the driver layer it is not necessary for the shadow processes to execute on the same target platform as the hardware. This is useful since embedded system development is performed using a remote host development environment. As shown in Figure 4.7, application software can be developed on a host and transparently interfaced (in function but not performance) to a remote target platform.
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Figure 4.7: Remote software development.



4.3.4



Discussion



The Sonic-on-a-Chip template is an exemplar of a reconfigurable platform. It is worthwhile to examine (a) the features which can be generally applied to other reconfigurable platforms, and (b) the differences between Sonic-on-a-Chip and the Sonic and UltraSONIC platforms from which it is derived.



Modularity: Modularity is a fundamental feature of Sonic/UltraSONIC, and has been adhered to in Sonic-on-a-Chip. The ability to reconfigure individual parts of the system (therefore making it customisable) post-development depends highly on modularity. Unlike Sonic/UltraSONIC the modules in this work can have variable size. To achieve this and at the same time have practical means for resource allocation and connectivity the dynamically reconfigurable area is linearised into horizontal bands, whereby modules communicate over an array of buses. Communication: Design productivity benefits from orthogonalising areas of design; one aspect of this is the separation of communication and computation in Sonic and UltraSONIC through the router–engine dichotomy. In addition to reducing design complexity, this separation is a necessary enabler for late integration. The redeveloped routers for the single-chip platform are more sophisticated than their predecessors, as they support more complex communication protocols including message passing, as well as more than one input and output for each engine. Section 4.4 covers the communication in more detail. The additional sophistication in communication protocols requires effort during the system assembly to ensure
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that the real-time requirements of the system can be met. To this end, an analysis of the communication system is presented in Chapter 5. Memory: Compared to a board-level system, the amount of memory distributed through a single-chip system is highly limited. Larger amounts of memory are available off-chip, shared between modules. The nature of the memory use is therefore very different. On Sonic-on-a-Chip, off-chip memory is used mainly to re-order data to reduce on-chip buffer requirements. The available on-chip memory must be used efficiently; in the stream buffers, memory used for communication buffering is also used for data reuse. These features of memory use will be examined further in Section 4.5. Data flow and data types: In Sonic/UltraSONIC information transport between PIPEs are restricted to the systolic movement of pixel data; each cycle is used to communicate a single pixel value. While this enables the PIPEflow buses to be optimised for this purpose, it lacks flexibility. The single-chip platform is less strict, and supports variable rate data flows, variable processing rates, and does not specify data types.
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Communication



The communication architecture of Sonic-on-a-Chip is described in detail in this section. This includes the protocols implemented by the routers, the implementation of arbitration and the design of SonicBus bridges. The section concludes with a qualitative comparison between the Sonic-on-a-Chip architecture and other approaches to on-chip system-level communication, including point-to-point wiring, standard bus systems and on-chip networks, in the context of late integration.



4.4.1



SonicBus Communication Protocols



Two communication protocols are supported for transmission of information on the shared SonicBus. The first is in essence a statistical time division multiplexing (STDM) scheme [54] used for the majority of data movement transactions in the Sonic subsystem. It has been selected for its amenability to efficiently transporting continuous streams of data. The second protocol is based on message passing, and used for reading from and writing to the router control registers and optional engine registers in each PE. The latter protocol is used infrequently, typically during initialisation or occasional monitoring of the status of a PE. The SonicBus comprises a 32-bit multiplexed bus, three control lines and a number of interrupt lines. The three control lines include two ‘type’ lines to indicate whether the bus carries data, an address or a command in the current cycle. The third line is an ‘acknowledge’ signal, used by a receiving PE to indicate that the destination buffer has space or is full. Interrupt lines are used for message passing only.



STDM In the statistical time division multiplexing scheme a series of consecutive bus cycles are allocated to a specific channel; if the channel becomes inactive during its allotted time (either by a lack of data to transmit or a lack of space to put the data at the consumer end) the bus is released early for re-arbitration. A channel is formed by transmission of data from an output buffer of one PE to an input stream buffer of another PE. The protocol is illustrated in Figure 4.8(a). A transaction begins when the bus arbitrator issues a bus Grant command, specifying a channel by the producing PE and port number. The Grant command also includes the maximum allocated number
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(b) Figure 4.8: Communication protocols: (a) Bus cycle-by-cycle view of statistical time division multiplexing, (b) Bus cycles in the message passing protocol, showing a read request followed by the response as they interrupt the normal STDM protocol. of cycles for the transaction. The appropriate PE router responds by issuing a Stream data command which is detected by the receiving PE. Data are then streamed from the producer buffer to the consumer buffer until there is no more data, the receiving buffer is full, or the maximum granted cycles is reached, at which point the producer issues a Release command to pass control of the bus back to the arbitrator. The overhead of the STDM scheme is 3 cycles per channel transfer.



Message Passing Message passing is initiated using interrupts. Each PE on a bus is assigned a unique interrupt line, which is monitored by the bus arbitrator. The arbitrator responds to an interrupt when it next has control of the bus by issuing a Grant command to the specially designated message port of the PE. The PE router issues a Message command indicating the destination of the message and whether it is a read request or a write, followed by an address. If the message type is a write, the message also includes the
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Description Port programming



0x 0000 0000



IP1C



Input port 1 control register



0x 0000 0010 .. .



IP2C



Input port 2 control register



0x 0000 0100



OP1C



Output port 1 control register



0x 0000 0110 .. .



OP2C



Output port 2 control register



0x 0000 0400



CBIC



Input ChainBus control register



0x 0000 0500



CBOC



Output ChainBus control register Router global



0x 0000 0800



MIDR



Module ID register



0x 0000 0804



INTCR



Interrupt control register



Table 4.2: Router registers. Not all port registers will be implemented, for a given PE.
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Figure 4.10: The design of the arbitration unit.



with a look up table stored in RAM. Each channel has a single table entry containing the corresponding bus grant command, a flag to indicate the entry is valid and a pointer to the next table entry, forming a linked list (see Figure 4.10). A finite state machine waits for the current user of the bus to relinquish control, and then issues the grant command from the table, transferring control to the next channel. A separate part of the table is used for implementing the message protocol. When a module has a message to send it asserts an interrupt. Each module has a unique interrupt line, which has a corresponding entry in the message table. When the arbitrator detects an interrupt, at the next opportunity it has to grant control of the bus it issues the command from the message table entry. The module then sends the message and clears the interrupt. After the message is sent the arbitrator continues as normal using entries from the STDM table. Thus, messages take priority over the normal streaming of data, but do not interrupt a stream transfer in progress.
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Figure 4.11: A bridge design. It includes separate FIFO buffers for each channel that passes through the bridge, as well as independent message buffers. The downstream arbitration unit is also embedded into the bridge.



4.4.4



Bridge



Bridges can be buffering or non-buffering. Using a non-buffered bridge design, when a producer needs to transmit data to a consumer on the other side of the bridge the buses on either side of the bridge are temporarily connected. Data can be transmitted directly between the producer and consumer with minimal latency. There are two main disadvantages with non-buffered bridges. Firstly, it is not possible to isolate the behaviour of each bus, making an analysis of the communication such as presented in Chapter 5 very difficult since buses interact. Secondly, the combination of STDM and a non-buffering bridge can result in a high performance penalty. This is because communication across the bridge is a blocking operation for the producing side, which must wait until the consumer side bus is available for the given channel. This effect is compounded for a channel spanning several buses. For these reasons, Sonic-on-a-Chip employs a buffered bridge design, depicted in Figure 4.11. Individual channels traversing the bridge are buffered separately. This is to
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Figure 4.12: Five modules directly connected. The maximum number of coincident physical channels is six. avoid deadlocks which could occur with a shared buffer: if the destination buffer for any one channel saturates the bridge buffer would also become saturated, blocking other channels from using the bridge. Messages are allocated a dedicated buffer, and have a higher priority than data streams to minimise message latency. Each bridge also incorporates the arbitration unit for the downstream (secondary side) bus. To the PEs on a bus, the bridge behaves like another PE. A bridge is assigned an address; its control registers and the arbitration unit are programmed, as PEs are, via messages.



4.4.5



Comparisons



At this point, the Sonic-on-a-Chip communication design is briefly compared with three alternatives: a directly-connected system (such as point-to-point wiring or a crossbar switch), the use of standard bus architectures, and on-chip networks. It will be shown that in a late-integration scheme with linearised resources, the communication design described above compares favourably.



Direct Connection Consider a linear arrangement of n modules. In a system employing late integration, the communication infrastructure must allow for communication between any pair of modules. Assume that each module is directly connected to each other module, either with point-to-point wiring or a crossbar switch, such that there is a physical channel between each pair of modules. The total number of physical channels is



n(n−1) . 2



It can



be shown that the number of coincident physical channels the routing must support between module k and k + 1 is k(n − k) for k ≤ n2 , which has a maximum when k ≤



n 2
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Figure 4.13: The total bandwidth of direct connections relative to a shared bus, at a fixed frequency, for up to eight modules. The relative bandwidth varies from 1.667 to 0.625. of



n2 4 .



For example, in Figure 4.12 the physical channels between modules 2 and 3 is



2 × (5 − 2) = 6. Assume that the maximum number of physically available system-level interconnect wires in a given cross-section of the routing space is limited to w. Then if all physical channels have the same bit-width, this bit-width would be: bit-width =



w n2 /4



(4.1)



Therefore the bandwidth available between each pair of modules is set at 4f w/n2 , where f is the operating frequency of the channels. Note that with late integration it is not known a priori where a pair of communicating modules will be located relative to each other, thus f for all channels is limited to the worst case timing of the wiring. For the shared-bus scenario, the maximum available bandwidth for all channels combined is f w. The relative performance of the direct connection normalised to the shared bus case is plotted in Figure 4.13. The direct connection case has a slightly higher total
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available bandwidth when a high proportion of the physical channels are actually used. When physical channels are idle, the efficiency of directly connected system is reduced. A shared bus architecture requires arbitration and control logic, and therefore it is expected that the maximum operation frequency f would be lower than the direct connection case. In addition, the bus arbitration requirements introduce an overhead which also reduces the total usable bandwidth. However, the significant advantage of the bus is in the ability to dynamically allocate the available bandwidth according to the demands of the channels. It may be observed that the connections between adjacent modules in a directly connected scenario are not expensive to implement; these are also included in the Sonic-ona-Chip design as the ChainBus connections.



Bus Standards Several on-chip microprocessor bus standards have been developed over the last decade. These include the Advanced Microprocessor Bus Architecture (AMBA) from ARM Ltd. [7], IBM’s CoreConnect [79] architecture, and WISHBONE [140], developed by Silicore Inc. Although primarily intended for ASIC development, many of these have been implemented in FPGAs as well. Significantly, whereas the pin count of a boardlevel bus is critical to cost, this is not the case in ASICs, and hence on-chip buses tend to have high signal counts (see Table 4.3). A module with a 32 bit master and slave interface can easily require over 200 interface signals. In FPGA designs, the programmable routing resources consume most of the area of the die [64]. Implementing a high signal count bus is perfectly achievable in an unconstrained design. Where the design is modular, and in particular where modular reconfiguration is employed, pin counts again become important. This is due to interface constraints, which will be discussed further in Section 6.4 of Chapter 6. In this respect FPGAs are more similar to board-level systems than ASICs. An interconnect scheme designed specifically for late integration in FPGAs, such as the Sonic-on-a-Chip communication architecture, needs to take this into consideration. In Sonic-on-a-Chip, relatively high throughput performance is achieved with a low signal count (35 signals for the SonicBus ignoring interrupts for message passing, 34 signals for the ChainBus).
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Table 4.3: Signal counts of on-chip buses [7, 80, 81, 82, 140]. The AMBA High-performance Bus (AHB) can have a width of up to 1024 bits. Microprocessor buses are general purpose, but best suited to systems with few master and several slave interfaces. The master-slave dichotomy necessitates supporting both read and write transactions. Bus standards define interfaces and transaction protocols but the implementation is left to the designer. Bus masters are typically prioritised in importance for arbitration purposes. By contrast, the Sonic-on-a-Chip architecture connects many processing elements of equal importance, and therefore uses a round-robin form of arbitration. Most data are moved by streamed write transactions. Notably, the architecture not only defines the communication protocols but the routers in each PE which implement the protocols. Thus, the performance of Sonic-on-a-Chip is gained at the expense of general purpose flexibility.



On-Chip Networks The attractions of using a network on-chip are modularity and scalability. Networks can be circuit-switching or packet-switching; the majority of research to date have favoured the later. Packet-switched networks generally require large and complex routers, since these need to buffer packets and have sufficient knowledge and intelligence to make routing decisions. The area cost of packet networks is epitomised by the implementation of Bobda et al. where the routers of a 3×3 node network consume nearly all the resources of a Virtex-II 1000 FPGA, leaving almost no space for application logic [24].
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Packet buffering is a significant issue since on-chip memory is limited, particularly in FPGAs. The memory requirements can be reduced by using ‘worm-hole’ routing rather than store-and-forward techniques, or by employing circuit-switching. In both these cases the network must be built to avoid or handle routing collisions and deadlocks. Achieving this while retaining flexibility and routing dynamism increases the complexity, and therefore size, of the network routers. On-chip networks, particularly in FPGAs, is a relatively recent field of research and an important development in system-level communication. It is probable that a practical and realisable FPGA implementation will be substantially different to the larger scale computer and telecommunication networks by which on-chip networks were inspired. In comparing on-chip networks and Sonic-on-a-Chip, it can be seen that there are some similarities. If each cluster of PEs connected to a SonicBus are considered to be a node, then the bus bridges are analogous to network routers. Data streams are segmented by the arbitration scheme and the resulting segments are prepended with a header word; this effectively packetizes the data. The network topology in this case is very simple, being entirely linear. This is advantageous for simplifying data routing, although it is likely to be not as scalable as a grid-based topology.



4.4.6



Discussion



This section has covered the details of the communication infrastructure and protocols designed for Sonic-on-a-Chip. By inspection it is possible to distill from this specific design the salient features which are important in reconfigurable systems employing late integration.



– Ideally, on-chip communication architectures should be customised to the application domain, taking into account the balance of resources available in FPGAs. – It is essential to separate communication between modules from the computation that is performed within each module. This can be achieved with the use of routers, which are present in every processing element, and by designing the computational component of each processing element such that it is tolerant to the latency of the communication system.
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– By embedding communication control within each module with routers the overall control is distributed. This facilitates peer-to-peer transactions, and is more scalable than a centralised communication control model. – Communication channel requirements are not determined until run-time. The communication system should be able to support variability in the throughput and numbers of channels. To achieve this, protocols can be programmable or automatically adaptive. – It has been argued in this thesis that on-chip networks are not well suited to implementation in FPGAs. However, there are aspects of networks which are attractive, particularly regarding scalability. A study into the compromise between buses and networks could be an interesting area for future research.
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4.5



Memory



It was noted in Section 4.3 that the use of memory in a single-chip platform is significantly different to a board-level system such as Sonic or UltraSONIC, where there is abundant memory directly connected to each processing element. In this section, the use of memory in the platform template is described.



4.5.1



Stream Buffers



As mentioned earlier, the Sonic processing subsystem implements an approximation of a Kahn Process Network (KPN). In a KPN, concurrent processes communicate exclusively with unidirectional channels, and data are buffered by FIFOs of infinite depth. In all real implementations of KPNs memory is finite; on-chip, memory is a valuable limited resource. In the Sonic-on-a-Chip architecture the channel buffers are implemented using modified FIFOs for which the term stream buffer has been coined. This differs from FIFOs in two ways: firstly, the actions of reading and of consuming data from the queue are separate, and secondly, data can be read from any location in the queue. The stream buffer is shown in Figure 4.14. The input side of the buffer is no different from a normal FIFO. On the output side the engine supplies an additional Address signal for reading specific locations in the queue. Data are consumed from the front of the queue by the value of the Advance signal at the positive edge of the clock. The stream buffer degenerates into a simple FIFO if the Address is always 0 and the Advance signal takes the values 0 and 1 exclusively. Data[31:0] Router
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Figure 4.14: The stream buffer is essentially FIFO-like, but reading and consuming data are separated, and any valid location in the queue can be accessed.
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Stream buffers have FIFO like properties, such as being able to traverse clock boundaries and providing data-width conversion. Separating reading and consuming of data enables one physical memory to be used for both buffering communication and data reuse. This is one case where the practice of orthogonalising concerns is not obeyed, and is necessary to make efficient use of a limited resource. In Chapter 5 a rigorous examination of communication in Sonic-on-a-Chip, and in particular its interaction with buffering, demonstrates that this exception can be accommodated in the system analysis.



4.5.2



Off-chip Memory



Stream buffers constructed from blocks of on-chip memory are able to buffer several lines of raster-scanned video data. While this is sufficient for many algorithms, for certain algorithms the required storage space is too large for on-chip buffers, necessitating the use of off-chip memory. In any modular architecture implemented in a single chip connecting an arbitrary module directly to an off-chip memory bank is impractical due to physical constraints. Moreover, in the Sonic-on-a-Chip system while the communication model supports streamed data efficiently, it is not amenable to request-fetch-response transactions for accessing memory that is remote with respect to a PE. The use of off-chip memory therefore requires a different solution. It was observed in Section 3.2 that most video processing algorithms exhibit a high degree of data localisation, but this is disrupted by serialisation using raster-scanning. It is possible to recover some localisation by reordering the data: this is done by subdividing each video frame into a number of windows, which may be overlapping. A new data stream is generated by raster-scanning the pixels within each window, and raster-scanning the windows within the frame. This is illustrated in the following example.



Example 4.1: Subdivision of a frame. Consider performing a convolution of a frame with a 9 × 9 kernel. If the data are serialised by raster-scan of the entire image then the storage required (from Table 3.1) is 8c + 9 pixels, where c is the width of the image. To reduce the required buffering, the frame is subdivided into m by n windows of height h and width w as shown in Figure 4.15. Data are reordered by raster-scanning within each window (left-to-right and then top-to-bottom) and raster-scanning the windows within the frame (left-to-right and top-to-bottom). The required stream buffer storage space, determined by the window width, is 8w + 9. This can be made sufficiently small
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Figure 4.15: Subdivision of a video frame into a series of windows, each of size h × w. Overlapping windows are accommodated by extending the image. by appropriate selection of w. Note that the trade-off is replication of data due to the overlap of the windows.







In general, the window-based data-reordering depicted in Figure 4.15 can be expressed as four nested loops as Figure 4.16 shows. The reordering can therefore be parametrised with nine variables; four loop ranges r1 , . . . , r4 , four step variables j1 , . . . , j4 and an initial offset. Using this parametrisation enables the frame to be divided in a variety of ways, for example series of horizontal or vertical strips or transposed raster-scan (top-to-bottom and left-to-right). This general form can also be used to divide a single serial data stream into multiple streams for concurrent processing by parallel PEs. In this case, the address generation of Figure 4.16 is replicated for each parallel stream.
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Figure 4.16: Pseudo-code generating an address pattern for subdividing a raster-scanned frame into a series of windows.



SonicBus



ROUTER



control regs write FIFO



read FIFO



read address generator



read FIFO



read FIFO



scheduler



bypass



Data to RAM



address logic



control logic



Address



Control signals External RAM



RAM controller



Data from RAM



on−chip off−chip



Figure 4.17: An example memory server PE supporting three output streams.
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The data reordering is the basis for the use of off-chip memory in Sonic-on-a-Chip. A customised memory server version of an I/O PE is directly connected to external memory. The design of this is shown in Figure 4.17. The functionality is similar to a stream buffer with multiple independent outputs and the external RAM acting as the buffer memory. The original frame data are streamed in through the write FIFO and written in to RAM. An address for each output stream is generated using the parametrisation of Figure 4.16. The values of the parameters are set by programming the control registers. Since the off-chip memory is (in this case) single-ported, the scheduler determines whether to write or which read FIFO to fill at any given time. The decision is based on (a) whether the read FIFOs are full or the write FIFO is empty, (b) whether the RAM buffer is full, (c) the relative fill levels of each FIFO. Note that if the data value being written to RAM is required by a read FIFO, it can bypass being read from RAM, thus avoiding unnecessary readbacks.



4.5.3



Discussion



From the use of memory in stream buffers and memory servers described above some generalisations can be distilled. A system implemented in a single FPGA has limited onchip memory, which is generally distributed throughout the device. System modularity imposes a requirement for a corresponding distributed memory model. Within each module, memory must be used efficiently; this may mean combining functionality, such as communication buffering and data reuse. Modular single-chip systems experience restrictions in the connectivity to off-chip resources, including memory. The use of streaming data flow communication requires different solutions to the memory hierarchy than conventional master-slave systems. In particular, off-chip memory can be used to reorder data within a stream, reducing the on-chip memory requirements, depending on the application.



4.6. Evaluation



4.6



101



Evaluation



This section contains details of case studies of the architecture of Sonic-on-a-Chip, using commercially available FPGAs. This covers the implementation of Sonic-on-a-Chip prototypes using development boards, the construction of the SonicBus infrastructure, and resource usage information gained from synthesis. All of this is combined to propose floorplans for systems in dense devices.



4.6.1



System Design



Prototype systems have been constructed using the Xilinx ML300 and ML401 development boards. The system design for the ML300 version, which targets a Xilinx Virtex-II Pro XC2VP7 device, is shown in Figure 4.18. The microprocessor control subsystem was constructed using Embedded Development Kit 6.3i software [176], the interface peripherals (the arbitration unit, the message interface and the data interface) were coded in VHDL while the Sonic subsystem was created in Verilog. The device is a small member of the Virtex-II Pro family; only a single PE slot was possible. The prototype was used to test the interface peripherals, the SonicBus infrastructure and the operation of various processing element designs. The ML401 version of this prototype is similar, although the target device is a Xilinx Virtex-4 XC4VLX25 chip which does not include a microprocessor hard-core, and so a soft-core microprocessor (MicroBlaze [177]) was used instead. Both the ML300 and ML401 prototypes were used in the development and application of new techniques in dynamic reconfiguration, which is the subject of Chapter 6. Details can be found in Section 6.5.



4.6.2



Bus Structure



The SonicBus is constructed from tristate logic for Virtex-II Pro devices, as shown in Figure 4.19. Using this method, all of the wiring resources used by the bus are exactly defined, leading to a high degree of precision in the timing parameters of the bus. Newer FPGA architectures no longer implement tristate buffers, and so tristate logic must be implemented using LUTs. This has been done for Virtex-4 devices as shown
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Figure 4.20: The SonicBus implemented using LUT logic, for the Virtex-4. in Figure 4.20. Since the modules which connect to the bus are physically placed in a line, the maximum propagation delay of the bus signals is minimised by propagating the signals in both directions at once. Physically, the bus logic for both Virtex-II Pro and Virtex-4 devices are encapsulated in bus macros; this is necessary for the purposes of dynamic reconfiguration. Detail on bus macros can be found in Section 6.4.



4.6.3



Resource Usage



Synthesis of the microprocessor subsystem and several sample processing element engines were performed to determine the resources used by the designs. This information was used in the floorplanning process below. The microprocessor subsystem and interface peripherals were synthesised using Xilinx XST 6.3i build G.38. The results are shown in Table 4.4. The complete microprocessor control system occupies less than 3% of the largest Virtex-II Pro device (XC2VP100) excluding the PowerPC microprocessor. In the Virtex-4 SX series, the resource usage is 9% of logic and 13% of the block memory of the largest device (XC4VSX55). The increase in resources used is due mainly to the soft processor. The Sonic subsystem components were synthesised using Synplify Pro 7.6.1 from Synplicity [153], targeting a XC2VP7 device and a system clock frequency of 100MHz. In the prototypes the SonicBus is clocked at 50MHz and the engines at 25MHz. The resources used by four complete sample processing elements as well as a bridge design and a memory server PE are shown in Table 4.5.
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Component



LUTs



Registers



BRAMs



MULTs/DSPs



Arbitration unit



124



108



1



0



Data interface



284



219



2



0



Control interface



246



267



0



0



XC2VP7



2335



2404



12



0



XC4VLX25



4855



4100



42



4



Total for µP system



Table 4.4: Resources used by system components.



Function



Inputs



Outputs



LUTs



Registers



BRAMs



MULTs



2



1



988



590



6



0



1



1



1101



625



5



3



Difference



2



1



640



469



3



0



1D FFT stage



1



1



709



503



6



4



Bridge



2



2



1521



692



5



0



Memory server



1



1



734



552



2



0



Block



match-



ing Convolution, 3 × 3 kernel



(up to 512 pt)



Table 4.5: Resources used in PE designs.
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Input ports



Output ports



LUTs



Register bits



1



1



391



279



1



2



508



296



1



3



639



313



2



1



475



283



3



1



499



287



2



2



530



300



Table 4.6: Resource usage of router designs with different combinations of input and output ports. To estimate the area overhead incurred by the communication system individual router designs were synthesised independently. The results are shown in Table 4.6. These are indicative only, since optimisations can be employed by the synthesis tool when the router is combined with the rest of the logic in the PE to reduce the actual resources used.



4.6.4



Floorplans



The bus infrastructure design and component resource usage information from above can be used to floorplan Sonic-on-a-Chip systems for large FPGAs. Two floorplans are presented here, for the largest Virtex-II Pro device (XC2VP100) and the largest Virtex-4 device in the ‘DSP optimised’ SX family (XC4VSX55). These are shown in Figure 4.21 and Figure 4.22 respectively. The following are the salient features present in the floorplans:



– The reconfigurable regions reserved for modules are divided into a number of slots. Each slot is a fixed size and encompasses identical resources: 240 CLBs (1920 logic elements), 10 Block RAMs and 10 multipliers in the XC2VP100 device, 256 CLBs (2048 logic elements), 16 Block RAMs and 32 DSP units in the XC4VSX55. – The slots in the Virtex-4 device are (in this case) aligned with local clock regions in the Virtex-4. The clock for the engine of the PE occupying a slot can therefore use a local clock buffer. – Modules are designed to occupy one or more slots. Since the slots are identical in
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SonicBus connections



input / output logic



bridge



SonicBus



microprocessor control system



module slots



ChainBus connections



input / output logic



I/O connections



I/O slot bridge



Figure 4.21: An example floorplan in a Xilinx Virtex-II Pro XC2VP100 FPGA, showing 32 possible slots for PE modules over five buses.
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Microprocessor control system



Module slots



SonicBus wiring SonicBus connections



Figure 4.22: An example floorplan in a Xilinx Virtex-4 XC4VSX55 FPGA, showing 14 possible slots for PE modules over two buses.
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Device



XC2VP100 XC4VSX55



Speed



Delay (ns) Min



Mean



Max



-5



8.163



8.517



10.214



-6



7.357



7.675



9.198



-10



11.678



12.797



14.178



-11



9.862



10.812



11.985



Table 4.7: Worst-case propagation delay of SonicBus signals.



resources, module designs can be retargeted to any slot or slots within the device. Note that all the sample PE designs of Table 4.5 can fit within a single slot. – The propagation delay of signals traversing the SonicBus in both devices can be precisely determined. These were measured for different speed grades in both devices (see Table 4.7). The routing of the Virtex-II Pro based SonicBus is more strictly controlled, and so there is less spread in the delay. Characterising the delay makes it possible to design and implement modules independently of the rest of the system. – Comparing the router area usage in Table 4.6 to the slot size, the router overhead in logic elements ranges from 20.4% to 33.3% for the XC2VP100 slots and 19.1% to 31.2% for the XC4VSX55 slots. The area overhead is significant, although it should be noted that the router designs have been designed for functionality and have not been refined to reduce area or increase speed. Obviously, for PE designs occupying multiple slots the router overhead is proportionally reduced. – The XC2VP100 has one slot defined to be for an I/O PE, at the lower right-hand corner. This slot includes macro connections to the I/O logic area at the bottom edge of the device. The off-chip connections are hardwired (to external SRAM for example), however the specific I/O PE instantiated is selected at run-time.



4.7. Summary



4.7
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Summary



This chapter introduced the idea of late integration as a system design methodology to exploit the reconfigurability of FPGAs. Systems designed for late integration are assembled at run-time by instantiating modular components within an FPGA. Such systems can be customised to the environment in which they are deployed, can adapt over time and are amenable to partial upgrades. Late integration is enabled by reconfigurable platform-based design. The differences between reconfigurable and standard ASIC platform-based design can be summarised as a need for a greater degree of constraints in the reconfigurable case, to allow the integration phase to be automated. An architectural template for reconfigurable platform-based design has been designed, which is founded on the Sonic system architecture discussed in Chapter 3. The new platform retains many of the salient features of Sonic, including modularity, communication/computation separation using a router-engine dichotomy, extensibility, and support for dynamic reconfiguration. Modifications were made to adapt the original architecture to make it suitable for a single-chip platform, and the architecture has also been extended in other ways. Primarily, these are (a) the use of multiple buses for scalability, (b) a physical chip-level architecture, (c) support for multi-ported processing elements, (d) a new mechanism for interfacing and integrating with software using shadow processes, (e) a communication infrastructure which handles multiple simultaneous channels on a share bus, (f) solutions for the efficient use of on-chip and off-chip memory. Evaluations of the implementation of Sonic-on-a-Chip have been made, for two target devices: a Xilinx Virtex-II Pro and a Xilinx Virtex-4. These have demonstrated the construction of the buses, the resources used by various system components, and physical floorplanning in Sonic-on-a-Chip.



Chapter 5



Communication Analysis



5.1



Introduction



The previous chapter introduced the concept of late integration, whereby systems are assembled at run-time by instantiating modules in a platform architecture. The instantiated modules interact using the communication resources supplied by the architecture. Where several virtual communication channels are mapped to a shared medium, the available bandwidth must be allocated to the channels appropriately. Determining how resources should be allocated and ensuring real-time performance requirements are met is a challenging task, as it must be done at run-time. This precludes the use of the simulation-based or trace-based methods described in Section 2.3.4 of the background. Instead, following a similar theme to the construction of the architectural platform, this thesis advocates the application of appropriate constraints to the communication system, such that its behaviour becomes predictable and analysable. In the Sonic-on-a-Chip architecture, the modular processing elements interface to the communication infrastructure through routers of fixed design. In addition, the processing elements perform image processing tasks which are typically highly repetitive. As will be demonstrated in this chapter, these attributes enable the communication behaviour of the processing elements to be characterised and parameterised. This chapter develops an analysis of a shared bus scheme using a statistical time division 110



5.1. Introduction
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multiplexing (STDM), as used by Sonic-on-a-Chip. The objective of the analysis is a method for determining whether a given mapping of channels to shared media can meet pre-determined resource and real-time performance requirements. An outline of the original contributions of this chapter is as follows.



– Details of the parameterisation of processing elements necessary for the purpose of the analysis. This included in the description of the analysis scenario in Section 5.2. – A thorough analysis of a bus shared using STDM arbitration. This starts in Section 5.3, by assuming channels are buffered by FIFOs of unlimited size. The analysis is then extended to size-limited saturating buffers in Section 5.4. – As the outcome of the analysis, a method for determining bandwidth allocation amongst channels sharing a bus, and a means of estimating the maximum required channel buffer sizes and the maximum induced latency (Section 5.5). The method is summarised in Section 5.6. – A verification of the validity of the analytically-derived results with a cycle-accurate simulation model. The simulation results are presented in Section 5.7.



It should be noted that while the analysis is applied to the Sonic-on-a-Chip platform, it is not limited to this architecture, or even video processing, but may be applied to any communication system designed with similar constraints.



112



5.2. Scenario and Assumptions



5.2



Scenario and Assumptions



We start with the assumption that the processing system is a process network comprising a number of processing nodes (PEs) connected by a series of communication channels, which is to be mapped to a system of buses connected by bridges, as in the template described in Chapter 4. The components of a channel are illustrated in Figure 5.1. Note the use of the stream buffers that were described in Section 4.5. Assume that each node has been assigned to a bus. By using bridges which buffer data, the behaviour of each bus can be isolated and studied separately. We will ignore channels which are assigned to using the ChainBus connections, as they are of no interest in this analysis. Therefore, for a particular bus we need to set the size of the time-slot for each channel to ensure throughput is met, as well as determining the maximum latency and the required buffer sizes. In the analysis which follows, the processing nodes are assumed to have a common pattern of behaviour: one or more streams of data are stored in input buffers; the engine performs a number of accesses on the stored data and outputs results to the output buffer; input data which are no longer needed are discarded from the front of the input buffer. This pattern is repeated indefinitely, such that the processing node has a baseline periodicity. Note that in some cases a node may exhibit different input and output periodicity; for example, a node which computes a histogram of the intensity values of an image may access and discard pixels one at a time (input periodicity of 1 pixel), whereas the results are only presented to the output buffer once per frame (output periodicity of 1 frame). producer PE node



consumer PE



FIFO buffer



stream buffer



node



channel k size β k,p



time−shared communication medium



size β k,c



interface



Figure 5.1: Components in a communication channel mapped to a shared medium. The channel is buffered on the producer side by a FIFO of depth βk,p and on the consumer side by a stream buffer of depth βk,c . The channel interfaces regulate the access to the communication medium.
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The behaviour pattern is illustrated by the following example of a motion vector estimator (MVE). Motion vector estimation is a key computation in MPEG video compression algorithms as well as machine vision applications. Example 5.1: Motion vector estimation. In motion vector estimation, a reference frame is divided into a number of non-overlapping reference blocks. The best match for each reference block is found within the next video frame (the search frame). The area of the search frame to scan for a given reference block is limited to a search window. The search windows overlap. Take a MVE processing node which scans search windows of size 44 × 44 pixels for a match to a reference block of 16 × 16 pixels. The processing node has two inputs (the search window and the reference block) and one output (the location of the best match). A full search is computationally expensive, and can be avoided with intelligent techniques such as the three-step coarse-fine search [138]. After completing a search, a new search is started for the next reference block. Since the search windows overlap, only part of the current search window is discarded from the input buffer. The buffering behaviour is illustrated in Figure 5.2.







Table 5.1 lists some sample video processing algorithms and shows how they may be parameterised in pixels. All algorithms (with the exception of the motion vector estimator) process non-interlaced raster-scanned images of width c and height r. For reference in this chapter, Figure 4.8(a) from Section 4.4 is reproduced in Figure 5.3. The diagram illustrates the statistical time division multiplexing (STDM) protocol used for the majority of the data transfer on the shared buses.
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Algorithm Window function



Periodicity



Advance



Stored data



Input



Output



25



1



1



4×c+5



9



1



1



2×c+3



1



768



1



1



c



c



c



c



6912



1



704 / 256



1936 / 256



e.g. median filter (5 × 5 window) 2D convolution (3 × 3 kernel) Histogram (3 colour channels, 256 points) 1D DFT (parallel) Motion vector estimation (16 × 16 macro-block)



Table 5.1: Characteristics of video processing algorithms operating on frames of width c pixels and height r pixels.
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5.3



First Approximation



In this section, a first approximation analysis is formulated by assuming unlimited buffer sizes. The aim is to determine, for a given mapping of channels to a bus, what size timeslot to allocate to each channel, and the required amount of channel buffering. Consider a bus with maximum bandwidth Γ supporting N channels. Each channel k has a required average throughput φk , and is allocated ωk consecutive bus cycles for each data transfer (at one word per cycle) excluding the STDM overhead of h cycles. Clearly the average bandwidth required must be less than that available: N X



φk = Φ < Γ



(5.1)



k=1



must be satisfied. If data are produced and consumed at a constant rate (φk for each channel k) and there are no buffer overflows, then the service period (the time taken for all channels to have completed one transfer each, see Figure 5.3) is: τ=



1 Γ



5.3. First Approximation
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However, avoiding buffer saturation comes at a cost of greater than necessary consumer side buffering; this is highly non-desirable as on-chip memory is limited, and particularly so in FPGAs. The following example illustrates this point. Example 5.2: Simple input buffer sizing. Consider the motion vector estimation buffer case of Example 5.1. Each search window comprises 44 × 44 = 1936 pixels, with an overlap of 44 × 28 = 1232 pixels between adjacent search windows. To ensure that valid data are always available to the engine, a simple method for determining the buffer size is to store 1936 pixels (for the current search window) and an additional 1936 − 1232 = 704 pixels (the non-overlapping part of the subsequent search window), totalling 2640 pixels. The actual memory consumed is a power of 2, 4096 pixels, and therefore 112% larger than required for storing just the current search window.
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5.4



Size-limited Buffers



In order to account for limited buffer sizes, we will modify the assumptions and allow some buffers to saturate. Again, we will determine the time-slot sizes to be used in the arbitration of the bus, and the required buffer sizes for the buffers which do not saturate. In this case, channel throughput is no longer constant, but has inactive periods (when the consumer-side buffer is full), which must be balanced by periods where the throughput is higher than average. This is shown in Figure 5.4 for the case of Example 5.2. The graph shows the number of words in the input stream buffer (the fill-level) for the case where there is no buffer saturation (upper black line) and where the buffer does saturate (lower blue line). The rate at which the buffer is filled is slightly higher in the saturating case. There are several important features to be noted:



1. In the analysis of the saturating buffer case, we also take into account the pattern of locations accessed in the buffer. In Figure 5.4 all possible accesses are plotted 3000
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for the MVE example. The buffer must be filled sufficiently quickly such that data accesses are all within the available buffered data. 2. To simplify the calculation of the required fill rate for a given access pattern, not all addressed locations need to be considered. The required fill rate can be quickly calculated from the envelope of possible accessed locations. 3. It is assumed that the engine processing rate will be at least as fast as the overall required throughput rate, and potentially faster. This is accounted for by introducing an allowable ‘stall time’ per fundamental period when determining the required fill rate. This can be seen to be 1000 cycles in the example of Figure 5.4.



We now divide the N channels into M channels whose activity is time-variant (T-V), due to buffer saturation, and N − M time-invariant (T-I) channels. One can visualise the activity of the time-variant channels as being a cyclic pattern, with a period where there is a burst of activity followed by a period where there is no bandwidth demand once the consumer-side buffer has saturated. The time-variant channels have a required peak throughput φ′k , 1 ≤ k ≤ M . The bus must be able to support concurrent peak demands of the time-variant channels: ΦT-V =



M X



φ′k < Γ



(5.8)



k=1



If the peak demand on the bus, including the time-invariant channels, is less than the bus capacity: Φpeak =



M X k=1



φ′k +



N X



φk < Γ



(5.9)



k=M +1



then Eq. (5.6) can be used to calculate the STDM time-slot parameters ωk by substituting φ′k for φk and Φpeak for Φ. If the inequality of Eq. (5.9) does not hold, let us term the bus usage critical. In a bus with a critical level of usage, bandwidth demands vary over time. During periods of peak activity by the time-variant channels the remaining time-invariant channels are starved of bandwidth. This is compensated for during off-peak times. As a result the time-invariant channels have increased buffering requirements. Consider the case where M = 1: there is one time-variant, saturating channel b. The
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peak demand on bus bandwidth is: ˆ T-I Φcritical = ΦT-V + Φ



(5.10)



ˆ T-I is the reduced total bandwidth available to the N −1 time-invariant channels. where Φ Rearranging Eq. (5.6) and substituting variables: Φcritical = Γ −



N hφ′b ωb



(5.11)



M d1 . 4. Record the number of words remaining to be transfered at time t = d1 in the other channels: ri (d1 ) = ri (0) − φi (0+ )d1



(5.31)



5. For each subsequent stage n = {1, 2, . . . }, the duration of the stage is given by:  r (d )   i n+ active channels dn+1 = min φi (dn ) (5.32)  q T − d inactive channels i i n where φi (d+ n ) can be calculated from Eq. (5.28) and



ri (dn ) = ri (dn−1 ) − φi (d+ n−1 )(dn − dn−1 )



(5.33)



In the term qi Ti − dn , qi is an integer value that is incremented each time channel i becomes inactive. At each stage, one channel becomes active or inactive, depending on which term in Eq. (5.32) is minimum.



For each channel k there will be a time dp at which φk (d+ p ) > φk . The integral of Eq. (5.27) is therefore calculated between (0, dp ). On the source side, the equation is slightly different. The producer FIFOs must be large enough to contain data generated by the node without causing a stall, even when the data generation rate is not constant. If the producer for channel k is node n and generates data at a rate pn (t), then the equation for the buffer space required is: Z t2 pn (t) − φk (t)dt ∀{t1 , t2 } : t1 < t2 (5.34) ∆βk,p ≥ t1
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To simplify this, we will compute a conservative estimate for the upper bound, by setting pn (t) to a periodic function: pn (t) =



 p ′



n



0
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