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[A possible future for signal processing in the encrypted domain] Signal Processing in the Encrypted Domain



S



ince the introduction of the notion of privacy homomorphism by Rivest et al. in the late 1970s, the design of efficient and secure encryption schemes allowing the performance of general computations in the encrypted domain has been one of the holy grails of the cryptographic community. Despite numerous partial answers, the problem of designing such a powerful primitive has remained open until the theoretical breakthrough of the fully homomorphic encryption (FHE) scheme published by Gentry in the late 2000s. Since then, progress has been fast-paced, and it can now be reasonably said that practical homomorphic encryption-based computing will become a reality in the near future. This article surveys recent advances in (somewhat) FHE both from a cryptographic and software engineering point of view. It also provides practical experimental results obtained with an implementation of one of the (so far) most promising somewhat FHE scheme. Introduction Traditionally, data confidentiality is a matter of cryptographers and is addressed through the design and use of encryption
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schemes. But while there is a permanent need of common encryption methods like RSA or the Advanced Encryption Standard (AES), interest in specific schemes has grown and spread during the last 30 years to more and more fields, encompassing signal processing. This is most notably due to the deployment of multimedia content distribution platforms, the development of biometric techniques, and the widespread adoption of the cloud computing model for more and more critical applications. In such applications, some parties (often end users) may want to preserve the privacy of the data they outsource, or of their requests to servers. As a straightforward example, an end user might want to preserve the confidentiality of his e-mails while still being able to set up filters or to perform searches. Usually, such privacy issues are addressed with the help of encryption schemes. This leads to a need for encryption techniques that must be compliant with the storage and processing of outsourced encrypted data in the cloud, private information retrieval, (private) search on or analysis of encrypted data, proxy processing of broadcasted encrypted signals, etc. Figures 1–3 illustrate some generic scenarios that can be combined and encompass such use cases. Of course, the servers that will have to process such encrypted data or requests must provide as good and relevant results as if data were not encrypted. Technically speaking, the results provided by the server have to be decrypted
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[Fig1]  A need for processing encrypted data in a scenario of outsourced computation. For example, applying a one-shot enhancement algorithm on a private image or, more futuristically, performing an automatic on-the-fly translation of private voice calls.



[Fig2]  A need for preserving the privacy of outsourced data, while being able to proceed to some requests on them. A typical example is keyword searching or filtering on an outsourced encrypted e-mail box.



by the client to be usable. For consistency, the decrypted result has to be equivalent to the intended computed value if performed on the original data.



with only one kind of operator (additions or multiplications) at a time [15]. In 2009, Gentry proposed the first not yet broken FHE scheme [16]. FHE refers to cryptosystems that are able to process both additions and multiplications in the encrypted domain. With such schemes, any polynomial function over encrypted data can be computed. It was really a breakthrough after 30 years of huge efforts, as it opens the way to many more powerful real applications than before. Nevertheless, due to its huge algorithmic complexity, large key size, and ciphertext expansion, current FHE schemes remain today not efficient in practice. Since 2009, many publications provided variants and improvements. In particular, several so-called somewhat FHE cryptosystems have been proposed, which allow any number of additions but a bounded number of multiplications [2], [19]. These schemes are really interesting as they are less complex than the fully homomorphic ones and are able to process a number of multiplications that are sufficient for most applications. Hence, they are considered today as the most promising schemes for practical applications. But despite these promising characteristics, their overhead remains today too high to make them directly usable in practice. There are mainly two ways to improve their efficiency. The first one is to propose new tricky variants that are less complex. The other one is to find some crafty way to implement them. Unfortunately, very few implementations have been



(Somewhat) (Fully) homomorphic encryption’s story in a nutshell In 1978, Rivest, Adleman, and Dertouzos proposed to solve these privacy issues through what is now called homomorphic encryption [28]. Since this seminal paper, the design of efficient and secure homomorphic encryption schemes has been one of the holy grails of the cryptographic community. Before going deeper in the subject, it is important to notice that for security reasons such encryption schemes are necessarily probabilistic. This means that for a given encryption key, each plain text can be encrypted in several different ciphertexts. This implies that the set of possible ciphertexts is significantly larger than the set of possible plain texts. In other words, this implies that the ciphertexts are longer than the plain texts. For a given probabilistic encryption scheme, the ratio between these two lengths is called the expansion of the scheme. Of course, designers try to propose schemes with the smallest possible expansion for a given security level. From 1978 to 2008, several homomorphic encryption schemes have been published, e.g., the famous Paillier’s scheme and its derivatives, which are able to process encrypted data but
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[Fig3]  A need for performing private requests on public data. A typical example would be deep packet inspection without revealing, for example, the traced IP address.



published and publicly discussed yet, to measure how far we stand from their use in real applications. The original experimental results presented in this article contribute in answering this precise question. What is the impact on Signal Processing? Processing signals in the encrypted domain is an important challenge. In recent years, more and more researchers designed specially tailored solutions dedicated to many applications. Without being exhaustive, one can mention privacy-enhanced face recognition [11], privacy-preserving elecrocardiogram signal classification [4], privacy protection of biometric data [3], [14], buyer-seller protocols [22], [26], [20], and zero-knowledge watermark detection [1], [25], [29]. In parallel, other works developed some general tools for processing some particular operations on encrypted signals, which can be useful in many applications, e.g., Gram-Schmidt orthogonalization [13], discrete cosine transform computation [5], and discrete Fourier transform computation [6]. Finally, one can mention general discussions on the processing of encrypted signals [12] and attempts to find adequate representations for such processing, as in [7]. These publications rely on regular homomorphic encryption. Hence, when needed, computing overencrypted data







functions involving both additions and multiplications is really tricky. It requires linearizing the computation in an ad hoc manner and using multiparty computation techniques. This demands the use of heavy protocols, designed precisely for each application. Moreover, these protocols need many interactions between the parties to do the job correctly. For more details on the issues of privacy in signal processing applications and on how homomorphic encryption can help to solve them, we refer the reader to [23]. With an accessible (somewhat) FHE scheme, it would be possible to compute polynomial functions directly, without linearization or multiparty computation techniques. Of course, the cost to pay would be directly related to the complexity of the (somewhat) FHE scheme used. But according to recent works, the complexity of such schemes is currently dropping down faster than expected, even one year ago. There is still much work to do to get a very efficient scheme, but each step forward makes real applications closer than before. Many algorithmic improvements have been and will be published to make implementations of (somewhat) FHE schemes more and more tractable. Nevertheless, providing practical implementations of such schemes remains a main challenge. Indeed, these schemes are difficult to understand and even harder to implement. It explains why there are very few implementations available today. Another difficulty to face is their rapid evolution and improvement. Hence, implementations need to evolve as quickly as the schemes, to take advantage of each important improvement. In this article, we focus on the Brakerski-Gentry-Vaikuntanathan (BGV) scheme [8], which seems today the most promising somewhat FHE scheme, but which single previous implementation discussed in the literature is focused on the evaluation of AES [19]. After explaining why it is more interesting in practice to use somewhat FHE schemes instead of FHE schemes, we briefly present BGV. As it operates on bits and, as in most applications, we need to process integers, we then discuss how we can deal with integers instead of bits. In a following section, an implementation framework is proposed to minimize the design effort of the programmer when implementing functions that process encrypted data. Finally, we provide the first practical results of a general implementation of the BGV scheme and compare it with the few other available implementations of other schemes. The purpose of this last section is to provide the reader with some concrete data about the implementation and performances of such a scheme. Somewhat fully homomorphic encryption The efficiency of the first FHE schemes let little hope for practicality. To understand why FHE schemes have such a big overhead, let us first look at the scheme introduced by van Dijk et al. in 2010 [30]. This scheme is built upon integers. In its symmetric version, the secret key is an odd integer p (where size depends on security criteria). To encrypt a bit m ! {0, 1}, we pick random
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integers q and r (into ranges defined by security concerns) such that 2r < p/2 and set 



c = Enc (m) = qp + 2r + m.



The plain text m can be retrieved by computing c mod p mod 2. Now let us consider two plain texts m 1 and m 2 and the corresponding ciphertexts c 1 and c 2 . As the purpose of an FHE scheme is to perform computations on encrypted data, we now discuss what happens when we add or multiply two ciphertexts 



c 1 + c 2 = (q 1 + q 2) p + 2 (r1 + r2) + m 1 + m 2.



Decrypting c 1 + c 2, one needs to get m 1 + m 2 . This is possible when the condition 



2 (r1 + r2) + m 1 + m 2 # p (1)



is verified. In this case, we have 



c 1 + c 2 mod p = 2 (r1 + r2) + m 1 + m 2,



and m 1 + m 2 can be retrieved by computing c 1 + c 2 mod p mod 2. Since we pick r such that 2r < p/2, condition (1) is satisfied when c 1 and c 2 are “fresh” ciphertexts. On the contrary, if c 1 is for example a sum of other ciphertexts, the condition might not be met and it is impossible to decrypt c 1 + c 2 . The same phenomenon happens to an even worse degree when we multiply two ciphertexts. Constructing an FHE scheme then requires managing the remaining random part called noise [for example, 2 (r1 + r2)] by keeping it under a certain limit to ensure decryption. The first way to solve this noise problem is called bootstrapping and was used in Gentry’s first FHE scheme. The idea behind bootstrapping is to modify a somewhat FHE scheme so it can homomorphically run its own decryption procedure. Including the public key an encryption of the secret key, bootstrapping allows the transformation of a given ciphertext into a new ciphertext that encrypts the same bit but has lower noise. Unfortunately, bootstrapping implies a growth of the public key and the procedure to transform the ciphertexts is prohibitively heavy, as shown by the few results published on an implementation of an FHE scheme using bootstrapping [17]. Thus, obtaining schemes that allow to evaluate polynomials without bootstrapping is an interesting line of research (even if this implies to bound the degree of the polynomial we are able to manage). Recently, Brakerski et al. (based on works of Brakerski and Vaikuntanathan [10], [9]) used the tensorial product approach introduced by Aguilar et al. [2] in a new alternative way that radically improves the performance of the scheme. Based on this approach and using two optimizations, Brakerski et al. [8] proposed a somewhat FHE scheme (BGV) that can be parameterized to compute homomorphically multivariate polynomials of bounded degree d, where d can be virtually chosen as large as needed. Since the







bootstrapping technique is hard to achieve in practice and its interest in terms of performance is not obvious, the solution brought by the BGV scheme of [8] seems one of the most promising at the time of this writing. Overview of the BGV scheme BGV is an asymmetric encryption scheme that encrypts bits. Like most (somewhat) FHE schemes, it is based on lattices. There are two versions of the cryptosystem: one dealing with integer vectors [the security of which is linked with the hardness of the learning with errors (LWE) problem] and the other one with integer polynomials [the security of which is linked with the hardness of the ring-learning with errors (R)-LWE problem]. In a few words, the LWE [resp. (R)-LWE problem] problem consists of distinguishing between a distribution of (a i, b i) sampled uniformly in Z qn # Z q (resp. in the ring A = Z qn /F (X) and a distribution of (a i, < a i, s > + e i), where a i and s are sampled uniformly from Z qn (resp. A qn) and e i is sampled according to a Gaussian distribution. For more precisions on the (R)-LWE problem, we refer the reader to [27]. In the sequel, we will focus on the polynomial version of the BGV encryption scheme, which seems more promising in terms of performances. We consider the polynomial ring A = Z [X] /F (X), where F (X) is a cyclotomic polynomial of degree d = 2 k and a chain of odd moduli q 1 < g < q L and their corresponding subrings A q i = A/q i A of polynomials of A with integers coefficients into the range @ -q i /2, q i /2@ . In practice, elements in A q i will be polynomials represented by the d-vector of their coefficients. Basic encryption functions The private key Priv is sampled in A. A public key Pub consists of the private key masked by a noise component: Pub = aPriv + 2e ! A qNL, where N = O (log q L), a ! A qNL and the noise e is sampled from a “discrete” Gaussian distribution over A N (“discrete” meaning here that we sample from a Gaussian distribution and round to the nearest integer). Here follows a set of black box descriptions of the main functions associated with the encryption scheme. We have decided not to include the exact algorithms to avoid drowning the important issues in technical descriptions. If interested, the reader can refer to [8] and [18] for a precise algorithmic description. Encrypt(Plain Text m, PublicKey Pub): Ciphertext c The integers we manipulate need to be encrypted 1 b at a time. For m ! {0, 1}, the resulting ciphertext c is a pair of two elements in A q L derived from the plain text m, the public key Pub and a random seed (since it is a probabilistic scheme). In the following, a ciphertext can be transformed into a pair of two elements in any subring A q i . In our implementation, each ciphertext carries its level, i.e., the information that indicates in which subring it lies. Decrypt(Ciphertext c, PrivateKey Priv): Plain Text m The decryption function is a simple dot product between the ciphertext c ! A q i, and the private key followed by a modular
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reduction into the range @ -q i /2, q i /2@ and finally a parity test to retrieve the plain text m. As in the example given in the section “Somewhat Fully Homomorphic Encryption,” the noise must be under a certain level for the decryption to be correct. Level shifting operations Rescale (Cipertext c): Ciphertext cl The function transforms the ciphertext c ! A 2q i into a ciphertext cl ! A 2q i -1. The resulting ciphertext has a reduced noise. SwitchKey(Augmented Cipertext c): Ciphertext cl The tensored product of two ciphertexts c 1 7 c 2 results in an “augmented ciphertext” c ! A 3q i. To retrieve a regular ciphertext in A 2q i, we essentially multiply c by a public matrix (a different one for each level 1 1 i 1 L). Then we call the Rescale function to get cl ! A 2q i -1 (with low noise). Homomorphic operations Add(Ciphertext c 1, Ciphertext c 2): Ciphertext c sum For two ciphertexts c 1, c 2 where c 1 ! A 2q i and c 2 ! A 2q i , we follow these steps: 1



2



if i 1 ! i 2 (for example i 1 1 i 2) then |  do cl2 ! Rescale (c 2) i 2 - i 1 times; (at this point we have c 1, c 2 at the same level i 1) end do c sum ! c 1 + cl2; (simply by adding the coefficients of the polynomials modulo q i1) Mul(Ciphertext c 1, Ciphertext c 2): Ciphertext c mul For two ciphertexts c 1 ! A 2q i and c 2 ! A 2q i , we follow the steps: 1



2



if i 1 ! i 2 (for example i 1 1 i 2) then |  call cl2 ! Rescale (c 2) i 2 - i 1 times; (at this point we have c 1, c 2 at the same level i 1) end do c 3 ! c 1 7 cl2; (c 3 ! A 3q i ) do c mul ! SwitchKey (c 3); (c mul ! A 2q i -1) 1



1



The tensored product applied on c 1 and c 2 consists of adding and multiplying polynomials of A q i , which can be very expensive as we will see. 1



Parameters The size of the ciphertexts and therefore the cost of additions and multiplications on those ciphertexts depends on the size of the {q i} i and on the size of the ring A (i.e., the size of d or n). To give an idea of the cost of these operations, we want to stress that each bit is encrypted by a pair of polynomials that can be of degree d 2 10, 000 and have coefficients of size 2 200 b. For security and noise management reasons, these parameters grow as the number of Mul increases (as shown in [8]). More precisely, the key value to dimension the cryptosystem is the multiplicative depth. In a Boolean circuit, the







multiplicative depth is defined as the maximal number of multiplication gates on any path. We can also already point out that the order in which we perform the homomorphic operations may have an impact on the number of times we have to call the Rescale and SwitchKey functions, therefore on the number of levels (multiplicative depth) we need. Manipulating integers in the encrypted domain (Somewhat) FHE schemes allow the evaluation of any (bounded degree) polynomial from Z 2n to Z 2 or, equivalently, any Boolean circuit. Recall that a Boolean circuit consists of a directed acyclic graph where vertices are either inputs, outputs, or operators (A N D or X O R ) and where edges represent data dependencies. In higher-level programming terms, working with (somewhat) FHE schemes restricts us to programs or algorithms having bounded input and a control flow that is independent of encrypted data. In particular, this a priori excludes (encrypted) data-dependent if-then-else statements as well as loop termination criteria. At first, this may seem highly restrictive. However, control depending on encrypted data can still be performed to some extent, as we shall see in this section. Let us first see how an FHE scheme permits the implementation of pretty much any of the classical integer manipulation operators. Additions and multiplications can be implemented following textbook recipes for n-bit adders and multipliers (although choosing the most appropriate design for execution over an FHE scheme is not so straightforward). Because multiplications (ANDS) are particularly costly, the multiplier itself should be optimized when either both or one of the (encrypted) operands are Boolean, in which case there is only one layer of bit-level multiplication (ANDS), or when one of the operand is available in the clear, in which case the multiplication becomes a sequence of additions of shifted versions of the encrypted domain input. Bitwise logical operators (AND,OR, XOR etc.) turn out to be easy to implement using the two basic cryptosystem operations. Negation (minus) can be implemented using the textbook trick of two-complementing: XORing all “cryptobits”—cbits in the sequel—with an encryption of one, to complement them, and adding an encryption of one (with carry propagation) to the result. This allows to implement an n-bit subtraction operator using an n-bit adder. Also, when subtraction is implemented that way, the most significant cbit provides the sign of the integer, a fact that can be known and used by the “cryptocomputer” despite the fact that it has no access to the effective value of that bit as it is itself locked in the encrypted domain. It is then also possible to perform comparisons hermetically in the encrypted domain. Although there are a number of ways to implement comparison operators, we have designed our operators so as to avoid multiplications (ANDS) as much as possible. Our solution thus consists of starting from the less than operator, which can be implemented by subtracting the two operands and then by producing a result which consists of
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n - 1 leading encryptions of zero followed by the most significant bit of the subtraction result, i.e., the aforementioned sign cbit (which is in this case stored in the least significant bit). The greater than operator is performed similarly. Note that following the execution of such an operator, the “cryptocomputer” knows (legally) that there is only 1 b of payload in the result and can exploit that fact in further calculations (most importantly in multiplier optimizations as already stated). The (Boolean) not operator can be obtained by XOR ing the least significant bit with an encryption of one. Having both the less than, greater than, and not operator, the equal to operator can be performed as well [which allows the implementation of the d function used in (3) and (4) below] in a fashion that is suboptimal with respect to the number of gates but much less involved in terms of multiplications than more classical designs. Finally, left and right bitshift operators can also be obtained hermetically in the encrypted domain. The left bitshift operator requires copying the relevant rightmost cbits of its operand and then (right) padding with as many encryptions of zero as required. The right bitshift operator, on the other hand, requires copying the relevant leftmost cbits of its operand and then (left) padding with as many copies of the most significant cbit (i.e., the sign cbit) of that operand that lives in the encrypted domain. Left and right rotations can also be implemented by moving cbit around. Now that these classical operators are available, we can go back to the data-dependant control issue. Let us consider a selection operator select : Z 2 # Z # Z " Z such that 



select (c, a, b) = '



a if c = 1 b otherwise.



Such an operator can then straightforwardly be rewritten as follows: 



select (c, a, b) = ca + (1 - c) b. (2)



Provided the implementations of addition, multiplication and negation mentioned earlier in this section, (2) translates as 



select (c, a, b) = ca xor (not c) b.



As this construction allows to perform a conditional assignment operator, it enables the implementation of a wide range of algorithms. As an example, consider the following simple (although quite demonstrative) example of a bubble sort algorithm that may be expressed as follows in C-style programming languages: void bsort(int *arr,int n) {  for(int i=0;iarr[j]: void bsort(int *arr,int n) {  for(int i=0;i 
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