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Real Time Imaging Final Project Face Detection Alexandru Rusu - Guillaume Lemaˆıtre - Isabel Rodes Heriot-Watt University, Universitat de Girona, Universit´e de Bourgogne [email protected] - [email protected] - [email protected]



Abstract—This report presents the real-time face detection algorithm that has been deployed and implemented as final project for Real-time Imaging. The developed code has been programmed in C++ for usage with an IP Camera from Tattile. An introduction to face detection algorithms is given, and then the adopted approach is explained. Quantitative and qualitative analysis of the results is also provided, and discussion of the results.



The latter group, image-based approaches, address face detection as a general recognition problem, implicitly incorporating face knowledge through mapping and training schemes. It can be sub-classified into linear subspace methods, neural networks, and statistical approaches. The implementation here presented is based on the last subtype, that of statistical imagebased approaches. A scheme of the given classification is provided in [1], here shown in Figure 1.



I. I NTRODUCTION Face detection is a necessary step in many applications, ranging from content-based image retrieval and video coding, to intelligent human-computer interfaces, crowd surveillance, biometric identification, and video conferencing [1]. A wide range of face detection techniques exists, from simple algorithms to advanced composite high level approaches for pattern recognition, as the problem has received attention over the last fifteen years. For offline processing, the technology has reached a point where the face detection problem is nearly closed [1] , although accurate detection of features such as corners of eyes or lips is more difficult. However, face detection in real-time is still an open problem, as the best algorithms are still too computationally expensive for real-time processing. II. FACE DETECTION ALGORITHMS Face detection algorithms can be classified into feature-based and image-based approaches [1]. The former group, feature-based approaches, constitute the classical detection methodology making explicit usage of face knowledge. It can be further subdivided into lowlevel analysis (edges, grey level, colour, motion, or generalised measures), feature analysis (feature searching, or constellation analysis), and active shape models (snakes, deformable templates, or point distribution models (PDMs)).



Figure 1.



Face detection approaches



III. A DOPTED APPROACH The implemented face detector is based on the work by Kazemi [2], using a boosted variant of the Viola



and Jones algorithm based on Haar-like features. The author uses a mid cumulative probability distribution point as a threshold for weak classifiers, thus improving the performance. The Viola and Jones face detection method [3] is today very close to being the de facto standard for solving face detection tasks [4] due to its simplicity, fast execution and performance. The framework, as shown by the authors, achieves rapid processing of images and high detection rates simultaneously. Three main contributions are the introduction of an integral image, the use of a modified AdaBoost algorithm yielding efficient classifiers, and the cascade method for combining them. The cascade method has not been used in this implementation. The integral image is an intermediate representation of the image containing at location x, y the sum of pixels above and to the left of x and y as shown in Eq. 1: ii(x, y) =



X



i(x0 , y 0 )



Figure 3.



(1)



Figure 4 shows two of the used features in the top row, and overlayed on a training face in the bottom row: the first one compares the intensities between the eyes region and the cheeks, and the second between the eyes region and the bridge of the nose. According to the authors, a detector with a resolution of 24x24 pixels gives satisfactory results, and when allowing for all possible sizes and positions, yields over 180,000 rectangle features. In the created algorithm, the resolution has been set to 19x19.



x0 ≤x,y 0 ≤y



In this way, the sum of pixels within any given triangle can be done using only four values, as shown in Figure 2.



Figure 2.



Types of features



Sum calculation



The principle of the algorithm is the scanning of a sub-window detecting faces across an input image. The novelty provided by the authors is, instead of rescaling the input image to different sizes and run a fixed size detector, rescaling the detector instead, and running it through the image with different sizes. Time consumption is reduced in this way, as the detector becomes a scale invariant detector requiring the same number of calculations for any size. However, the implemented algorithm does not rescale the detector, but the image.



Figure 4.



Sub-windows are analysed using Haar-like features consisting of two or more rectangles. Feature values are computed by subtracting the sum of pixels within the white rectangles from the sum of pixels in the grey rectangles. Example features shown relative to the enclosing detection window are given in Figure 3.



Types of features



Viola and Jones use a modified version of the AdaBoost algorithm by Freund and Schapire [5], a machine learning boosting algorithm building a strong classifier with a weighted combination of weak classifiers (those classifying correctly in only a bit more than half the cases). Each feature is a potential weak classifier. Math2



ematically, a weak classifier is defined as in Eq 2: ( 1 h(x, f, p, θ) = 0



if pf (x) > pθ otherwise



upright faces. A posterior article extended the algorithm to also detect profile and rotated views [6] . The proposed implementation uses the first of the approaches, only detecting frontal upright faces.



(2)



In the previous formulation, x is a 24x24 pixel subwindow (here 19x19), f stands for the used feature, p for the polarity, and θ for the threshold that decides classification as a face (positive) or a non-face (negative). As explained before, there are 180,000 feature values, although only a few need to be chosen. For this reason, the AdaBoost algorithm is modified, so that only the best features are selected. The pseudocode used by the authors is reproduced in Figure 5 , each round of boosting selecting one feature from the 180,000 potential features.



IV. I MPLEMENTATION The implementation of the software is done in C++. Intel OpenCV library is used to treat the data. To use the Tatille camera, the library TAG Tattile will be used. The main function is composed of these different steps: • • • • •



Step 1: Read parameters used to compute the score and the decision. Step 2: Grab an image. Step 3: Convert in grayscale. Step 4: Run algorithm to detect algorithm. Step 5: Draw the faces detected and return to the step 2.



A. Read parameters The functions which allow to read the parameters are presented in the file read Cparams.h and read Cparams.cpp. Two types of parameters will be loaded: •



•



Figure 5.



Modified AdaBoost algorithm



Features parameters: during the training, the five best hundred parameters were selected. Each feature selected belongs to a special type of features as presented in figure 3. Moreover, each feature was defined by the position in the sub window. Thus, the parameters are loaded in a matrix 3749x3 where the first column corresponds to the position of the feature inside the 19x19 sub window knowing that the sub window is presented as a vector of 361 position (19 × 19 = 361). The second column is the index of the feature while the third column corresponds to the value of the features. Classifier parameters: during the training, a matrix of 500x2 is determined where the first one column is defined the α parameter for each feature selected and the second column represents the  parameter which is the error of the weak classifier.



B. Detection algorithm



Finally, it should be noted that the initial version of the Viola and Jones method was limited to frontal



The file where are implemented the detection function are detection.h and detection.cpp. 3



V. R ESULTS



1) Pseudo-code: The pseudo-code for the algorithm is as follow:



Quantitative and qualitative analysis of the results is provided in this section. The following aspects are considered: coding practice, methodology, and correctness and robustness. Overall, the algorithm is considered as correct and effective. Although further additions can still be added to improve several aspects, as explained in the previous section, the attained accuracy rate speed are satisfactory.



− Construct images pyramid f o r ( each scale ) { − Resize the image to the scale − Compute the integral image − Compute the integral square image − Define the offset to slide the window f o r ( each sub window 19 x 1 9 ) { i f ( the area was already detected ) { − Compute the variance − Compute the mean − Normalize the integral image − Compute the score of each feature − Compute the decision } } }



Regarding coding practice, consistency has been maintained throughout the code, using clarifying names for variables and functions, and uniform indentation patterns and style. The program has been organised into functions, and thoroughly commented for clearer understanding. The methodology is feasible and clear, as explained in the previous section. Indeed, it makes use of one of the current-day standards in face recognition. Advantages such as its simplicity, performance and fast execution have already been discussed, as well as its drawbacks, such as the possibility of further decreasing the computing costs with the use of cascading, the rescaling of the detector instead of the image, or the incorporation of the extension of the algorithm by Viola and Jones [6] to handle profile views and rotated faces.



2) Discussions: •



•



•



•



•



•



Invariant scale: the sub window which slide on the all image has a size of 19x19. Thus, if a face bigger or smaller than this window is present on the image, it will be not detect. In order to be invariant to the scale, the simple solution is to rescale the image to several sizes. Hence, the first step of the algorithm is to construct a pyramid with different image size. Haar-like features: the features computed in this method are called Haar-like features and depend of the integral image. Hence, the integral and integral square images are computed to compute the features in the next part of the algorithm. Non redundancy: in order to save time computation, the location where a face was previously detected is not analyze again. Invariant light: in order to be invariant to the light, we subtract the mean and divide by the standard deviation the integral image. However, this step is not very robust. Scoring: in order to compute the score of each sub window, we compute the score of each feature is determined by the value of the integral normalized and the parameter describing each feature given during the training. Decision: we apply the decision given in the Adaboost classifier: 500 X H(x) = sign( αf hf (x)) (3)



Regarding correctness and robustness, the following aspects can be considered: accuracy and specificity, robustness (rotation, scale, illumination, skin colour, occlusions and simultaneous detection), and real-time aspects (optimisations, frame rate, complexity order and resource usage).



A. Robustness 1) Rotation: Regarding robustness, rotation changes have not been considered in this implementation. As explained, first version of the Viola and Jones algorithm has been used, and thus their extension with features allowing for detection of profile views and rotated faces has not been implemented and remains as a future improvement. As the used features are not designed for rotation invariance, a maximum 15 degrees rotation can be detected. Figure 6 and 7 display results in the case of rotation changes.



f =1



The obtained frame rates for the displayed detections are as follows: 2.37 fps for Figure 6 and 2.46 fps for Figure 7



The parameters allowing the decision are explained in the section IV-A 4



Figure 6.



Results for rotation changes



Figure 9.



Figure 7.



Results for rotation changes



Figure 10.



Results for scale changes



Results for scale changes



4) Illumination: In relation to illumination, Viola and Jones suggested normalization as a means of reducing the effect of different lighting conditions [7] . The variance of the image can be computed using the Eq. 4 , where x is the pixel value within the sub-window, m the mean, and σ the standard deviation:



2) Changes of scale: Changes of scale affect computation time. When bigger faces are detected at higher resolution the frame rate is higher. This is shown in Figure 8, Figure 9 and Figure 10 where the frame rate of 4 fps in the case of Figure 8 decreases to 2.28 in the case of Figure 9 and to 1.16 in the latter case .



σ 2 = m2 −



1 X 2 x N



(4)



Then, the mean of the sub-window can be computed using the integral image, and the sum of squared pixels using the squared integral image, as it has been implemented in the provided code.



Figure 8.



It can be seen in all the displayed images that the detected faces are not uniformly illuminated. Thus the illumination invariance is in most cases achieved.



Results for scale changes



5) Occlusions: Occlusions are not explicitly dealt within this implementation, although reducing the score threshold in feature detection can be used to manage the presence of partially occluded faces. Additionally, the higher number of false positives that would be attained with this approach should be compensated with a complementary method, such as for example skin colour. Thus, it can be seen that small occlusions do not affect the face detection algorithm as shown in Figures 11, 12 and 13.



3) Skin colour: Skin colour is the basis of many of the low-level analysis face detection methods explained in section 2. The reason for this is that different human skin colours produce a tight cluster in colour spaces, even when different races are considered [1] . For this reason, although no skin colour recognition scheme has been devised in the presented implementation, it remains an option to integrate this method for better face detection in the future. 5



Figure 11.



Results for occluded face detection



Figure 13.



Results for occluded face detection



Figure 12.



Results for occluded face detection



Figure 14.



Results for simultaneous face detection



As it can be seen the glasses do not influence the face detection and in Figure 15 an example of occlusion using scarf and hat is shown.



In spite of all the advances in face detection when time constraints are not of utter importance, face detection in real-time is still an open problem, as it can be derived from what has been explained in the previous section. The best offline face detection algorithms are still too computationally expensive for real-time processing, and thus processing in real-time is the current field of most research.



6) Simultaneous detection: In relation to simultaneous detection, it can be added that the code effectively deals with the presence of different faces, as this feature is part of the core design of the algorithm. An example of simultaneous face detection tested on the members of the team working on this task is displayed in Figure 14. Regarding the real-time aspects, all the test were run using a 2.2MP WebCAm mounted on a notebook with an 2.26Ghz Processor and 4Gb RAM Memory. The application uses about 16 Mb of RAM Memory and about 70 % of the processor capacity. As stated before the frame rate is between 1 fps and 4 fps, depending on the number of detected faces as explained in the previous section.



The real-time solutions by Viola and Jones, detecting upright faces first [3] , and then allowing for rotation [6], have proven to be simple, effective and fast. Still, some issues need to be further improved, and achieving a reduction in processing time remains an objective. The implementation here presented adopts a version of the Viola and Jones algorithm, and is used in this work to identify further future improvements, as established in the previous sections.



VI. D ISCUSSION



From everything that has been explained until here, it can be concluded that remaining challenges in face detection include not only real-time needs (complexity order, resource usage and optimisation requirements), but other issues such as illumination variation, shadows, skin colour detection, rotation and scale changes, detection under occlusion and, depending on the algorithms, simultaneous detection.



Face detection has been an active area of research for several years now, and the technology has come a long way since the first efforts in the seventies using low-level features like edges. As it has been shown, applications of face detection are multiple, and so the benefits of past and future developments in the field certainly have further propagation. 6



Figure 15.



Results for occluded face detection
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A PPENDIX A C ODE A. Main function # pragma o n c e # include ” stdafx . h” # include ” manip data . h” # i n c l u d e ” read Cparams . h” # include ” d e t e c t i o n . h” // // // // // //



////////////////////////////////////////////////////////// Opencv v a r i a b l e s ////////////////////////////////////////////////////////// //////////////////////////////// V a r i a b l e s a c q u i s i t i o n image ////////////////////////////////



IplImage∗ camImage ; IplImage∗ camResize ; CvCapture∗ camCapture ; IplImage ∗ grayImage ; IplImage ∗ HSVImage ; // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / // / / / / / / / / / / / / / / / / / / / / / / / / / / / / Main p a r a m e t e r s // / / / / / / / / / / / / / / / / / / / / / / / / / / / / Threshold for decision d o u b l e threshold ; / / Number e l e m e n t s d e t e c t e d i n t nb_det_elts ; / / Array f o r l o c a t i o n of th e d o u b l e ∗∗ dets ; / / Alphas parameter d o u b l e ∗ alphas ; / / Thetas parameter d o u b l e ∗ theta ; / / p parameters double ∗ p; / / features matrix d o u b l e ∗∗ fmat ; // / / / / / / / / / / / / / / / / / / / / / / / / / /



//////////////////////////////// ////////////////////////////////



detection



//////////////////////////////////



# pragma o n c e # i n c l u d e ” main . h ” # d e f i n e WIDTH IMAGE # d e f i n e HEIGHT IMAGE



320 240



i n t main ( i n t argc , c h a r ∗ argv [ ] ) { // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / A l l o c a t i o n memory // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / alphas = new d o u b l e [ 5 0 0 ] ;
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theta = new d o u b l e [ 5 0 0 ] ; p = new d o u b l e [ 5 0 0 ] ; fmat = new d o u b l e ∗ [ 3 ] ; f o r ( i n t i = 0 ; iwidthStep / s i z e o f ( d o u b l e ) ) +j ] = cumvalue2 ; } } } // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / F u n c t i o n t o compute t h e i n t e g r a l image // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / v o i d integralImage ( IplImage∗ ℑ , IplImage∗ ⅈ ) { i n t height = 0 ; i n t width = 0 ; i f ( image−>roi ! = NULL ) { height = image−>roi−>height ; width = image−>roi−>width ; } else { height = image−>height ; width = image−>width ; } u n s i g n e d c h a r ∗ pData = ( u n s i g n e d c h a r ∗ ) image−>imageData ; d o u b l e ∗ pIntegral = ( d o u b l e ∗ ) ii−>imageData ; f o r ( i n t i = 0 ; i < height ; i++) { d o u b l e cumvalue = 0 ; f o r ( i n t j = 0 ; j < width ; j++) {



24



cumvalue = cumvalue + ( d o u b l e ) ( pData [ i ∗ ( image−>widthStep / s i z e o f ( u n s i g n e d c h a r ) ) +j ] ) ; pIntegral [ i ∗ ( ii−>widthStep / s i z e o f ( d o u b l e ) ) +j ] = cumvalue ; } } f o r ( i n t j = 0 ; j < width ; j++) { d o u b l e cumvalue = 0 ; f o r ( i n t i = 1 ; i < height ; i++) { cumvalue = pIntegral [ ( i ) ∗ ( ii−>widthStep / s i z e o f ( d o u b l e ) ) +j ] + pIntegral [ ( i−1) ∗ ( ii−>widthStep / s i z e o f ( d o u b l e ) ) +j ] ; pIntegral [ i ∗ ( ii−>widthStep / s i z e o f ( d o u b l e ) ) +j ] = cumvalue ; } } } // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / F u n c t i o n t o r e s h a p e an i p l i m a g e t o an a r r a y 1D // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / v o i d reshape ( IplImage ∗& image , d o u b l e ∗& reshim ) { i n t height = image−>height ; i n t width = image−>width ; d o u b l e ∗ pImage = ( d o u b l e ∗ ) image−>imageData ; i n t index = 0 ; f o r ( i n t j = 0 ; j < width ; j++) { f o r ( i n t i = 0 ; i < height ; i++) { reshim [ index ] = pImage [ ( i ) ∗ ( image−>widthStep / s i z e o f ( d o u b l e ) ) +j ] ; index++; } } }



E. Library header / / s t d a f x . h : f i c h i e r I n c l u d e pour l e s f i c h i e r s I n c l u d e s y s t m e standard , / / ou l e s f i c h i e r s I n c l u d e s p c i f i q u e s aux p r o j e t s q u i s o n t u t i l i s s f r q u e m m e n t , / / et sont rarement m o d i f i s // # pragma o n c e // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / OpenCV l i b r a r y // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / # i n c l u d e ” cv . h ” # include ” highgui . h” # i n c l u d e ” cvaux . h”
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# include ” cxcore . h” // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / C++ L i b r a r y // / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / # include # include # include # include # include # include # include # include # include # include # include # include # include # include # include # include # include



< s t d l i b . h> < s t d i o . h> < t c h a r . h> < a s s e r t . h> < f l o a t . h> < l i m i t s . h> < s t d i o . h> < s t r i n g . h> 



u s i n g n a m e s p a c e std ;



/ / TODO : f a i t e s



r f rence



i c i aux en− t t e s



s u p p l m e n t a i r e s n c e s s a i r e s au programme
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