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Random Network Coding

Concepts. Motivation. The feasibility conditions in the previous part requires the knowledge of entire network topology. Information Theory and Coding Seminars ... 
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Problem Formulation



Point to Point Problem Simple Formulation Given a network with a single source and single sink, is it possible to transfer information at a rate R from source to sink reliably?
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Problem Formulation



Point to Point Problem Simple Formulation Given a network with a single source and single sink, is it possible to transfer information at a rate R from source to sink reliably? Assumptions: Each edge has a capacity associated with it. Each non-terminal node must have total input rate = total output rate If one can assign a flow on each edge such that the above two conditions are satisfied, then the flow is valid. Reformulation Given a flow network with a single source and single sink, is it possible to assign a valid flow such that there is a net flow of rate R from source to sink?
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Problem Formulation



The Answer is... From what we have seen so far...



(Min-Cut Max-Flow):The well known Ford-Fulkerson Algorithm gives a systematic method. Ahlswede et al -Limits on multicasting information.(Nirmal’s talk) Li et al - Linear coding achieves multicast limit.(Rahul’s talk) In the first half, we shall now investigate these results algebraically
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Algebraic Conditions for Single Sink



Model



Figure: Graph Model for the Network Ralf. Koetter and Muriel. M´ edard, “Algebraic Approach to Network Coding”,IEEE/ACM Trans. on Networking, Oct 2003 Information Theory and Coding Seminars ’09 ()
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Algebraic Conditions for Single Sink



The Transfer Matrix Approach An Algebraic Attack



Assumes linear coding at the nodes. zT = xT M The entries of M are assumed to be from a finite field. Entries of M are multivariate polynomials. Invert M =⇒ recover x.



Ralf. Koetter and Muriel. M´ edard, “Algebraic Approach to Network Coding”,IEEE/ACM Trans. on Networking, Oct 2003
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Algebraic Conditions for Single Sink



Results Transfer Matrix v/s Min-Cut Max-flow



Connects a graph theoretic tool to an algebraic quantity!! Theorem Let a linear n/w be given with a source node v, sink node v’ and say, we want to transfer information at a rate R. Then the following statements are equivalent: 1 A valid flow assignment exists such that there is a net flow of rate R from source to sink. 2



The Min-Cut Max-flow bound is satisfied between v and v’ with rate R.



3



The determinant of M is nonzero over the polynomial ring of coefficients.



Ralf. Koetter and Muriel. M´ edard, “Algebraic Approach to Network Coding”,IEEE/ACM Trans. on Networking, Oct 2003
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Algebraic Conditions for Single Sink



Results A triple (A,F,B) that specifies the behaviour of the network



First we form an edge graph We form an adjacency matrix F for this graph, in the order of ”topologically sort” for edges. Thus F is always strictly upper triangular → nilpotent → (I − F )−1 exists Lemma M = A(I − F )−1 B



Ralf. Koetter and Muriel. M´ edard, “Algebraic Approach to Network Coding”,IEEE/ACM Trans. on Networking, Oct 2003
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Example



Results General Transfer Matrices: M = A(I − F )−1 B



Figure: A simple network



 (Y (a), Y (b), Y (c), Y (d), Y (e)) = (X1 , X2 ) |
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Example



Results General Transfer Matrices: M = A(I − F )−1 B



Figure: A simple network



 (Z1 , Z2 ) = (Y (a), Y (b), Y (c), Y (d), Y (e)) |
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Example



Results General Transfer Matrices: M = A(I − F )−1 B



Figure: A simple network
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Multicast of Information



The Basic Questions



How does the previous approach generalize to multiple sources and sinks? Can the previous setting be used to achieve Ahlswede’s promise of multicasting information?
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Multicast of Information



Results The A,F,B matrix approach



Theorem Let a delay free network G and collection of sources X1 , X2 , · · · Xr be given. The sources can be multicasted to all the sinks if and only if the Min-Cut Max-Flow bound is satisfied for each sink separately. Thus the A,F,B approach is neat for multicast because with ’d’ sinks, we have the same A and F, but ’d’ B matrices. The above condition is equivalent to the condition that product of the determinant of the transfer matrices must be non-zero over the polynomial ring of coefficients.
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Motivation



The feasibility conditions in the previous part requires the knowledge of entire network topology.
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Motivation
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Concepts



Motivation



The feasibility conditions in the previous part requires the knowledge of entire network topology. Communication is expensive or limited → Need to determine node’s behaviour in a distributed manner
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Concepts



Motivation



The feasibility conditions in the previous part requires the knowledge of entire network topology. Communication is expensive or limited → Need to determine node’s behaviour in a distributed manner So??
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Concepts



The Idea Choose coeffs randomly....



Multicast feasibility conditions ⇔ non-zero product determinant Randomly choose co-efficients from a finite field. If the odds of a non-zero product determinant is high, we are done.
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The Idea Choose coeffs randomly....



Multicast feasibility conditions ⇔ non-zero product determinant Randomly choose co-efficients from a finite field. If the odds of a non-zero product determinant is high, we are done. However note that the receiver must know the overall linear combination of source processes.
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Concepts



The Idea Choose coeffs randomly....



Multicast feasibility conditions ⇔ non-zero product determinant Randomly choose co-efficients from a finite field. If the odds of a non-zero product determinant is high, we are done. However note that the receiver must know the overall linear combination of source processes.



The paper computes the probability of successful decoding at all recievers, when coeffs are from Fq , the number of links is ν and when there are ’d’ receivers
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Main Theorem



Statement



Theorem For a feasible multicast connection problem with independent sources and a network code in which all code coefficients are chosen independently and uniformly over all elements of a finite field Fq , the  probability that all the recievers ν



can decode the source processes is at least 1 − dq for q > d, where d is the number of recievers and ν is the number of links in the network.
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Main Theorem



Sketch of the Proof Steps involved



Identifying that the feasibility conditions demand a product of ’d’ polynomials, each of maximum degree ν to be non-zero, for a particular assignment of coeffs. Investigating the probability of a multivariate polynomial of degree dν evaluating to 0, under random choice of variables.
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Main Theorem



Schwartz-Zippel Lemma A simple bound



Theorem (SZ) Let P ∈ F [x1 , x2 , . . . , xn ] be a non-zero polynomial of degree d ≥ 0 over a field, F . Let S be a finite subset of F and let r1 , r2 , . . . , rn be selected randomly from S. Then Pr[P(r1 , r2 , . . . , rn ) = 0] ≤
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Main Theorem



Sketch of the Proof How to beat Schwartz-Zippel?



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1 Remarks: degree(P1 ) is atmost dν − d1 P1 does not have the variable x1 R1 is a polynomial with the largest exponent of x1 is less than d1
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Main Theorem



Sketch of the Proof How to beat Schwartz-Zippel?



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1 Remarks: degree(P1 ) is atmost dν − d1 P1 does not have the variable x1 R1 is a polynomial with the largest exponent of x1 is less than d1 Want to know a bound on Pr [P = 0]
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1 Step 1: Apply SZ intelligently Let r2 , r3 , · · · , rn be randomly chosen from Fq . Let B denote the event that P1 (r2 , . . . , rn ) = 0 Observations: Pr [P = 0] ≤ Pr [P1 = 0] + Pr [P = 0|P1 6= 0]Pr [P1 6= 0]
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1 Step 1: Apply SZ intelligently Let r2 , r3 , · · · , rn be randomly chosen from Fq . Let B denote the event that P1 (r2 , . . . , rn ) = 0 Observations: Pr [P = 0] ≤ Pr [P1 = 0] + Pr [P = 0|P1 6= 0]Pr [P1 6= 0] P1 6= 0 means that P is a polynomial in x1 with degree d1 . Pr [P = 0|P1 6= 0] ≤



d1 q



by SZ.



Pr [P = 0] ≤ Pr [P1 = 0] +
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1



Step 2: Recursively combine inequalities P Pdν Qdν i≥j di dj dν−1 i=1 di i=1 di Pr [P = 0] ≤ − + · · · + (−1) q q2 q dν
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1



Step 3: Solve P the following Constrained Optimization Problem P Qdν dν i≥j di dj dν−1 i=1 di i=1 di Maximize f = q − + · · · + (−1) subject to q2 q dν 0 ≤ di ≤ d < q, ∀i ∈ [1, dν], Pi=dν dν − i=1 di ≥ 0
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1



Step 4: Investigate the Optimisation Problem First prove that 0 < f < 1 for any subset of h integers. Pi=dν Now show that if d ∗ is such that i=1 di∗ < dν, d ∗ cant be optimal. Then show that if d ∗ is such that 0 < di∗ < d for any i, d ∗ cant be optimal. Thus di∗ can be either d or 0.To satisfy constraint, only ν of them can be chosen as d, rest must be set to 0.
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Main Theorem



Sketch of the Proof



Let d1 be the largest exponent x1 in P. Can write P(x1 , x2 , . . . , xn ) = x1d1 P1 (x2 , . . . , xn ) + R1 Step 5: Substitution P Pdν Qdν i≥j di dj dν−1 i=1 di i=1 di Pr [P = 0] ≤ − + · · · + (−1) 2 q q q dν  ν d2 dν ν−1 d ν = q − 2 q2 + · · · + (−1) qν ν  d = 1− 1− q
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Setting An Example problem



At red node, send the incoming signal on all outgoing links.
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Random Routing Scheme Rectangular Grid Problem



At red node, send the incoming signal on all outgoing links. At blue type node, send one of the signal randomly on one output link and the other signal on the other output link. Information Theory and Coding Seminars ’09 ()
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RR v/s RC



Random Coding Scheme Rectangular Grid Problem



At red node, send the incoming signal on all outgoing links. At blue type node, send a random linear combination(coeffs from Fq ) of the incoming signals on each of the outgoing links. Information Theory and Coding Seminars ’09 ()
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Random Coding Scheme v/s Random Routing Scheme Rectangular Grid Problem



Theorem For Random Coding Scheme, the probability that a reciever at (x,y) can decode both X1 and X2 is at 2(x+y −2)  least 1 − q1 Theorem For Random Routing Scheme, the probability that a reciever at (x,y) can decode both „X1 and X2 is «at 1+2||x|−|y ||+1



most
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Random Coding Scheme v/s Random Routing Scheme Rectangular Grid Problem



Theorem For Random Coding Scheme, the probability that a reciever at (x,y) can decode both X1 and X2 is at 2(x+y −2)  least 1 − q1 Theorem For Random Routing Scheme, the probability that a reciever at (x,y) can decode both „X1 and X2 is «at 1+2||x|−|y ||+1



most



4min(|x|,|y |)−1 −1 3



2|x|+|y |−2



Computing the above quantities for different values of (x,y) and sufficiently large finite field shows RC beats RR! Information Theory and Coding Seminars ’09 ()
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Conclusions



The probability of decoding failure can be made as small as we want by choosing a sufficiently large finite field. Random coding outperforms Random Routing in rectangular grid networks.
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The End



Thanks!!!
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