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1.04.1 Introduction Since the first seismic signal (Figure 1) recorded at Potsdam (Germany) from an earthquake in Japan, accumulation of seismic data (as shown by the stack of thousand of records (Figure 2); Astiz et al., 1996) illustrates the very special well-structured way waves propagate inside an Earth which is mainly stratified with depth. Various energy packets can be identified and tracked from one station to the other one. Where in depth these waves have been converted is always a difficult question to which seismologists are required to provide more and more precise answers.
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Each seismic event generates several wavetrains well-identified on station records. In those traces, we may distinguish three characteristic timescales associated with three typical length scales. The source duration related to the duration of each wavelet comes from the seismic source extension from less than 1 km to more than 1000 km length. Time shifts between wavetrains are not only related to the velocity difference between P and S waves but also to distances between interfaces inside the Earth, which may range from tens of meters to thousands of kilometers. Finally, the recorded time window related to the volume investigated by waves which may range 127
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Figure 2 Stack of 30 000 seismograms over the global Earth. Color scale is for normalized energy amplitude and shows the temporal organization of seismograms (Astiz et al., 1996). Courtesy of P. Shearer.
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Figure 1 First instrumental recording of seismic waves from a distant earthquake obtained by an horizontal pendulum, installed by von Reben Paschwitz in Potsdam (Germany), 15 min after the earthquake faulting occurred in Japan.



from the whole Earth (Figure 3) to the shallower layers in applied seismology. Systematic feature of seismograms comes from the relatively smooth variations of rheological parameters almost everywhere inside the Earth. This has been an important discovery and a great motivation for the development of instrumental seismology on the Earth. For comparison, when considering moonquakes (Latham et al., 1971), no wavelets (except the first arrival signal) can be identified (Figure 4). If global seismology had been developed on a celestial body like the Moon, it would not have been so successful, and it would certainly not have known such a development as on the Earth, where the structure of seismic records is



also intensively used at local scales for hydrocarbon reservoir exploration and characterization (Figure 5). From the theoretical point of view, the very special feature of seismograms on the Earth must be associated to the general relevance in the Earth of the asymptotic high-frequency approximations of seismic wave propagation, that is, seismic ray ˇ erveny´, 2001). theory (C As geometrical optics, seismic ray theory is based on a rather intuitive physical notion but requires a quite sophisticated mathematical framework for consistent analysis. Behind this powerful interpretation tool are important practical consequences for our exploitation of the Earth’s resources and for the mitigation of seismic risks, making worthwhile the effort for understanding ray approaches. Ray theory has been thoroughly used for the analysis of seismic signals: for example, Lehman (1936) has discovered the solid core by using straight rays inside the Earth. Most of the present interpretation of body waves for structure analysis has involved essentially picked traveltimes on traces, although now we consider curved rays either in a vertically varying Earth (Bullen and Bolt, 1985; Aki and Richards, 1980) and more often in a laterally varying
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Figure 3 Records of the Indian earthquake (Mm ¼ 7.6, 26 Jan. 2001) on the worldwide seismic network. For displacement, horizontal scale is 1 mm for 10 . Different phases as P, Pdiff, PKIKP, PP, S, PS, PPS and SS are easily seen before the highamplitude surface wavetrains. Courtesy of M. Valle´e, IRD.



2.700e + 01



1971/10/20 17:57:29.273



S15X 3.400e + 01



–4.100e + 01 4.700e + 01



S15Y 5.500e + 01



–6.300e + 01 1.200e + 01



S15Z 3.150e + 01



–5.100e + 01



18



19



20 Hour



Figure 4 Seismograms produced by the impact of a meteorite on the station S15 of the seismic moon network installed by the Apollo 14 mission. The short-period three-component instrument records ground motion for more than 2 h and half with waves being scattered from the highly heterogeneous region near the Moon’s surface. The coda is spindle shaped and analysis of the particle motions indicates that the energy is arriving from all the directions. These records differ from typical Earth ones for which coda is weaker than direct arrivals. The attenuation is much smaller on the Moon while diffraction is stronger, allowing strongly scattered waves to propagate in any direction during a quite significant time (Lay and Wallace, 1995, p. 107). Courtesy of J. Gagnepain-Beyneix, IPGP.



medium as our knowledge of the Earth’s interior has increased from core–mantle boundary (Richards, 1973; Chapman and Orcutt, 1985; Kendall and Nangini, 1996; Lay and Garnero, 2004), mantle plumes (Montelli et al., 2004a), and slab geometries (Bigwaard et al., 1998).



Meanwhile ray theory has been improved theoretically and numerically leading to a great variety of methods and algorithms considering various media ˇ erveny´, 2001; Chapman, 2004). Polarizations and (C even amplitudes have been estimated in more and more complex structures, and the addition of
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Weinberg, 1977). Excellent description of these approaches of horizontal rays and vertical modes may be found in Keilis-Borok (1989) or Dahlen and Tromp (1998). A compact review has been performed ˇ erveny´ (2001, p. 229). Ray theory has been by C applied as well for moving media, especially fluids inside a waveguide (Abdullaev, 1993; Virieux et al., 2004), giving the illustration of the broad application of this method.
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Figure 5 Common shot gather on land seismic acquisition: body wave and surface wave have been recorded on these vertical components. Reflection hyperbolae are visible as well and illustrate again the time organization of seismic traces. Courtesy of D. LeMeur, CGG.



Let us assume an isotropic medium with smooth velocity heterogeneities with respect to the wavelength of the signal we want to propagate. Let us attach a Cartesian reference frame (0, x, y, z) to this medium. Consider, at a given time t, a set of particles, at position x ¼ (x, y, z), vibrating in phase on a smooth surface. We call this surface a wavefront. Particles on this wavefront have the same traveltime, T(x) ¼ T0. As time increases, the wavefront moves locally at speed c(x) and the gradient rT(x) is orthogonal to the wavefront (Figure 6). Although the wavefront moves in one direction, local properties do not allow us to detect what is the direction which must be known from the previous position of the wavefront. Therefore, we must consider the square of the gradient which gives us the eikonal equation
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anisotropic and attenuation effects has led to full waveform interpretation (Weber, 1988; Zhu and Chun, 1994b). This chapter will present the seismic ray theory and its extensions. We will describe basic concepts of high-frequency approximations of seismic waves as well as limitations and features related to the practical finite frequency contents of seismic waves. Ray theory still appears as a very powerful interpretative tool and will remain a necessary and elegant alternative to brute force tools such as numerical wave propagation (Virieux, 1984, 1986), another necessary tool for seismogram interpretation.



Intuitive Approach
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1.04.2 Ray Theory
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As has been said by Chapman (2004, p. 134), ‘‘Ray theory is the cornerstone of high-frequency, bodywave seismology.’’ This theory has also been applied to surface waves by considering evanescent waves along a given direction which is often the vertical axis for the Earth (Woodhouse, 1974; Burridge and
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Figure 6 Ray tube geometry: rays are orthogonal to wavefronts in isotropic medium. Energy flows along rays. The local energy is preserved over an infinitesimal volume controlled by the local velocity. Polarizations of particle displacement are shown for both P and S waves.
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ðrT Þ2 ðxÞ ¼



1 c 2 ðxÞ



½1



The gradient is called the slowness vector. In isotropic media, curves orthogonal to the wavefronts, that is, parallel to the slowness vector field, can be defined. We call them rays. Rays are very useful trajectories for calculating not only traveltime but also amplitude variations. Indeed, the vibration energy moves along the ray tube without any energy leaking (Figure 6). The energy over a small volume of length T1 crossing the wavefront T1 through the surface dS1 is related to the square of the amplitude A1 through the expression: d"1 ¼ A21dS1 T1. The energy should be preserved at the wavefront T2 which gives the following conservation of flux: A2 ðx1 Þ



dSðx1 Þ dSðx2 Þ ¼ A2 ðx2 Þ cðx1 Þ cðx2 Þ



½2



where two different points along the ray tube are denoted by x1 and x2, and dS denotes the surface of the elementary orthogonal cross-sections of the ray tube. From this equation, applying the divergence theorem over an infinitesimal volume, we can obtain the local transport equation 2r AðxÞ ? rT ðxÞ þ AðxÞr2 T ðxÞ ¼ 0



½3



The eikonal and transport equations are fundamental ingredients of ray theory and highlight required properties such as wavefront smooth spatial continuity as well as amplitude conservation along ray tubes. Unfortunately, failures of such properties exist quite often in the Earth (interfaces with sharp discontinuity of media properties, shadow zones where no rays are entering, caustics where rays cross each other, strong velocity gradients, etc.). We shall describe efforts to overcome these difficulties by introducing a more rigorous framework behind this intuitive ray concept.



1.04.2.2 Elastodynamic Equations and Wave Equations Let us first consider wave propagation in elastic solid media without attenuation. For the vector displacement field u(x, t) at the position x for the time t, the linear elastodynamic equation can be expressed as ðcijkl ðxÞuk;l ðx; t ÞÞ; j þ fi ðx; t Þ ¼ ðxÞui;tt ðx; t Þ



½4



where f(x, t) denotes the vector source field; cijkl (x) the components of the stiffness tensor; and (x)
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the density. We use the Einstein convention for summation, boldface symbols for vector and tensor fields, and a comma between subscripts for spatial derivatives (e.g., ui,j ¼ qui/qxj). For the pressure field P(x, t), the acoustic wave equation can be expressed as ð – 1 ðxÞP; i ðxÞÞ; i þ f p ðx; t Þ ¼ ðxÞP; tt ðx; t Þ



½5



where f p(x, t) is the volumetric distribution of pressure source and the compressibility (x) is the inverse of the bulk modulus k(x). The particle displacement u is deduced from P ¼ kr ? u, where the sign ? denotes the scalar product. When the density is constant, this so-called acoustic wave equation reduces to the scalar wave equation for the pressure field w(x,t) written as 1 w;tt ðx; t Þ – w;ii ðx; t Þ ¼ f w ðx; t Þ c 2 ðxÞ



½6



where the speed is denoted by c(x) and where the specific distribution of pressure source f w(x, t) is equal to f p(x, t)/(x). Some authors introduce firstorder hyperbolic systems keeping both displacements/velocities and stresses/pressure as variables describing the motion (Chapman, 2004, p. 100). Solving one of these equations in heterogeneous media could not be performed analytically and we either rely on numerical methods or on a specific description of approximate solutions. We shall consider a high-frequency asymptotic solution involving a traveltime function, an amplitude factor, and a source wavelet. Demonstrations could be performed either in the time or in the frequency domain: we select the second domain for easier notations. The acoustic case is directly connected to our intuitive introduction of the eikonal and transport equations. For the isotropic elastic case, the elastic wavefield can be approximately separated into individual elementary waves. These individual waves, P and S waves, propagate independently in a smoothly varying structure, but their traveltimes are still controlled by eikonal equations, and their amplitudes by transport equations. Because construction of solutions in the elastic case is quite cumbersome, we shall rather consider from now on the scalar wave equation which captures numerous aspects of the acoustic and elastic cases. We shall mention a few specific considerations for the elastic isotropic and anisotropic cases, and few words will be said when considering attenuating media.
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1.04.2.3



Asymptotic Ray Theory



For specific configurations known as canonical problems, one can get exact solutions of the wave equation. For an homogeneous medium with one speed, canonical solutions can be found as plane waves through separations of variables, or as Green’s functions for a point source (Morse and Feshbach, 1953). The form of these exact solutions should also be valid at high frequency in other media when wavelengths are small compared with the propagation distances and medium heterogeneities. We can then guess probable forms of the solution, known mathematically as an ansatz and, then, find conditions for them in order to satisfy wave equations. Fundamental discussions have occurred on ansatz structures with very sophisticated arguments for one form or the other, depending on the problem to be solved (Buldyrev and Molotkov, 1985; Kravtsov and ˇ erveny´, 2001). The simplest is the ray Orlov, 1990; C ansatz we shall introduce. One must be aware that the ansatz will only fit high-frequency contents of some specific canonical solutions. For example, the Green’s function for a point source in a 2D medium exhibits low-frequency content that the high-frequency approximation will not reproduce (Virieux, 1996). The ray ansatz we shall consider expresses the scalar wave in the frequency domain (Chapman, 2004, p. 137; Babicˇ, 1956; Karal and Keller, 1959): wðx; !Þ ¼ Sð!Þei!T ðxÞ A0 ðxÞ



½7



where the angular frequency is denoted ! and the source wavelet S(!). The subscript zero in the amplitude A0(x) is related to this so-called zero-order approximation solution. Our conventions for the direct and inverse Fourier of a time funcR transforms i!t tion R f(t) are f(!) ¼ þ1 dt f(t)e and f(t) ¼ 1/ 1 i!t (2) þ1 d! f(!)e . Smooth functions, traveltime 1 T(x) and amplitude coefficient A0(x), are assumed to be independent of the frequency for the construction of an unique solution. We allow the amplitude coefficients to be complex but the traveltime should be real. Specific extensions towards complex values of traveltimes may lead to new ways of computing seismograms (Felsen, 1984). Let us underline that this estimation should be summed up on the different wavefronts arriving at the position x. The automatic determination of relevant wavefronts at a given receiver has been solved in a combinatorial exercise for multilayered media (Hron, 1972; Hron et al., 1986) but remains a difficult task for an arbitrary inhomogeneous medium as discussed by Clarke (1993a, 1993b).



When introducing this ansatz in the scalar wave equation in the frequency domain away from the source zone, we obtain the following equation organized in simple frequency powers:  !2 A0 ðxÞ ðrT Þ2 ðxÞ –



 1 þ i!½2r A0 ðxÞ ? rT ðxÞ c 2 ðxÞ



þ A0 ðxÞr2 T ðxÞ þ r2 A0 ðxÞ ¼ 0



½8



Because we are interested in high-frequency solutions, we may neglect the term in !0 and set to zero the two other terms in !2 and !1, leading to eikonal [1] and transport [3] equations. Further approximations may consider the influence of the neglected term when frequency is finite. Among these alternatives, we must quote the definition of the hypereikonal equation (Zhu, 1988; Biondi, 1992; Zhu and Chun, 1994a) where the eikonal is frequency dependent as are ray trajectories. A more formal description of the solution in negative power series of i! gives a solution with amplitude terms ˇ erveny´, Ak(x) verifying new transport equations (C 2001, p. 549). As far as we know, only the A1 term has been used practically for head waves modeling ˇ erveny´ and Ravindra, 1971; Hill, along interfaces (C 1973; Thomson, 1990).



1.04.2.4



Rays and Wave Fronts



The eikonal equation is a nonlinear, partial differential equation of the first order belonging to the Hamilton– Jacobi variety (Kravtsov and Orlov, 1990), usually solved in terms of characteristics (Courant and Hilbert, 1966). The characteristics are 3D trajectories x ¼ x() verifying a set of ordinary differential equations (ODEs). If needed, traveltime is integrated through quadratures along these trajectories called rays. For isotropic media, these rays are orthogonal to wavefronts, sometimes called isochrones. A nice tutorial on characteristics has been given by Bleistein (1984, chapter 1) in relation with differential geometry. Techniques exist to compute directly wavefronts mainly based either on the Huygens principle (the new wavefront is the envelope of spheres drawn from an initial wavefront with local velocity) or on ray tracing (short ray elements from an initial wavefront allow the construction of the new wavefront) (Figure 7). Solving directly the eikonal equation for the first-arrival traveltime turns out to be performed quite efficiently: finite difference (FD) method has been proposed by Vidale (1988, 1990) and numerous more or less precise algorithms have been designed for
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where the variable  defined as d ¼ dT/(pkqH /qpk) depends on the selected form of the function H (x, p). The independent variables are position x and slowness vector p, defining a 6-D space, called phase space, on which the constant Hamiltonian defines an hypersurface, also called a Lagrangian manifold (Lambare´ et al., 1996).
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Figure 7 Computation of wavefronts. On the left panel, the construction is based on the Huygens principle, where the new wavefront is the envelope of spheres drawn from an initial wavefront with local velocity. The direction is unknown locally. On the right panel, the construction is based on ray tracing equation, where short ray segments are drawn from an initial wavefront to the new one. The local direction is known by the ray orientation.



both isotropic and anisotropic media (Podvin and Lecomte, 1991; Lecomte, 1993; Eaton, 1993). FD techniques such as the fast marching method (Sethian and Popovici, 1999) may also account for large velocity gradients. Techniques for solving these types of Hamilton–Jacobi equations have been developed by Fatemi et al. (1995) and Sethian (1999) for various problems. Combining ray tracing and FD methods may lead to multivalued traveltime estimations as suggested by Benamou (1996) or Abgrall and Benamou (1999). These techniques have been very attractive in many applications such as first-arrival traveltime delay seismic tomography because they always provide a trajectory connecting the source and the receiver and, therefore, a synthetic traveltime whatever is the precision on it. When inverting a huge amount of data, a few miscomputed traveltimes will not affect the tomographic inversion (Benz et al., 1996; Le Meur et al., 1997). These techniques have also been thoroughly used for 3-D reflection seismic imaging (Gray and May, 1994). The characteristic system of nonlinear first-order partial differential equations (eqn [1]) consists of seven equations in a 3-D medium connecting the position x, the slowness vector p, and the travel time T, which are very similar to dynamic particle equations of classical mechanics (Goldstein, 1980): dxi qH ¼ d qpi dpi qH ¼ – ; i ¼ 1; 2; 3 d qxi dT qH ¼ pk d qpk
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½9



1.04.2.5 Variational Approaches of Ray Tracing The ray equations can also be considered in the framework of variational approaches where Lagrangian and Hamiltonian formulations reveal their fruitfulness. The choice of the following Hamiltonian H (x, p) ¼ 1/2[p2  1/c2(x)] leads to the simplest differential system to be solved with a sampling variable equal to d ¼ dT/c2(x) while the Hamiltonian H (x, p) ¼ 1/2c2(x)p2 has the traveltime for sampling variable  along rays, making the third equation of the system [9] automatically verified. These choices seem to be quite natural ones especially for anisotropic media because, only if the Hamiltonian is of second degree in slowness, Lagrangian and Hamiltonian may be related by the Legendre transform defined as L ðx; xÞ _ ¼ p ? x_  H ðx; pÞ



½10



where x_ denotes dx/d. The Lagrangian, defined in the 3-D space of position x, verifies the Euler– Lagrange equations which are of second order: d dT







 qL L – ¼0 qx_i qxi



½11



Its integral over the ray path is stationary (Hamilton’s principle). The traveltime is given by the integral T ðxÞ – T0 ðxÞ ¼ ¼



Z







Z



0 x



ðL ðx; xÞ _ þ H ðx; pÞÞ d ¼



x0



Z



x



p ? dx x0



1 ds cðxÞ



½12



where s denotes the curvilinear abscissa. This last integral is stationary for fixed x0 and x trajectories, which is the reduced least action principle of mechanics, often called Maupertuis–Euler– Lagrange–Jacobi principle (Goldstein, 1980; Arnold, 1976), or equivalently the Fermat principle in optics. When the Hamiltonian depends explicitly on the sampling parameter, we may consider the least action principle related to the Poincare´–Cartan invariant. This is the case for the atmosphere where the speed is



Treatise on Geophysics, vol. 1, pp. 127-155



Author's personal copy 134 Body Waves: Ray Methods and Finite Frequency Effects



time dependent (Abdullaev, 1993). The augmented time-space phase space 2n þ 1 where the space dimension is denoted by n is always an odd space which has been investigated by many mathematicians as famous as H. Poincare´ or H Cartan using differential geometry techniques. When the Hamiltonian H (x, p) does not depend explicitly on time, the dimension of the chosen phase space may be reduced by two (Arnold, 1976, p. 240): as an example, only four ODEs have to be ˇ erveny´, 2001, p. 107). solved in a 3-D medium (C Although one might not find these identifications between different theoretical formulations necessary, we shall borrow, from mechanics and optics, welldesigned tools for performing ray tracing: as an example, mechanics of small vibrations or equivalently Gauss optics will open a road for performing efficiently ray tracing in the vicinity of an already traced ray, on which topic we shall focus in the next paragraph. This example illustrates the usefulness of this excursion into differential geometry, which has deep roots in physics (Goldstein, 1980, p. 489). The Fermat principle, its minimum time aspect, plays an important role for the computations of traveltimes when considering first arrival times only. Finding the shortest path between the source and the receiver leads to network ray tracing. It may be based on graph theory applied to a grid of points with connections between them making a network and related to the well-known travel man problem. The connection between two grid points is the traveltime between these two points. A very efficient algorithm has been proposed by Dijkstra (1959), and various implementations and modifications have been performed in seismology (Moser et al., 1992a). One must be aware that this technique leads to rays, while solving firstarrival times through FD eikonal approaches leads to traveltimes. Klimesˇ and Kvaskicˇka (1994) have shown that actual algorithms give smaller errors in time estimation for the network approach than for eikonal discrete solvers previously considered. Drawing rays from the time grid in the eikonal approach is possible and will certainly allow accurate recomputation of traveltimes (Latorre et al., 2004) as bending rays between source and receiver will improve precision for network approach. Very active algorithmic designing (Pica, 1997, 1998; Zhang et al., 2005) with a high degree of precision of both trajectories and traveltimes may replace, in the near future, fast but less precise tools for locating earthquakes (Moser et al., 1992b; Lomax et al., 2000; Font et al., 2004) or for seismic traveltime tomography (Benz et al., 1996; Le Meur et al., 1997).



1.04.2.6



Transport Equation



When we consider the transport equation, we see that the amplitude estimation is linked to the traveltime field. Multiplying the transport equation by the complex conjugate of the assumed nonzero amplitude A0(x), we obtain the local property r ? (A0(x)A0(x)rT(x)) ¼ 0. By following backwards our intuitive presentation, we end up with the description of the amplitude evolution expressed as sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ c 2 ðx ÞJT ðx1 Þ A0 ðx2 Þ ¼ A0 ðx1 Þ 2 2 c ðx1 ÞJT ðx2 Þ



½13



where the position x1 (resp. x2) is implicitly defined by the sampling parameter time T1 (resp. T2), and where the elementary surface dS is estimated through geometrical spreading JT. This geometrical spreading factor is obtained by looking at the wavefront evolving inside a ray tube defined by neighboring rays with slightly different initial conditions. By noting two variables  1 and  2 related to the ray position at time T1 parametrizing the wavefront and orthogonal to the wavefront normal (Figure 6), the geometrical spreading is defined as the Jacobian    qðx; y; zÞ   JT ¼  qðT ; 1 ; 2 Þ



½14



from which one can see the dependence of the geometrical spreading on the sampling parameter ˇ erveny´, 2001, p. 215). (C The scalar wave field w(x, !) may then be written as sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ c 2 ðxÞ i!T ðxÞ e wðx; !Þ  Sð!Þw ð1 ; 2 Þ JT ðxÞ



½15



where the expression S(!) denotes the signature of the source. The radiation pattern w( 1,  2) must be found by matching this asymptotic solution and a canonical solution as the exact solution for a local homogeneous medium around the source ( 1 and  2 depend on x). We shall postpone this estimation for the computation of seismograms. Points along the ray where the Jacobian vanishes are called caustic points. Caustic points of first order, when the rank of the Jacobian matrix [14] is equal to two, make the ray tube shrink into a line. These points create caustic surfaces that are envelopes of rays classified into folds, cusps, and swallowtails using a terminology related to catastrophic theory (Gilmore, 1981; Brown and Tappert, 1987). Caustic points of second order, when the rank is equal to one,
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from which one can deduce the asymptotic form of the particle displacement in the acoustic case:



Figure 8 Points along the ray where the Jacobian [14] vanishes are called caustic points. For caustic points of first order (left), the rank of the Jacobian matrix [14] is two and the ray tube shink into a line. For caustic points of second order (right), the rank of the Jacobian matrix [14] is one and the point is called a focus point.



are often called focus points (Figure 8). As the ray crosses a caustic, the Jacobian changes its sign and the phase suffers a negative shift /2 for a first-order caustic and  for a second-order caustic. This shift is estimated through matching different asymptotic solutions (Ludwig, 1966). The phase shift is cumulative along the ray as we cross caustics. The associated index, called KMAH index as proposed by Ziolkowski and Deschamps (1984) for acknowledging contributions of JB Keller, VP Maslov, V Arnold, and L Ho¨rmander, may jump by one or two depending on the change of rank of the Jacobian. The scalar wavefield expression is now wðx; !Þ  Sð!Þw ð1 ; 2 Þ sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ c 2 ðxÞ i!T ðxÞ – ið2ÞKMAHðxÞ  e e jJT ðxÞj



1.04.2.7



½16



Acoustic and Elastic Ray Theory



When considering the isotropic acoustic and elastic cases, very similar eikonal and transport equations can be derived. Let us first consider the acoustic equation where the density may vary. The eikonal equation is the same as for the scalar wave while the transport equation is  acous  A0 Aacous 0 2rT ? r p ﬃﬃﬃ þ p ﬃﬃﬃ r2 T ¼ 0  



½17



which is essentially the same equation as p forﬃﬃﬃﬃﬃﬃﬃﬃﬃ the scalar wave when considering Aacous ðxÞ= ðxÞ . 0 Therefore, we can write the pressure as P0 ðx; !Þ  Sð!ÞP ð1 ; 2 Þ sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ðxÞc 2 ðxÞ i!T ðxÞ – ið2ÞKMAHðxÞ  e e ½18 jJT ðxÞj



u0 ðx; !Þ  Su ð!ÞeðxÞP ð1 ; 2 Þ sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  1 ei!T ðxÞ e – ið2ÞKMAH  ðxÞjJT ðxÞj



½19



where the vector e denotes the normalized polarization of the wave (orthogonal to wavefront), and where Su is the displacement signature, which can be directly obtained from the pressure signature S. Without increasing the complexity of notation, we may consider the general anisotropic case for elastic wave propagation. The wavefield is now a vector field and the polarization has to be considered ˇ erveny´, 2001). Eikonal equations are defined by (C Gm ðx; pÞ ¼ 1; m ¼ 1; 2; 3



½20



where Gm are the eigenvalues of the 3  3 Christoffel matrix defined by ik ðx; pÞ ¼



cijkl ðxÞpj pl 



½21



The polarization vectors are the corresponding eigenvectors and it can be shown that associated amplitudes still satisfy some scalar transport equation involving the geometrical spreading along the rays ˇ erveny´, 2001, p. 60). (C For the isotropic case, two identical eigenvalues G1(x, p) ¼ G2(x, p) ¼ 2(x)p2 give two polarizations for the shear wave speed (x) of S waves, while the third eigenvalue G3(x, p) ¼ 2(x)p2 is related to the compressional wave speed (x) of P waves. The corresponding eigenvector g3(x, p) is simply orthogonal to the wavefront. Orthogonal eigenvectors g1(x, p) and g2(x, p), corresponding to shear waves, may be estimated through the differential equation dgi ¼ ðgi ðx; pÞ ? rðxÞÞg3 ðx; pÞ dT



½22



where i ¼ 1, 2 (Chapman, 2004, p. 181). For the anisotropic case, we must consider qS1 and qS2 on one side and qP on the other side. We are often unable to obtain explicitly eigenvalues for the anisotropic case while we can achieve that for the elastic ˇ erveny´, 2001, p. 62). Moreover, propagations case (C of qS1 and qS2 must be considered together because of ˇ erveny´, 2001, p. 512). possible shear singularities (C The anisotropic elastic case follows the same general scheme but also exhibits some important particularities. For example, rays are not orthogonal to isochrones. Amplitude still satisfies some scalar transport equation involving estimation of geometrical ˇ erveny´, 2001). spreading along rays (C
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1.04.2.8



Paraxial Ray Theory



The ray tube can be estimated by tracing neighboring rays which must be kept near the studied ray. Therefore, small perturbation approach known as paraxial ray tracing should be preferred. One must consider that the paraxial ray is only sensitive to velocity/slowness variations (as well as spatial derivatives) on the central ray: it may deviate from a neighboring ray which samples velocity variations differently (Figure 9). Around a given central ray, the perturbation yt ¼ ( x, p) of both the position and the slowness vector follows, to the first order, the linear ordinary differential system: d y ¼ dT



rp rx H



rp rp H



0



– rx rx H



0



– rx rp H



!



0



½23 



y 0



where the Hamiltonian H has a subscript zero because it is evaluated on the central ray regardless of the perturbation vector y (Figure 9). This linear system could be solved following the standard propagator formulation introduced by Gilbert and Backus (1966) in seismology, while Farra and Madariaga (1987) emphasized the Hamiltonian formulation initially introduced by Backus (1964) and Burridge (1976). In this approach, the propagator P(T,T0) links y at times T and T0 through



yðT Þ ¼ PðT ; T0 Þ yðT0 Þ ¼



For example, the sub-matrix Pxp contains partial derivatives of the position x with respect to the slowness vector p0 ¼ p(T0), which describes the geometrical spreading from a point source and will give us an easy way for computing the cross-sectional area or for caustics detection. In practice, the 6  6 propagator could be reduced to a 4  4 propagator depending on the problem at hand ˇ erveny´, 2001; Farra and Madariaga, 1987; Virieux (C and Farra, 1991). Sympletic symmetries are very important both from the theoretical point of view and from the practical point of view because rays can be traced in either direction without the need for inverting a 6  6 matrix (Luneberg, 1964; ˇ erveny´, 2001; Chapman, 2004). We have the folC lowing relation:



Pxx



Pxp



Ppx



Ppp



!



yðT0 Þ ½24



P – 1 ðT ; T0 Þ ¼ PðT0 ; T Þ



½25



from which one can deduce the so-called Luneberg relations in optics or Poisson and Lagrange brackets of classical mechanics (Goldstein, 1980). Initial values are defined by PðT0 ; T0 Þ ¼ Id



½26



where Id is the identity matrix. For further discusˇ erveny´ (2001) and sions, the reader is referred to C Chapman (2004). One must remember that the traveltime function is expanded to the second-order terms when considering this paraxial theory. In the



Extrapolation of 2 2 2 2 the slowness square Δ1/c (ξ) = 1/c (ξ) – 1/c (ξc) – d/dξ [1/c (ξc)]·(ξ – ξc) 2(ξ) ∝ 1/2 d 2/dξ2[1/c 2(ξ )]·(ξ – ξ )2 around the central ray Δ1/c c c Δ1/c 2(ξ) = 1/c 2(ξ) – 1/c 2(ξc)
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Figure 9 Paraxial ray tracing. The left panel shows the central ray as well as the paraxial ray deduced from the velocity anomaly felt by the central ray as symbolized by a spring. Therefore, the paraxial ray is different from a neighboring ray. The right panel shows the difference between the square of the slowness 1/c2 in the medium and the parabolic extrapolation of the square of the slowness from the central ray across the section AA9. The true profile shown as a continuous line is felt by the neighboring ray while the approximate parabolic profile, expanded from the central ray and shown by a dotted line when away from the true profile, controls the paraxial ray.
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configuration space, around a given ray position (x0, p0), this leads to the general expression: T ðx; p0 Þ ¼T ðx0 ; p0 Þ þ



qT ðx0 ; p0 Þ x qx



1 þ xt M ðx0 ; p0 Þ x 2



½27



where the curvature matrix M , a real matrix in classical ray theory, can be constructed from paraxial quantities, since we have  M ðx0 ; p0 Þ ¼ Pxx



qx qp þ Pxp q1 2 T q1 2 T



  Ppx







qx qp þ Ppp q1 2 T q1 2 T



– 1



½28



where  1 and  2 are two ray parameters describing a two orthonormal system of rays, that is, a fan of rays ˇ erveny´, 2001, p. 235). This overcomplete expan(C sion may be carried out on a subset of perturbations and in different coordinate systems as we shall see later on. The ray-centered one is often used in practice. We must emphasize that solutions of paraxial equations are coordinate-dependent while solutions of ray equations are coordinate independent but, as we move towards the central ray, paraxial quantities have similar infinitesimal behavior. Ray coordinates and paraxial ray quantities must verify the eikonal equations and perturbed eikonal equations if we want to consider them as rays or paraxial rays (Farra and Madariaga, 1987). In seismology, we have not yet tackled theories beyond the paraxial one as already performed in optics as the geometrical theory of aberrations (Born and Wolf, 1980, chapter 5) where third-order terms around a given ray are considered. These approaches were often developed for homogeneous media, and have strong relations with finite-frequency effects and diffraction phenomena we shall consider latter on. Note that paraxial ray theory is also very useful for introducing perturbations of the velocity field. Applications in fast ray tracing (Virieux, 1991; Farra, 1990, 2005; Psˇencˇik and Farra, 2005) and Fre´chet derivatives estimations in tomographic applications (Billette and Lambare´, 1998) have been proposed.



1.04.2.9



Ray Tracing Tools



Both ray and paraxial ray equations, which are ODEs, can be solved by numerical tools using Runge–Kutta (RK) of specified order or Predictor–Corrector (PC) schemes (Press et al., 1994, chapter 16). Initial boundary problems, where both initial position and initial
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slowness (i.e., six initial values) are specified, can be efficiently solved. Because we have a first integral of these equations, which is the Hamiltonian/Eikonal value, we may efficiently avoid Gear-like methods (Press et al., 1994, p. 739) and check accuracy at each integration step by estimating the eikonal constant (Virieux and Farra, 1991). Of course, if we use the reduced Hamiltonian system, we lose this first integral at the benefit of fewer variables to be integrated. Although PC schemes are far more superior than RK schemes (only one spatial derivative to be estimated at each integration step whatever the order of precision), we rely essentially on the latter in seismology because it is easy to implement considering its selfstarting property. Paraxial equations are linear equations and could be solved with quite significantly coarser integration steps than ray equations. They may be solved in a second step once rays have been found and may well compete with integral formulations of propagator matrices. Other strategies based on analytical solutions inside each cell of a mesh have been considered although efficiency is effective only when simple coarse discretization is performed ˇ erveny´, 1985; Chapman, 1985; Farra, 1990; (C Virieux, 1991; Ko¨rnig, 1995). An order of magnitude more difficult is the twopoint ray tracing problem where rays between a couˇ erveny´ ple (source/receiver) have to be estimated (C et al., 1977; Sambridge and Kennett, 1990; Virieux and ˇ erveny´, 2001). In the frame of ray traFarra, 1991; C cing by rays, we may consider three kinds of methods for making the ray converge to the receiver. The shooting method corrects an initial value problem until the ray hits the receiver. How to estimate the new initial slowness relies on many different numerical strategies linked to root solvers (Press et al., 1994): the paraxial ray turns out to be the Newton procedure (Virieux et al., 1988). The bending method deforms an already-specified curve connecting the source and the receiver: the search is essentially performed in the spatial domain (Pereyra et al., 1980; Um and Thurber, 1987; Pereyra, 1992; Farra, 1992) where each node along the trajectory is perturbed until we may consider it as a ray. The continuation method is based on rays connecting the source and the receiver for rather simple velocity structures for which one may find easily the connecting ray. The velocity field is then deformed until it matches the true velocity field (Keller and Perozzi, 1983; Snieder and Spencer, 1993). We may find these tracing techniques quite inefficient if one has to span the entire medium
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Velocity macromodel Figure 10 Wavefront construction with a uniform ray density criterion in the smooth Marmousi model (Thierry et al., 1999b). Upgoing rays have been eliminated.



with many receivers. Another strategy is the ray tracing by wavefronts where we perform ray tracing from an already evaluated wavefront (Figure 7) (Vinje et al., 1993, 1996a, 1996b). When ray density becomes too high, we may decimate rays; when ray density becomes too low, we may increase the number. Adaptative techniques have been developed and paraxial information may help such strategy of fixing ray density according to ray curvature in the phase space (Lambare´ et al., 1996; Lucio et al., 1996) (Figure 10). Of course, the entire medium is sampled which may be a quite intensive task compared to the 1-D sampling performed by a single ray. Unfortunately, for multivalued estimations of time and amplitude, this is up to now the unique solution while, for first-arrival computations, we may have other efficient numerical techniques (see the previous section).



1.04.3 Rays at Interfaces Up to now, we have considered media without any abrupt change of properties. If there is a sharp contrast, ray theory fails. All that we have seen until now was described for media without discontinuities. ‘‘If the medium contains interfaces, i.e. discontinuities in the material properties, density or elastic parameters, then the ray theory solution breaks down due to discontinuities in the solution or its derivatives. It is then necessary to impose the boundary conditions on the solution at the interface before continuing the ray solution.’’ (Chapman, 2004, p. 198). In the context of the high-frequency approximation wavetrains arriving on an interface can be



viewed as plane waves hitting a flat interface. Consequently, many features of plane waves can be generalized to ray theory when dealing with interfaces. Because many textbooks (Aki and Richards, ˇ erveny´ et al., 1977; C ˇ erveny´, 1980; Kennett, 1983; C 2001; Chapman, 2004) have described these features in great details, we shall only outline specific features important for rays.



1.04.3.1 Boundary Conditions, Continuity, Reflection/Transmission Coefficients As soon as the ray hits an interface, we must estimate quantities as times, slowness vectors, amplitudes and consider possible converted rays as reflected or transmitted rays. Continuity of traveltimes leads to the Snell–Descartes law, which states that the tangent slowness component is preserved at the interface. This means that the transmitted wavefront is moving locally at the same speed as the incident and reflected wavefronts along the interface. Energy conservation goes through continuity of stresses and displacements at the hit point on the interface. ‘‘In the seismic ray method, the reflection/transmission coefficients can be locally applied even to a nonplanar wave, incident at a curved interface separating two inhomogeneous anisotropic ˇ erveny´, 2001). Although these coefficients, media.’’ (C called Zoeppritz coefficients, are quite well known ˇ erveny´, 2001), let us men(Aki and Richards, 1980; C tion recent results for viscoelastic anisotropic media ˇ erveny´ and Psˇencˇ´ık, 2005a, 2005b). (C Whatever the formulas to be used, we must stress that slowness components play a key role and that one should avoid headaches related to multivalued
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trigonometric functions when implementing numerical tools related to interface conversions. A very complementary point of view has been proposed for first-arrival Eikonal solvers. As the wavefront computed by any eikonal solver hits the interface, one may evaluate traveltimes onto the interface and restart the eikonal solver for either reflection or transmission (Rawlinson and Sambridge, 2004). Of course, only single-valued traveltime computations may be considered. 1.04.3.2



Paraxial Conditions



When dealing with paraxial rays at interfaces, one must consider continuity of traveltimes up to secondorder derivatives. This continuity is necessary for starting the transmitted or reflected paraxial rays. This second-order continuity requires estimations of curvature of the incident wave, of the interface, and of the converted wave. Pure differential geometry tools have been used by Popov and Psˇencˇ´ık (1978) while Farra et al. (1989) have explicited a more tractable deduction of this second-order continuity, thanks to the Hamiltonian formulation.



1.04.4 Ray Seismograms When properties of the medium vary smoothly with respect to the characteristic wavelengths of the propagating wavetrain, source signature S(t) is transported everywhere with time shift related to traveltime. It is scaled by an amplitude factor and, eventually for the elastic case, polarized toward a specific direction through a polarization vector. Hilbert transformation of the source signature is expected when crossing a caustic. Therefore, source signature (with a negative sign) is recovered after the second caustic crossed. The Hilbert transform S(t) of the function S(t) is defined as SðtÞ ¼



1 



Z



SðÞ d ðt – Þ



½29



and has as Fourier transform isgn(!)S(!), which introduces the i ¼ exp(i/2) phase shift required by the caustic crossing (Chapman, 1978). For such computation of seismograms, we need all the rays connecting source and receiver. By summing over these rays, we may estimate seismograms as long as receivers stand away from caustic zones. Unfortunately, we may find difficult the computation
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of these problematic rays. Techniques have been suggested for turning this problem around, techniques based on different integral wave decompositions (plane waves, Snell waves, beams, etc.), which somehow smooth out very local instable variations of the amplitude. 1.04.4.1



Classical Ray Seismograms



Following Chapman (1978), we may write, in a very compact form ray seismograms, at a receiver x for an elastic wave emitted by a source x0 using the frequency domain expression [19]. We end up with a sum over rays which gives the following asymptotic displacement: uðx; t Þ  2



X



Real



rays



3 sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 – ið2 ÞKMAHðx; x0 Þ 6 P ð1 ; 2 Þ ðx; x0 Þ 7 e 7 ðxÞjJT ðx; x0 Þj 6 4 5 ˜ – T ðx; x0 ÞÞ eðx; x0 ÞSðt



½30



where S˜ is the analytical function associated with the source signature S which is simply a complex function with the function for the real part and its Hilbert transform for the imaginary part. There is a priori no difficulty in using this asymptotic formula, except for a few configurations. There is failure of the expression when the receiver is exactly located at a position where geometrical spreading is equal to zero. From eqn [30], we see that the amplitude then grows to infinity providing an erroneous expression for the seismogram amplitude. This failure of asymptotic ray theory at caustics is a well-known artifact of the method. Other pathological cases exist as shadow zones where no rays enter while vibrations still exist (Chapman, 1985). Several solutions have been proposed for solving this problem: the high-frequency singular wave field is expressed as a summation of regular highfrequency asymptotic elementary solutions. Several types of waves can be used as plane waves or Gaussian beams. 1.04.4.2 Seismograms by Summation on the Ray Field 1.04.4.2.1



WKBJ summation This approach is based on the introduction of highfrequency asymptotics into the 1D wave equation resulting from the spatial horizontal Fourier



Treatise on Geophysics, vol. 1, pp. 127-155



Author's personal copy 140 Body Waves: Ray Methods and Finite Frequency Effects



transform of the scalar wave equation (eqn [6]) in a laterally invariant velocity model, c(z). In the time frequency domain, we obtain an ODE for w(z) ¼ w(!px, !py, z, !) ¼ w(kx, ky, z, !): – !2 pz2 ðzÞwðzÞ –



d2 wðzÞ ¼ f w ðzÞ dz2



½31



with p2z(z) ¼ (1/c2(z))  p2x  p2y and fw(z) ¼ w w f (!px, !py, z, !) ¼ f (kx, ky, z, !) where we introduce slowness vector p rather than wave number k. As in the case of ray theory, we can introduce a WKBJ ansatz (Chapman, 2004, p. 278): wðzÞ ¼ Sð!Þ



1 X Wn ðzÞ n¼0



ð – i!Þ



! ei!ðzÞ



½32



where expansion is done at constant px and py . We find, equivalently to the eikonal and transport equations, two equations dðzÞ ¼ pz ðzÞ dz



½33



d2  d dW0 ðzÞ ¼ 0 ðzÞW0 ðzÞ þ 2 ðzÞ dz2 dz dz



½34



and



These equations are ODEs that can be easily integrated using analytical or numerical solutions. The sign in eqn [33] determines the up- or down-going behavior of the wave. Asymptotic WKBJ solutions appear as an extension of plane waves from homogeneous to general 1-D models. They fit with plane waves when the velocity model does not depend on depth. Equations [33] and [34] are only valid when the velocity model is continuous and derivable in z up to the second order. When there are interfaces, similarly to the ray solution, high-frequency asymptotic continuity conditions have to be introduced. They reduce to the application of Snell–Descartes law and introduction of standard reflection/transmission coefficients. The WKBJ expansion [32] also breaks down when a turning point exists, that is, when the vertical slowness is zero (Chapman, 2004, p. 286). Another asymptotic expansion can then be proposed: the Langer asymptotic expansion (Langer, 1937; Wasow, 1965; Chapman, 1974; Woodhouse, 1974) involving Airy functions (Abramowitz and Stegun, 1972) with finite amplitudes on caustics. An alternative to the WKBJ expansion [32] has also been proposed as the WKBJ iterative solution or Bremmer series. This approach allows us to solve the



WKBJ paradox (Gray, 1982), that is, whatever the vertical gradient of the velocity, it will never generate a reflected wave. We would expect to observe such a phenomenon at low frequency but since upand down-going waves are fully decoupled in the WKBJ expansion it will never happen using this approximation. In the WKBJ iterative formulation, we assume that the wavefield can be represented as a combination of up- and down-going first-order WKBJ solutions. This combination involves a function coupling the amplitudes of the up- and downgoing waves. This coupling function satisfies an ODE in z called the ‘coupling equation’, which can be solved iteratively leading to a series of solutions (Scholte, 1962; Richards and Frasier, 1976; Gray, 1983; Verweij and de Hoop, 1990; de Hoop, 1990). Once the 1-D wave equation [31] has been integrated using some high-frequency approximation, it may be necessary to perform the inverse Fourier transform in order to come back to the (x, t) domain. Several methods can be used as the exact technique of ‘Cagniard–de Hoop–Pekeris method’ (Cagniard, 1939; Pekeris, 1955a, 1955b; de Hoop, 1960), the ‘WKBJ approach’, where the slowness summation is truncated to real values of traveltimes (Chapman, 1978), or spectral methods such as the ‘reflectivity method’ (Fuchs and Mu¨ller, 1971) or ‘full wave theory’ (Aki and Richards, 1980, chapter 9). A complete review has been performed by Chapman and Orcutt (1985) using both a WKBJ and Langer approximation with applications to realistic profiles in the global Earth. Truncation errors in the solution (Yedlin et al., 1990) especially in the presence of strong velocity gradients as well as numerical effects coming from smoothing boxcar windows or convolution operator (Dey-Sarkar and Chapman, 1978) require specific attention when one wants to reconstruct velocity structure. Reverberations on a stack of layered structures, which can be observed in the ‘reflectivity method’, are well separated as WKBJ contributions (Shaw, 1986). Finally, if WKBJ appears limited to 1-D media, it also exhibits interesting properties when compared to classical ray theory. WKBJ provides highfrequency asymptotic solutions in the (x, t) domain as summations of high-frequency asymptotic plane waves. Indeed, it appears that these summations may be regular at caustics, providing an interesting opportunity for computing high-frequency asymptotic solutions in those locations where classical ray theory fails. Moreover, as we will see now, extension
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of WKBJ summations exists which allow one to consider fully heterogeneous velocity models. 1.04.4.2.2



Maslov summation The WKBJ approach is limited to 1-D media. Extension to laterally varying velocities is not straighforward. Approximative solutions considering small lateral variations of velocity have been introduced recently by Ni et al. (2003), but a more systematic formulation can be based on Maslov approach using the Legendre transformation (Kravtsov, 1968; Maslov and Fedoriuk, 1981). Maslov summation has been introduced by Chapman and Drummond (1982) in seismology and by Ziolkowski and Deschamps (1984) in electromagnetism. The Maslov approach, which reduces to the WKBJ approach for laterally homogeneous media, involves summation of high-frequency asymptotic local plane waves. In fact, high-frequency asymptotic solutions can be obtained in any of the 3-D dimensional subspaces of the phase space, that is, (x, y, pz), (x, py, z), (px, y, z), or even (px, py, pz). These solutions can be obtained by applying the stationary phase approximation (Chapman, 2004) to some Fourier transforms of high-frequency asymptotic approximations in the (x, y, z) space. For example, we obtain from expression [15] sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  2 ﬃ qT Sð!Þw ð1 ; 2 Þ wðpx ; y; z; !Þ  i sign qx 2 sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ c 2 ðxspec ; y; zÞ i!T ðxspec ; y; zÞ – ipx xspec e  GT ðxspec ; y; zÞ ½35



where xspec(px, y, z) denotes the specular position (we assume a single specular point), for which (qT/qx) ¼ px, that is, where the Fourier parameter px ¼ kx/! fits with the ray field parameter pspec ¼ (qT/qx), and the x Jacobian GT is defined by    qðpx ; y; zÞ   GT ¼  qðT ; 1 ; 2 Þ



½36



Once we have these high-frequency asymptotic approximations, we can express the solution in the configuration space as an inverse Fourier transform, or equivalently as a px slowness integral as in WKBJ summation. This expression is called the Maslov summation. At high frequency this integral expression agrees with the classical ray solution, when it exists. When the classical ray solution is singular (caustic point), it can be shown from Liouville’s theorem (Goldstein, 1980) that there exists at least one
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alternate projection where the Maslov summation involves regular asymptotic plane waves. Regular high-frequency asymptotic solutions of the wave equation can then be found by blending both the ray solution and the Maslov summations using weighting functions (Chapman and Drummond, 1982; Huang and West, 1997; Chapman, 2004). Note that equivalently to caustics in classical ray theory, singularities may appear in the elementary high-frequency solutions obtained in the other subspaces. They are called pseudocaustics and correspond to zeroes of the Jacobian [36] (we follow the terminology of Klauder (1987a) as suggested by Kendall and Thomson (1993)). A more general approach known as phase partitioning (Kendall and Thomson, 1993) may be used in practical situations where caustics and pseudocaustics could not be separated (the frequency could be considered high enough to make them separable, making these strategies unnecessary from the theoretical point of view). 1.04.4.2.3



Gaussian beam summation Another technique of summation will be through local Gaussian beams which are used in the boundary-layer approach and which originally were applied to the computation of seismograms (see Popov (1982) for original references in Russian). It ˇ erveny´ et al. (1982) and cohas been popularized by C workers. One advantage is that individual Gaussian beams have no singularities either at caustics or at pseudocaustics. Moreover, two-point ray tracing is unnecessary and the summation is less sensitive to model parametrizations. A nice review has been performed by Nowack (2003). A Gaussian beam can be defined around a central ray (x0, p0) from the paraxial approximation [27]: W GB ðx0 þ x; p0 ; !Þ ¼ WGB ðx0 ; p0 ; !Þexpi! ðT ðx0 ; p0 Þ 1 þ p0 x þ xt M ðx0 ; p0 Þ xÞ 2



½37



where M is now complex with Im(M (x0, p0)) being positive definite. Note that, although this method has been presented mainly in the ray-centered system of coordinates, it can be constructed in any global coordinate system; such as here using general Cartesian coordinates. The value of the Gaussian beam along the central ray is given from paraxial quantities [23] and initial curvature matrix [28] by the relation
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(a)



WGB ðT0 ; !Þei!ðT – T0 Þ WGB ðT ; !Þ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ detðP xx ðT ; T0 Þ þ P xp ðT ; T0 ÞM ðT0 ÞÞ



15.0
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1.04.4.2.4 Coherent-state transformation technique



Formulations based on the coherent-state transformation technique (Klauder, 1987a, 1987b) fill the gap between local plane waves decomposition of WKBJ/Maslov approaches and overcomplete beam decomposition with a simple parabolic approximation of the phase function (Thomson, 2001, 2004). This allows us to preserve tracing tools for real rays.
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This expression remains finite as long as the term M (T0) is symmetrical, the term Im(M (T0)) is positive definite and the term qx/q( 1,  2, T)(T0) is regular. The width of the Gaussian beam depends on the imaginary part of M , which insures a Gaussian decay of amplitude away from the central ray. The width of the beam varies according to variations of M and may be chosen according to various strategies. For example, Hill (1990) has proposed to choose an initial complex M related to an initial beam width wl at frequency !l. This has been applied efficiently in pre-stack depth migration (Hill, 2001) using Gaussian beam summation (GBS) with a ray sampling compatible with the beam width. Numerical comparisons have been investigated by many authors (Madariaga, 1984; White et al., 1987; Weber, 1988; Nowack and Stacy, 2002) in seismology (Figure 11). The Gaussian beam solution represents an approximate solution of the wave equation, and their superposition integral represents an asymptotic approximation of the wavefield. In practice, once the complex curvature matrix has been chosen at some T0, the weighting of the various Gaussian beams in the superposition integral has to be defined in such a way as to fit with asymptotic ray theory, where it is regular. By construction, Gaussian beams are always regular and they consequently provide regular highfrequency solutions. GBS may be shown to be equivalent to Maslov summation under the hypothesis of plane wave with infinitely wide Gaussian decay (Madariaga, 1984). This equivalence shows the larger possibilities offered by GBS with, for example, the advantage of limited truncation artifacts.
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Figure 11 Comparison between Gaussian beam summation (b) and reflectivity method (a). For rays included in the GBS, amplitudes are quantitatively modeled. Courtesy of R. Nowack.



Few attempts have been performed for moving toward complex rays where both amplitudes and traveltimes are complex functions, because analytical continuation of velocity variations is easily possible for simple analytic functions (Keller, 1971; Deschamps, 1971; Felsen, 1976, 1984; Wu, 1985; Zhu and Chun, 1994b). Extensions to arbitrary numerical velocity variations are still a challenging problem, although recent work (Amodei et al., 2006) seems to solve analytical continuation for numerical velocity variations, opening the road to complex ray theory for heterogeneous media.
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Geometrical Theory of Diffraction



arbitrary field on a body with a rib which can be transformed into the diffraction of a plane wave by a wedge. Boundary-layer formulation will develop the solution in the transition zone the width of which should go to zero when frequency goes to infinity (Buchal and Keller, 1960; Babicˇ, 1975). This approach related to the method of parabolic equations (see reference works in Fock, 1965) does not require any analytical solutions as for the canonical matching approach. On a linear edge an incident plane wave is reflected creating illuminated and shadow zones for the reflection wavefront (Figure 12). Energy will flow into the shadow zone and, asymptotically, this diffraction may be well modeled by diffraction rays following an eikonal equation with a source at point D. Therefore, we must consider both reflected waves and edge waves. Their wavefronts must coincide along the shadow boundary. The boundary ray separating illuminated and shadow zones does not follow the usual transport equation and dedicated theory. Comprehensive analysis based on previous works has been addressed by Klem-Musatov (1995) to compute scalar diffraction amplitudes (see the review by Hron and Chan (1995)).



In addition to previous strategies, which can be used to avoid caustic singularities or to estimate fields inside shadow zones in smooth media, other uniform ray expansions are also possible when considering caustics (Kravtsov, 1964; Ludwig, 1966) using Airy functions or at discontinuities, where the wave field creates a shadow zone. Although rather sophisticated tools of Riemannian geometry are required, we may adopt a phenomenological point of view and illustrate this geometrical theory of diffraction introduced by Keller (1962). Justification of Keller’s formula from the mathematical point of view, especially when media have variable velocity, have generated an impressive list of references and one may quote fruitful monographs such as Babicˇ and Kirpicˇnikova (1979), Babicˇ and Buldyrev (1991), and Klem-Musatov (1995). Nice reviews by Kravtsov (1968), Babicˇ (1986), and Hron and Chan (1995) may help the reader in understanding various methods for the construction of asymptotic solutions. The method of canonical problems transforms the problem at hand into a simpler problem. By matching asymptotically field expansions for the simpler problem, expansion coefficients are estimated (Keller, 1962). The best example is the diffraction of an
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The surface limiting the illuminated and shadow zones may have a complex geometry (Borovikov and Kinber, 1974). For a convex body limited by a discontinuous surface, three zones in the shadow may be distinguished: the neighborhood of the shadow zone (I), the neighborhood of the body surface (II), and the intersection of these two zones (III), related to the point M of the body surface hit by the grazing ray (see Figure 12). In seismology, diffractions by the core–mantle or inner core boundaries of the Earth require deep understanding of these approaches (see the interesting presentation by Thomson (1989)). Because seismology deals with elastic propagation, Thomson (1989) stresses that the boundary layer method could be applied when considering P and S wavefields as long as P and S grazing rays do not hit the boundary at the same point. A canonical solution with detailed elastic diffraction coefficient estimation has been constructed in 3-D for a crack diffraction by Achenbach and Gautesen (1977). Improvements could be performed in this direction for elastic diffraction in the future.



1.04.5 Finite Frequency Effects The ray path connecting a source S and a receiver R is a trajectory along which the high-frequency part of the energy is propagating. Because the frequency we consider is always finite, the wavefield at the receiver is also modified by the velocity distribution in the vicinity of the ray. This volume, called Fresnel volume, may be defined in a very simple way for a wave with frequency content f : any point F of this volume should verify the inequality (Kravtsov and Orlov, 1990): 1 jT ðS; F Þ þ T ðF ; RÞ – T ðS; RÞj f 2



–1



½39



Basically, this means that only points verifying inequality [39] will contribute significantly to the seismogram at the receiver around time T(S, R). Often, we call the Fresnel volume a physical ray ˇ erveny´, 2001, p. 115). This volume plays a key (C role for resolution estimation of seismic imaging methods in relation with the validity domain of ray theory (Kvasnicˇka and Jansky´, 1999). We will now consider a procedure linking model perturbations and seismogram perturbations, which allows us to quantitatively introduce the contribution of this volume to seismogram computation.



Before going to these linearized approximations, we must emphasize the path integral approach where any trajectory connecting the source and the receiver may contribute to seismogram estimation (Lomax, 1999; Schlottmann, 1999; Thomson, 2001). Although we have not yet found a practical way of assessing convergence toward the true solution of these integrals, these methods exhibit nonlocal behaviors which make them completely different from approaches we consider now.



1.04.5.1



Ray þ Born/Rytov Formulation



The resolution of the seismic inverse problem (recovering the elastic parameter field from the seismic data) is one of the major challenges of seismology. The problem is a huge ill-constrained nonlinear inverse problem (Tarantola, 1987), which has to be addressed in some appropriate ways. For example, as soon as we have some reasonable initial model for the elastic parameters, one may build linearization of the relation connecting data perturbation to model perturbation. This is the Born approximation, which has been widely used as a basis for seismic linearized inversion (Tarantola, 1984b, 1986; Beylkin, 1985; Beylkin and Burridge, 1990). In fact, the Born approximation is only the first-order term of a recursive relation connecting seismic wavefield perturbation w(r, !) to model perturbation m(x) (Hudson and Heritage, 1981). We may write, for the squared slowness perturbation m(x) ¼ 1/c2(x)  1/c20(x) (where c0(x) denotes the velocity in the reference model), the set of relations



wnþ1 ðr; !Þ ¼ !2



Z



dx mðxÞ G0 ðr; !; xÞð wn ðx; !Þ



V



þ w0 ðx; !ÞÞ



½40



where n denotes the order of the Born approximation, V denotes the full space volume, and G0(r, !; x) denotes the Green’s function for a point source at position x and a receiver at position r in the reference velocity model. We have for the first order w0(x, !) ¼ 0, which provides the classical Born approximation, that is, a linearized approximation. Born approximation can be extended to acoustic and elastic media (Ben Menahem and Gibson, 1990; Gibson and Ben Menahem, 1991). The reference model can be chosen to be homogeneous in order to take advantage of exact and explicit expression of Green’s function. For realistic problems, inhomogeneous reference models are
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necessary and lead us to the distorted Born approximation (Chapman, 2004). In this case, it is possible to use an approximative expression of the Green’s function as it can be obtained by ray theory, for example. We obtain then the WKBJ þ Born (Clayton and Stolt, 1981; Ikelle et al., 1988) or ray þ Born approximations (Bleistein, 1984; Beylkin, 1985; Cohen et al., 1986; Bleistein et al., 1987; Beydoun and Mendes, 1989; Beylkin and Burridge, 1990; Jin et al., 1992; Thierry et al., 1999a, 1999b; Operto et al., 2000; Xu et al., 2001, 2004; Xu and Lambare´, 2004) so widely used for seismic imaging. From the expression [40], the ray þ Born approximation can be expressed for the perturbation of the Green’s function as



Gðr; !; sÞ ¼ !2



Z



dx mðxÞ A ðr; x; sÞei!T ðr;x;sÞ



½41



V



where A (r, x, s) ¼ A(r, x) A(s, x) is the product of the amplitude of asymptotic Green’s functions for the rays x ! s and x ! r in the reference velocity model, and T (r, x, s) ¼ T (r, x) þ T (s, x) is the sum of the corresponding traveltimes. Figure 13 shows some seismograms obtained using the ray þ Born approximation. Since we use, in the ray þ Born approximation, high-frequency approximations of the Green’s function in eqn [40], there may be difficulties iterating these equations even if generally smooth reference velocity models are used. For remedying this, Coates and Chapman (1990) and Chapman and Coates (1994) proposed a generalization of the Born approximation which takes into account approximate Green’s functions. This generalization emphasizes a difficult aspect of the use of the ray þ Born approximation, the definition of limits of perturbation approach related to the reference velocity model selection. These limits are related to limitations of ray theory and to first-order Born approximation. Practically, the reference velocity model should be valid for ray theory, but should also be sufficiently heterogeneous for reproducing main features of the forward seismic wave propagation in the perturbed velocity model. In terms of ray tracing, it means that the reference velocity model should preserve, within the precision of propagated wavelengths, the traveltime of the forward propagation. In practice ray þ Born approximation essentially works for smallsized heterogeneities and for short angles of reflection or diffraction (Keller, 1969; Beydoun and Tarantola, 1988; Wu, 1989). This is the context of reflection seismic exploration, where linearization has been proposed (Lailly, 1983; Tarantola, 1984a, 1984b), and even nonlinear seismic inversions (Tarantola, 1986; Pica
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et al., 1990) based on local iterative optimization schemes. In fact, limitations of the standard local optimization methods have rapidly been recognized (Gauthier et al., 1986; Kolb et al., 1986; Jannane et al., 1989) and credited to the strong nonlinearity of the problem, when considering long wavelength components of the velocity model. Several solutions have been proposed to overcome this difficulty by using global optimization schemes (Snieder et al., 1989; Cao et al., 1990), by changing the optimized cost function (Symes and Carazzone, 1991; Symes, 1993; Symes and Kern, 1994; Plessix et al., 1995; Chauris and Noble, 2001), by changing the optimization strategy (Pratt et al., 1996), or even by definitely changing the data set from traces to picked traveltimes, which have a much more linear relation with the long wavelength components of the velocity model (Bishop et al., 1985; Farra and Madariaga, 1988; Billette and Lambare´, 1998). In fact, this interesting property of traveltimes can also be used in the framework of a full waveform inversion. It is possible indeed to develop in the frequency domain a polynomial series for the relation connecting the perturbation of the phase of the wavefields to the velocity model pertubation.  ¼ ln(w/w0). This is the Rytov approximation (Keller, 1969; Rytov et al., 1987; Beydoun and Tarantola, 1988; Samuelides, 1998), which provides to the first order



ðr; !Þ  !2



Z dx mðxÞ V



G0 ðr; !; xÞ w0 ðx; !Þ w0 ðr; !Þ



½42



which fits much better the perturbed transmitted wavefield than the Born approximation. It is also unfortunately penalized by some spurious artifacts, and until now it has not been really applied to seismic inversion (Devaney, 1981; Nahamoo et al., 1984) in spite of recent work (Ge´lis et al., 2006).



1.04.5.2



Ray þ Kirchhoff Approximation



Born approximation is not the only linearized approximation used for seismic modeling and therefore for inversion. In the context of reflection seismic exploration, the first-order Kirchhoff approximation is certainly the most preferred. This approximation provides a relation between the primary reflected wavefield and a distribution of reflectivity in the model. This approximation is derived from the representation theorem (Aki and Richards, 1980), which allows us to express any causal wavefield, w(x, !), associated to the source distribution, f(x, !), as a volume
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Figure 13 The ray þ Born approximation: the Marmousoft model and data set (Billette et al., 2003). On top panel, the smooth reference velocity model; middle panel, the velocity perturbation; and bottom panel, the common offset section (offset is 100 m) profile.



integral over the volume V of source distribution and a surface integral over the volume boundary V wðr; !Þ ¼



Z Z Z



dx Gðr; !; xÞf ðx; !Þ  qG þ dx ðr; !; xÞ!ðx; !Þ qn



V  qw – Gðr; !; xÞ ðx; !Þ qn Z ZV



that we consider Green’s function, that is, w(x, !) ¼ G(x, !; s) or equivalently f(x, !) ¼ (x  s), and that the volume V leans on a reflecting surface. We can express the reflected wavefield as Grefl ðr; !; sÞ ¼



½43



where q/qn denotes the spatial derivative along the outer normal to the surface. Let us assume now



 qG dx ðr; !; xÞGrefl ðx; !; sÞ qn



V  qGrefl ðx; !; sÞ – Gðr; !; xÞ qn



Z Z
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where G is now the free-space Green’s function (Bleistein, 1984; Chapman, 2004) (i.e., the direct
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wave from the source that do not interact with the scatterer). The reflected field is expressed as a summation over the unknown reflected wavefield. In the frame of high-frequency asymptotics, it is possible to approximate the reflected wavefield on the reflecting interface from the incident wavefield and the reflection coefficient. This provides the Kirchhoff approximation (Bleistein, 1984; Frazer and Sen, 1985) Grefl: ðr; !; sÞ ZZ dx R ðr; x; sÞ A ðr; x; sÞei!T ðr;x;sÞ ¼ i!



½45 



V



where R ðr; x; sÞ ¼ qðx; ðr; x; sÞÞRðx; ðr; x; sÞÞ



½46



denotes the product of the reflection coefficient R(x, ) and of the stretching factor, q(x, ) ¼ jrxT j ¼ 2 cos /c(x), where denotes the half aperture angle between rays x ! s and x ! r (see Figure 14 for an illustration). The expression [46] is reciprocal for the source and receiver positions (Ursin and Tygel, 1997). Kirchhoff approximation can be easily extended to the acoustic and elastic cases (Ursin and Tygel, 1997; Chapman, 2004), where a summation is done for any interface and any mode conversion. We see when comparing expressions [41] and [45] that ray þ Born and ray þ Kirchhoff expressions are very similar. This similarity can still be enhanced if we extend the summation from a surface to a volume, assuming that the whole reflected wavefield can be build by stacking contributions of individual reflectors. In this case, we consider a volumetric distribution of specular reflectivity R(x, (r, x, s)) Grefl ðr; !; sÞ ZZZ ¼ i! dx qðx; ðr; x; sÞÞRðx; ðr; x; sÞÞGðs; !; xÞ ¼ Gðr; !; xÞ



½47 i!T(s,x)



where the Green’s function, G(s, !, x) ¼ A(s, x)e and G(r, !, x) ¼ A(r, x)ei!T(r,x), has to be calculated in some reference velocity model. The Born and Kirchhoff approximations, in an even more widespread use, are at the basis of numerous seismic imaging methods. In practice, even if the derivation of the formulas relies on high-frequency asymptotics, the asymptotic Green’s functions in expression [47] are sometimes replaced by other types of numerical Green’s functions like one-way paraxial approximations of the wave equation
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(Claerbout, 1970). Most depth migration methods consider these Green’s functions in order to recover the reflectivity function at any point of the medium, knowing some reference velocity model. When raybased Green’s functions are used, this type of migration is called Kirchhoff migration (French, 1974, 1975; Bleistein, 1987). It is widely used in industry for 3-D depth migration (Xu and Lambare´, 2004; Xu et al., 2004) while applications at crustal and mantle scales may be possible. 1.04.5.3 Finite Frequency Effects on Ray Functions Away from waveform estimation and fitting, can we introduce the finite-frequency features on traveltimes and/or amplitudes analysis? Filling the gap between, on the one side, traveltime inversion, and on the other, full-wave inversion has gathered the attention of many workers since the pioneering work of Luo and Schuster (1991) and Woodward (1992). The concept of wavepath (Woodward, 1992) as the product of the incident wavefield from the source and the retropropagated wavefield from the receiver displays nicely the Fresnel volume (Figure 15) and how contributions of points moving away from the first Fresnel zone bring higher-frequency contents in the image reconstruction, especially for waveform fitting (Pratt et al., 1996; Operto et al., 2004). Linear kernels, often called Fre´chet kernels, have been introduced for traveltimes: a recent impressive literature on surface waves (Marquering et al., 1998, 1999; Zhou et al., 2004), normal modes (Li and Tanimoto, 1993; Li and Romanowicz, 1995; Tanimoto, 1995; Katzman et al., 1998; Zhao et al., 2000), and rays (Dahlen et al., 2000; Hung et al., 2000; Montelli et al., 2004a, 2004b) shows the vitality of such a concept. For example, the time delay T at a given receiver r coming from a scattering point x for a given source s is associated with the time difference T(s, r, x, !) ¼ Tsr  Tsx  Txr through the equation



T ðs; r Þ ¼



Z



Kt ðx; !ÞdV



½48



D



where the integration domain D is over diffracting points x. This domain must be defined carefully. The Fre´chet kernel or sensitivity kernel Kt(x, !) has an expression depending on frequency ! and time difference T(s, r, x, !) (Dahlen et al., 2000) and the use of paraxial theory will speed up significantly its estimation. Applications to amplitudes (Dahlen and Baig,
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Figure 14 Synthetic seismograms using Kirchhoff summation. On top panel, the smooth velocity model (tilted gradient of the velocity) with the three superimposed reflectors. On bottom panel, the left figure shows the common shot gather modeled by ray þ Kirchhoff summation while the right figure shows common offset gather modeled by ray þ Kirchhoff summation. Courtesy of R. Baina (OPERA, France).



2002), to anisotropy (Favier and Chevrot, 2003) (with the splitting intensity related to polarization of the incoming wave (Chevrot, 2000)), introduce new sensitivity kernels and will extend applicability in the near future. Contribution of points increases when we move away from the ray, making the so-called banana–doughnut shape for traveltimes which has been questioned by de Hoop and van der Hilst (2005) while maximal contribution is found on the ray for amplitudes (Figure 16). Near-field influence has been discussed by Favier et al. (2004). Further improvements will certainly close up the loop and will bring us back to waveform fitting, an important challenge for global seismology in the next 10 years.



1.04.6 Conclusion Until now the growth of seismology as an investigation tool for the Earth’s interior have essentially relied on the use of ray theory. During this time, significant progress has been made in ray theory, which is definitely not a ‘‘discipline from the XIXth century.’’ This constant progress (not only in terms of numerical developments) has, for example, considerably extended the application domain of these techniques, which still remain essential for the analysis of seismic traces. Although numerical methods for solving wave equations (FD methods (e.g., Virieux, 1986; Moczo
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Figure 15 A simple description of wavepath: the first Fresnel zone is the zone of main contribution for diffraction while considering finite-frequency effects. As we introduce other Fresnel zones, smaller features are considered on both medium description and seismogram estimation. Courtesy of S. Operto, CNRS.
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et al., 2006), finite element methods with fast convergence such as spectral element methods (e.g., Chaljub et al., 2003)) may open new strategies for both forward and inverse problems because of the increasing performance of computers, understanding of seismograms (and often numerical ones) will still require the interpretation in terms of high-frequency asymptotic approximations. Many observables which can be deduced from ray theory are still not strongly investigated. For example, differential informations, as the slope (Yanovskaya, 1996; Billette and Lambare´, 1998) or the polarization of the events (Le Be´gat and Farra, 1997), are rapidly developed. Even the use of amplitudes starts to be exploited in the asymptotic hypothesis. In this context, the present development of dense data acquisition will be a real challenge, where the assets of ray theory will certainly open roads to interesting opportunities for describing complex media. Finally, the efforts for the adaptation of ray theory to more complex rheologies involving complex geometries, anisotropy, viscoelasticity (Ribodetti et al., 2000), or multiphase media have to be pursued. These new developments will certainly also offer important opportunities for the analysis of seismograms in the future.
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