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Abstract



We introduce a non-linear shape prior for the deformable model framework that we learn from a set of shape samples using recent manifold learning techniques. We model a category of shapes as a finite dimensional manifold which we approximate using Diffusion maps, that we call the shape prior manifold. Our method computes a Delaunay triangulation of the reduced space, considered as Euclidean, and uses the resulting space partition to identify the closest neighbors of any given shape based on its Nystr¨om extension. Our contribution lies in three aspects. First, we propose a solution to the preimage problem and define the projection of a shape onto the manifold. We then introduce a shape prior term for the deformable framework through a non-linear energy term designed to attract a shape towards the manifold at given constant embedding. Finally, we describe a variational framework for manifold denoising, based on closest neighbors for the Diffusion distance. Results on shapes of cars and ventricule nuclei are presented and demonstrate the potentials of our method.



R´esum´e



Nous introduisons un a priori de formes non lin´eaire pour les mod`eles d´eformables, que nous apprenons a` partir d’un ensemble d’´echantillons de formes en utilisant des m´ethodes d’apprentissage r´ecentes. Nous supposons qu’une cat´egorie de formes se represente par une sous-vari´et´e de dimension finie dans l’espace des formes. Cette vari´et´e, que nous denommons la vari´et´e des formes a priori, est apprise a` l’aide de la technique des Diffusion maps, qui construit une representation des donn´ees originales dans un espace Euclidien de faible dimension. Une triangulation de Delaunay dans l’espace r´eduit permet alors d’identifier les plus proches voisins d’une forme ainsi que son extension de Nystr¨om. Notre contribution se decompose en trois parties. Nous proposons d’abord de retrouver une forme sur la vari´et´e, e´ tant donn´ee sa valeur de plongement dans l’espace r´eduit. Nous d´efinissons ainsi une projection sur la vari´et´e des formes a priori. Ensuite, nous d´ecrivons un terme d’a priori de forme pour les mod`eles d´eformables, au moyen d’une energie non lin´eaire qui attire la forme vers la vari´et´e a` valeur de plongement constant. Enfin, nous sugg´erons une m´ethode variationelle s’appuyant des principes identiques pour le debruitage de vari´et´es. Les r´esultats sont illustr´es a` l’aide de donn´ees synth´etiques et r´eelles. Des applications de segmentations 2d et 3d sont pr´esent´ees, notamment sur des formes de voiture et de ventricules.
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1 Introduction 1.1 Motivation Image segmentation is an ill-posed problem due to various perturbing factors such as noise, occlusions, missing parts, cluttered data, etc. When dealing with complex images, some prior shape knowledge may be necessary to disambiguate the segmentation process. The use of such prior information in the deformable models framework has long been limited to a smoothness assumption or to simple parametric families of shapes. But a recent and important trend in this domain is the development of deformable models integrating more elaborate prior shape information. An important work in this direction is the active shape model of Cootes et al. [9]. This approach performs a principal component analysis (PCA) on the position of some landmark points placed in a coherent way on all the training contours. The number of degrees of freedom of the model is reduced by considering only the principal modes of variation. The active shape model is quite general and has been successfully applied to various types of shapes (hands, faces, organs). However, the reliance on a parameterized representation and the manual positioning of the landmarks, particularly tedious in 3D images, seriously limits it applicability. Leventon, Grimson and Faugeras [17] circumvent these limitations by computing parameterization-independent shape statistics within the level set representation [19, 23, 18]. Basically, they perform a PCA on the signed distance functions of the training shapes, and the resulting statistical model is integrated into a geodesic active contours framework. The evolution equation contains a term which attracts the model toward an optimal prior shape. The latter is a combination of the mean shape and of the principal modes of variation. The coefficients of the different modes and the pose parameters are updated by a secondary optimization process. Several improvements to this approach have been proposed [20, 6, 26], and in particular an elegant integration of the statistical shape model into a unique MAP Bayesian optimization. Let us also mention another neat Bayesian prior shape formulation, based on a B-spline representation, proposed by Cremers, Kohlberger and Schn¨orr in [10]. Performing PCA on distance functions might be problematic since they do not define a vector space. To cope with this, Charpiat, Faugeras and Keriven [4] proposed shape statistics based on differentiable approximations of the Hausdorff distance. However, their work is limited to a linearized shape space with small deformation modes around a mean shape. Such an approach is relevant only when the learning set is composed of very similar shapes.
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1.2 Novelty of our Approach In this paper, we depart from the small deformation assumption and introduce a new deformable model framework that integrates more general non-linear shape priors. We model a category of shapes as a smooth finite-dimensional sub-manifold of the infinite-dimensional shape space, termed the shape prior manifold. This manifold which cannot be represented explicitly is approximated from a collection of shape samples using a recent manifold learning technique called diffusion maps [8, 15]. Manifold learning, which is already an established tool in object recognition and image classification, has been recently applied to shape analysis [5]. Yet, to our knowledge, such techniques have not been used in the context of image segmentation with shape priors. Diffusion maps generate a mapping, called an embedding, from the original shape space into a low-dimensional space. Advantageously, this mapping is an isometry from the original shape space, equipped with a diffusion distance, into a low-dimensional Euclidean space [8]. In this paper, we exploit the isometricallity of the mapping and the Euclidean nature of the reduced space to design our variational shape prior framework. We propose to introduce a shape prior term for the deformable framework through a non-linear energy term designed to attract a shape towards its projection onto the manifold. Doing so requires being able to estimate the manifold between training samples and to compute the projection of a shape onto the manifold. Unfortunately, diffusion maps do not give access to such tools. Our contribution lies in three aspects. First, we propose a solution to the estimation of the manifold between training samples. We define a projection operator onto the manifold based on 1) two different out-of-sample calculation 2) a Delaunay partitioning of the reduced space to identify the closest neighbors (in the training set) of any shape in the original infinite dimensional shape space. We describe our shape prior term integrated in the deformable model framework through a non-linear energy term designed to attract a shape towards the manifold at given constant embedding. In light of this, we finally describe a variational framework for manifold denoising, thereby lessening the negative impact of outliers onto our variational shape framework. The remainder of this paper is organized as follows. Sections 2 & 3 introduce the necessary background in manifold learning: it is dedicated to 1) learning the shape prior manifold from a finite set of shape samples using diffusion maps 2) extending the embedding to new points. Section 4 describes our contributions. Finally, section 5 reports some preliminary numerical experiments which yield promising results with real shapes. Note that sections 2, 3 and 4 are presented in the context of Rn , which is naturally generalized in the shape space for section 5.
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2 Non Linear Dimensionality Reduction Dimensionality reduction, i.e. the process of recovering the underlying low dimensional structure of a manifold that is embedded in a higher-dimensional space, has seen renewed interest over the past years. Among the most recent and popular techniques are the Locally Linear Embedding (LLE) [21], Isomaps [25], Laplacian eigenmaps [2], diffusion maps [8, 16]. These techniques construct an adjacency graph of the learning set of shape samples and map the data points into a lower dimensional space while preserving the local properties of the adjacency graph. This dimensionality reduction with minimal local distortion can be achieved using spectral methods, i.e. through an analysis of the eigen-structure of some matrices derived from the adjacency graph. In this work, we learn the shape prior manifold using diffusion maps, since their extension to infinite-dimensional (shape) manifolds is straightforward (see [8, 15, 16] for more details). In this section, we outline only Laplacian eigenmaps and diffusion maps because both have a common continous framework. Their discrete counterpart however, differ slightly. We uncommonly start the presentation on the continous framework before detailing the discrete form. Note that proofs of convergence will not be explained because it is out the scope of this paper.



2.1 Continuous framework Dimensionality reduction consists in finding a low dimensional representation of data belonging to a manifold embedded in a high dimensional space. We denote M a manifold of dimension m lying in Rn with n >> m. Basically, dimensionality reduction techniques attempt to construct a mapping f : M −→ Rm called an embedding, such that if two points x and z are close in M, then also are f (x) and f (z). See figure 1. This idea can be easily express [2] for m = 1 (further generalization to m > 1 is actually straightforward): |f (z) − f (x)| ≤ distM (x, z) ||∇f (x)|| + o(distM (x, z))



(1)



where distM (x, z) is the geodesic distance on the manifold between R points x and2 z. In order to obtain a map that preserves the locality on average, M ||∇f (x)|| should be minimized under the constraint R ||f ||L2 (M) = 1 that avoid the trivial solution f = 0. We denote hf, giM = M f · g for any function f ,g defined on M. By using the Stoke’s theorem and a Lagrange multiplier λ, we rewrite the unconstrained functional energy G(f ) to be minimized: G(f ) = hL(f ), f iM + λ (1 − hf, f iM )



(2)
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Figure 1: Dimensionality reduction - the embedding f preserves the local information of the manifold M where Lf = −div (∇f ). The minimization of G(f ) is achieved when L(f ) = λf . Therefore, the optimal mapping is given by the eigenvalues and eigenfunctions of the Laplace-Beltrami operator corresponding to the m smallest non-zero eigenvalues, where m is the target dimension. Note that the latter dimension can either be known a priori or inferred from the profile of the eigenspectrum [8]. Henceforth fi and λi denote respectively the ith eigenvector and the ith eigenvalue of L(f ). Laplacian eigenmaps are given by the solution f lem : f lem : M −→ x



m R



 f1 (x) 7 → f lem (x) =  · · ·  − fn (x)



(3)



Nevertheless, Laplacian eigenmaps does not endow the embedding f lem with an explicit metric. To cope with such a limitation, Diffucion maps are given by the slight different solution ftdm : f dm : M −→ x



Rm   λt1 f1 (x)  ··· 7−→ ftdm (x) =  t λn fn (x)



(4)



This is illustrated in figure 2 Note that this was firstly presented in the discrete context [15] and laterly generalized to the continuous framework. This is however out the scope of this article. The space described by the embedding f dm is then equiped with an explicit
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Figure 2: Diffusion maps - The diffusion distance Dt2 (x, y) is approximated by the Euclidian distance in the reduced space metric Dt2 (x, y) called diffusion distance that measures the probability diffusion between two points x and y on the manifold in time t. The diffusion distance Dt2 (x, y) is of particular interest since it can be expressed as an euclidian distance between the points f dm (x) and f dm (y) [15]:



Dt2 (x, y)



=



||ftdm (x)



−



ftdm (x)||2



=



n−1 X



2 λ2t j (fj (x) − fj (y))



(5)



j



where x and y belongs to M. Furthermore, the diffusion distance is well approximated depending on the decay of the eigenvalue λj , by keeping only the first Q terms of the sum in equation 5:



Dt2 (x, y)



≈



Q X



2 λ2t j (fj (x) − fj (y))



(6)



j



Note that the choice of Q can be related to the dimension of the manifold M. In practice, a discrete counterpart to this continuous formulation must be used since we only have access to a discrete and finite set of example data points. We will assume that this set constitutes a “good” sampling of the manifold, where “good” stands for “exhaustive” and “sufficiently dense” in a sense that will be clarified below [12]. Since we are dealing with discrete data, the remaining of this article will be in the discrete context.
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2.2 Discrete Laplace-Beltrami Operator In the previous section, we emphasized the importance of the Laplace-Beltrami operator in dimensionality reduction techniques. Its discrete counterpart is the Laplacian operator of a graph ([7]) build from p sample points Γ = {x1 · · · xp ∈ Rn } of the m dimensional manifold M. In the discrete framework, we construct a neighborhood graph using the sample set Γ and a decreasing function w(xi , xj ) of the distance between data points xi and xj . In this work, we use the Gaussian kernel w(xi , xj ) = exp (−d2 (xi , xj )/2h2 ). Note that it implies that a distance d(xi , xj ) is indeed defined between two data points in the space of which they lie. Two slightly different approaches are to be considered to build the neighborhood graph: ε-neighborhoods: Two nodes xi and xj ( i 6= j) are connected in the graph if d (xi , xj ) < ε, for some well-chosen constant ε > 0. k nearest neighbors: Two nodes xi and xj are connected in the graph if node xi is among the k nearest neighbors of xj , or conversely, for some constant integer k. The study of advantages and disadvantages of both approaches is beyond the scope of this paper. An adjacency matrix (Wi,j )i,j∈1,...,p ( Wi,j = w(xi , xj )) is then constructed, the coefficients of which measure the strength of the different edges in the adjacency graph. Hence, there are at least three ways to write the Laplacian graph in the litterature [7, 12]: Lu = D−W Unnormalized − 12 − 12 (7) Normalized Ln = D (D − W )D −1 Lr = I −D W Random walk P where D is a degree matrix given by Di,j = k Wi,k δi,j , ∀i, j ∈ 1, · · · , p. Note that D−1 W is a probability transition matrix between sample points x1 , . . . , xp . However, none of these three graph Laplacian converge to the Laplace-Beltrami operator while the number of sample increases and the size of the kernel diameter h decreases at the same time. Instead, they converge to the weighted LaplaceBeltrami operator, which is in another words ”the generalization of the LaplaceBeltrami operator for a Riemannian manifold equipped with a non-uniform probability measure” qM [12]. Now, consider that the p sample points Γ = {x1 · · · xp ∈ Rn } of the m dimensional manifold M are sampled under an unknown density qM (m ≤ p). In order to construct an approximation of the Laplace-Beltrami operator that is independent of the unknown density qM , we renormalize the adjacency matrix (Wi,j ). w(xi ,xj ) ˜ i,j ) by w(x , with Briefly, we form the new adjacency matrix (W ˜ i , xj ) = q(xi )q(x j)
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P q(x) = y∈Γ w(x, y) being the Nadaraya-Watson estimate of the density qM at location x (up to a normalization factor). We then define the anisotropic transition P w(x ˜ ,x ) kernel (Pi,j )i,j∈1,...,p such that p(xi , xj ) = q˜(xi i )j with q˜(x) = y∈Γ w(x, ˜ y). In ˜r = I − P other words, we construct a density independent random walk matrix L −1 ˜ ˜ ˜ such that P P ˜ = D W . D is a density independent degree matrix given by ˜ Di,j = k Wi,k δi,j , ∀i, j ∈ 1, · · · , p. From the definition of the adjacency matrix, we find that: p(xi , xj ) = P



w(xi , xj ) q(xj ) with Kbj = . j q(xb ) b∈Γ Kb w(xi , xb )



(8)



The kernel (1 − Pi,j ) is then a density-independent approximation of the LaplaceBeltrami operator ∆M [8, 12].



2.3 Generating the Embedding using Laplacian eigenmaps The Laplacian eigenmap technique [2] minimizes a dicrete form of equation 10: Glem (y) = hLn y, yiM + λ (1 − hy, yiM ) where hx, yi = y T x. As mentionned in the previous section, the choice of the Laplacian L is revelant only when the density qM is uniform over the manifold. In addition, the embedding space is not equiped with an explicit metric. Diffusion maps alleviates these limitations.



2.4 Generating the Embedding using Diffusion Maps Let (λi )i∈1,...,p with λ0 = 1 ≥ λ1 ≥ · · · ≥ 0 and (Ψi )i∈1,...,p be respectively the eigenvalues and the associated eigenvectors of (Pi,j ). Coifman and coworkers have shown in [8] that the eigenvectors of (Pi,j ) converge to those of the LaplaceBeltrami operator on M and that a mapping Φ that embeds the data into the Euclidean space Rm quasi-isometrically2 with respect to a diffusion distance in the original space can be constructed as: ¢ ¡ (9) Φ : Γ ⊂ M → Rm , xi 7→ λt1 Ψ1 (xi ), ..., λtm Ψm (xi ) ˜ r have the same eigenvectors Note that Φ is the discrete counterpart of 4. P and L and hence, Ψ1 , . . . Ψm solve the following discrete form of the eigenproblem 2. It uses the random walk Laplacian: ³D E´ ˜ Gdm (y) = Lr y, y + λ (1 − hy, yi) (10) 2



it is an isometry when m = p
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Diffusion distance reflects the intrinsic geometry of the data set defined via the adjacency graph in a diffusion process (the anisotropic kernel (Pi,j ) being seen as a transition matrix in a random walk process). In this formulation, ρ is a parameter controlling the diffusivity of the adjacency graph and can be chosen arbitrarily. We used ρ = 1 for our experiments. Diffusion distance was shown to be more robust to outliers than geodesic distances [8], thereby motivating its use to estimate the embedding (Fig.). Accordingly, in the remainder of this paper, the notion of proximity in the original shape space (e.g. the “closest” neighbors of a given shape) is based on the diffusion distance. Since the embedding Φ is an isometry, proximity is advantageously deduced in the Euclidean reduced space.



3 Embedding of a new Point : the out-of-sample problem The mapping Φ is only defined on the training samples. In this this approach we propose two techniques to calculate the embedding of a new point xp+1 , given the embedding of the points x1 , . . . , xp . The first technique calculates a function regression in the discrete embedding space. The second one, the Nystr¨om’s extension method, is a popular technique employed for the extension of empirical functions from the training set Γ to new samples, i.e. the out of sample problem [3, 1].



3.1 Embedding regularization Let Ψ be a p × m matrix of which the column vectors are Ψ1 , . . . , Ψm . Without loss of generality, we have from equation 10 and a slight generalization to m dimensions: G0 (Y ) = T r (hP Y, Y i) + Λ (I − hY, Y i) Ψ = arg min G0 (Y ) Y



(11) (12)



where Y is a p × m matrix and Λ is a diagonal matrix of which the elements are λ1 , . . . , λ m . Some properties are required to calculate the embedding of the new point xp+1 . First, it should use the embeddings previously computed since computing a new embedding with the sampled points (xi )i=1,··· ,p+1 is not relevant and above all would not be efficient. Then, the point xp+1 may not belongs to the manifold M.
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Let p(·, xp+1 ) and p(xp+1 , ·) be respectively defined by p(·, xp+1 ) = [p(x1 , xp+1 ), · · · , p(xp , xp+1 )]T p(xp+1 , ·) = [p(xp+1 , x1 ), · · · , p(xp+1 , xp )]T



(13) (14)



where p(xi , xp+1 )i=1,...,p and p(xp+1 , xi )i=1,...,p can be easily deduced from equation 8: w(xi , x)



∀ i = 1, . . . , p,



p(xi , x) = p(xi , x) = P



∀ i = 1, . . . , p,



p(x, xi ) = p(x, xj ) = P



q(x) b∈Γ q(xb ) w(xi , xb )



w(x, xj ) q(xj ) b∈Γ q(xb ) w(x, xb )



(15) Let finally Pnew such that · Pnew =



Pold p(·, xp+1 ) T p(xp+1 , ·) p(xp+1 , xp+1 )



¸ (16)



where Po ld may be the random walk matrix obtained with the points x1 , · · · , xp or an updated version depending on p(xp+1 , ·) and p(·, xp+1 ). Whatever the choice, we will show in the following lines that it does not influence the final result. Following equation 11, the unconstrained energy to mimize can then be written: G00 (Z) = T r (hPnew Z, Zi) + Λ (I − hZ, Zi)



(17)



Since the embedding of the p points x1 , . . . , xp is known, we add the following constrained problem: z(p + 1)∗ = arg



min



G00 (Z)



(18)



z(p+1):Z=[ΨT z(p+1)T ]T



Deriving equation 18 leads to the mapping zˆ : Rn −→ Rm P j (p(x, xj ) + p(xj , x)) Ψ(j) zˆ(x) = 2p(x, x)



(19)



The results pointed up in equation 19 is of particular interest since the solution is expressed by means of the Nadaraya-Watson kernel widely used in the statistical learning litterature. The function zˆ(x) can be seen as a regression function estimating the continuous embedding.
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3.2 Nystr¨om’s Extensions The Nystr¨om’s Extensions is a popular method that consist in extending the eigenvectors of an operator to all the space. Noticing that every training sample verifies: X ∀x ∈ Γ ∀k ∈ 1, . . . , p p(x, y)Ψk (y) = λk Ψk (x), y∈Γ



the embedding of new data points located outside the set Γ can similarly be com˜ of Φ (Lafon and coworkers define another elegant puted by a smooth extension Φ extension in [16]): ˜ : Rn → Φ Rm (20) ˜ 1 (x), . . . , Φ ˜ m (x)) x 7→ (Φ X ˜ k (x) = λρ−1 where ∀k ∈ 1, . . . , m Φ p(x, y)Ψk (y) (21) k y∈Γ



4 Projection onto a manifold 4.1 Manifold Estimation and Projection Up till now, we have worked with data lying in Rn . Henceforth, data belongs generically to a space E , provided a differentiable distance exists in such space. Given a point in the reduced space x ∈ Rm , we endeavor to find the point e = ˜ −1 (x) in the manifold M such that Φ(e) ˜ Φ = x, i.e. the pre-image of x [14]. |M As noted by Arias and coworkers in [1] where E = S is the shape space, such a point e might not exist and the pre-image problem is ill-posed. To circumvent this problem, they search for a pre-image that optimizes a given optimality criterion in the reduced space. In this work, we take a different approach. We are only interested in estimating the manifold M between “neighboring” training samples. Therefore, we assume that the point x ∈ Rm falls inside the convex-hull of the training samples in the reduced space (were the point x ∈ Rm outside, we would consider instead its orthogonal projection on the convex-hull). In this sense, the set of training samples must be exhaustive enough to capture the limits of the manifold M. We also assume that the point e, belonging to the manifold M, can be expressed as a weighted mean that interpolates between “neighboring” samples for the diffusion distance. (This hypothesis is applicable for example in the case of shape manifold [4]). To this end, we exploit the Euclidean nature of the reduced space Rm to determine the m + 1 closest neighbors of e (note that if the point x ∈ Rm is located outside the convex-hull, then only m neighbors are identified.). In this sense, the set of training samples must be sufficiently dense for the interpolation to be meaningful.
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Figure 3: a) Set of point samples lying on the surface given by the equation f (x, y) = x2 + y 2 . b) The reduced space and the Delaunay triangulation. c) Projection towards the weighted mean (in blue) and at constant embedding (in red). The Delaunay triangulation is represented in the original space. d) Values of the embedding during the two evolutions We compute a Delaunay triangulation DM in the reduced space of the training data and identify the m + 1 closest neighbors of e as the m + 1-Delaunay triangle that x belongs to. This m-dimensional triangle is formed by m + 1 points that
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˜ of the m + 1 closest neighbors N = (e0 , ..., em ) of correspond to the image by Φ e in E for the diffusion metric [8]. Having identified the m + 1 closest neighbors N = (e0 , ..., em ) of e, we define the pre-image image of x as the solution to the optimization problem: X ˜ e∗ = arg min θi d2 (e, ei ) such that Φ(e) = x, (22) θi ,e



Pm



ei ∈N



with (θi ≥ 0, i=0 θi = 1). The coefficients Θ = {θ0 , . . . , θm } are the barycentric coefficients of the point e with respect to its neighbors N in the space E ˜ −1 (x) and the equipped with the diffusion distance. In practice, the pre-image Φ |M associated coefficients Θ are computed by gradient descent, with an initial guess provided the barycentric coordinates of the image x in the reduced space: P by ˜ x = θi Φ(ei ). Figure 3 illustrates our projection operator on a 2 dimensional manifold lying in R3 . By simple extension, we define the projection of any point E onto the manifold ˜ −1 (Φ ˜ |M (E)). Note that we do not try to estimate the manifold M by PM (E) = Φ outside of its limits, as the ones defined by the convex hull of the training points in the reduced space. As a consequence, projection of a point located outside the manifold will belong to the border of the manifold.



4.2 Manifold attraction & evolution at constant embedding In the previous section, we defined a projection of a point x onto the manifold that have the same embedding. In this section, we describe an energy that attract a point towards the manifold based on equation 22. Minimization of this energy might, however, not keep the embedding constant during the evolution. We propose a more elegant and natural projection that preserves the embedding along the entire evolution path. First, we denote by ENsp,Θ the following functional X e 7→ ENsp,Θ (e) = θi d2 (e, ei ), ei ∈N



˜ where the coefficients Θ = {θ0 , . . . , θm } are solution to Eq. 22 with x = Φ(e). + We consider the evolution e : τ ∈ R 7→ e(τ ) ∈ E such that de = −∇ENsp,Θ (e). dτ Minimization of ENsp,Θ by gradient flow produces an evolution which attracts the point e towards its projection onto the manifold PM (e0 ). Yet, the embedding co˜ ordinates Φ(e(τ )) of the evolving point e(τ ) are not guaranteed to remain constant e(0) = E0 ,
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during the evolution. To alleviate this problem, we restrict the deformation space to the deformations that preserve the embedding. Each point e ∈ E has its associated deformation space, the tangent space denoted TE (e). We define Fe the space spaned by V = {~v1 , · · · ~vm } where ˜ k (e) (See equations 20 & 21). The space Fe is ∀k ∈ {1, · · · , m} ~vk = ∇Φ intuitively the space of deformations at e that maximally modify the embedding. On the opposide side, the space denoted Fe⊥ , orthogonal to Fe , corresponds to the deformations that have a minimal influence on the value of the embedding. We then write the deformation space at e by using the direct sum symbol ⊕, Fe and Fe⊥ : TE (e) = Fe ⊕ Fe⊥ We finally calculate from V an orthonormal basis U = {~u1 , · · · , ~um } of Fe using the orthogonalization Gram-Schmidt process . In order to preserve the embedding during the evolution, we define the projection of any velocity field w ~ onto the space Fe⊥ : m X hw, ~ ~uk i~uk (23) ΠFx⊥ (w) ~ =w ~− k=1



We have defined a projection that attracts a point towards the manifold at constant Embedding preserved along the line



⊥ Fe(τ )



Part of the manifold



e(τ ) zoom



Fe(τ ) : U = {u1}



−∇EN ,Θ (e(τ ))



− → v ce (e) = ΠF ⊥ (−∇EN ,Θ (e(τ )) n



o ˜ e, Φ(e) = cst



Figure 4: Evolution towards the manifold that preserves the embedding embedding. This projection will be used in the following section for manifold denoising and laterly in this paper as shape prior term in segmentation tasks.



Projection onto manifolds. . .



14



4.3 Manifold Denoising In section 4.1, we estimate the manifold M by interpolating between training shape samples (i.e. by minimization of an energy functional) subject to constant embedding constraints (Eq. 22). Thus, the manifold M is assumed to go through every training sample. Unfortunately, this implies that our manifold reconstruction is sensitive to outliers that are mapped among other training samples into the ˜ (Fig 5-a). To alleviate this problem, we reduced space through the embedding Φ ˜ propose to use the mapping Φ and the Euclidean nature of the reduced space to design a denoising functional E denoising .



Figure 5: a) The set of point sample with the iso-level set of the embedding. b) After 5 iterations of denoising. Smaller points are orignal data, bigger are denoised data. The black lines are the paths of some points during the evolution c) Final result. ˜ captures the intrinsic geometry of the manifold M by mapThe embedding Φ ping training samples into Rm isometrically with respect to a diffusion distance in the original shape space. It is useful to interpret the mapping as a smoothing filter that absorbs the “noise components orthogonal to the manifold” and maps outliers among valid training samples. In light of this, we propose to use the connectedness of the Delaunay triangulation DM in the reduced space to infer connectedness of the training samples in the original space S. For each training sample si ∈ Γ, we identify its set Ni of adjacent neighbors that are connected in the Delaunay triangulation DM . We then define the denoising functional over all training samples: X X E denoising (Γ) = d2 (si , si,k ), (24) si ∈Γ si,k ∈Ni



The functional E denoising is minimized by gradient descent with the additional constraints of preserving the embedding. To do so, we enforce the additional con-
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˜ i ) = constant, which can be expressed by m × p orthogonality straint ∀Si ∈ Γ Φ(S conditions in the tangent space as presented in the previous section. Minimization of the functional E denoising implements the well-known umbrellaoperator, which is a linear approximation of the Laplacian operator [11]. As cush, our denoising framework acts as a diffusion process, attracting every shape sample towards a the mean shape of its neighbors. In spirit, it is similar to the approach proposed by Hein and Maier in [13]. Yet, it is different in two essential aspects. First, the diffusion process is based on the diffusion distance, which is more robust to outliers than geodesic distance. The connectivity of the manifold M is directly derived from the Delaunay triangulation DM . Also, during the evolution, we avoid the time consuming procedure which consists of updating the whole connectivity graph, since we enforce the embedding to remain the same. Finally, as noted in [11, 13], there exists a tradeoff between reducing the noise and smoothing the manifold. Minimization of the energy Eq. 24 leads to a global flow which smooths the manifold via mean curvature.



4.4 Application : Projection onto a Shape Manifold In the sequel, we define a shape as a simple compact (i.e. bounded closed and non-intersecting) surface, and S denotes the (infinite-dimensional) space of such shapes. Note that, although this paper only deals with 2-dimensional surfaces embedded in the 3-dimensional Euclidean space, all ideas and results seamlessly extend to higher dimensions. We make the assumption that a category of shapes can be modeled as a finite-dimensional manifold (the shape manifold). In this section,we propose to apply the projection defined in section 4.2 projection to the shape manifold. We set the space E = S, S being the shape space. We firstly define a differentiable distance in the shape space. 4.4.1 Distances in the Shape space The notion of regularity involved by the manifold viewpoint absolutely requires to define which shapes are close and which shapes are far apart. However, currently, there is no agreement in the computer vision literature on the right way of measuring shape similarity. Many different definitions of the distance between two shapes have been proposed. One classical choice is the area of the symmetric difference between the regions bounded by the two shapes: Z 1 dSD (S1 , S2 ) = |χΩ1 − χΩ2 | , (25) 2
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where χΩi is the characteristic function of the interior of shape Si . This distance was recently advocated by Solem in [24] to build geodesic paths between shapes. Another classical definition of distance between shapes is the Hausdorff distance, appearing in the context of shape analysis in image processing in the works of Serra [22] and Charpiat et al. [4]: ½ ¾ dH (S1 , S2 ) = max sup inf kx − yk , sup inf kx − yk . (26) x∈S1 y∈S2



y∈S2 x∈S1



Another definition has been proposed [17, 20, 4], based on the representation of a curve in the plane, of a surface in 3D space, or more generally of a codimension-1 geometric object in Rn , by its signed distance function. In this context, the distance between two shapes can be defined as the L2 -norm or the Sobolev W 1,2 -norm of the difference between their signed distance functions. Let us recall that W 1,2 (Ω) is the space of square integrable functions over Ω with square integrable derivatives: ¯ S1 − D ¯ S2 ||2 2 dL2 (S1 , S2 )2 = ||D L (Ω,R) ,



¯ S1 − D ¯ S2 ||2 2 ¯ ¯ 2 dW 1,2 (S1 , S2 )2 = ||D L (Ω,R) + ||∇DS1 − ∇DS2 ||L2 (Ω,Rn ) ,



(27)



(28)



¯ S denotes the signed distance function of shape Si (i = 1, 2), and ∇D ¯S where D i i its gradient. 4.4.2 Projection onto the ventricule manifold We use a dataset of 39 ventricules nuclei from Magnetic Resonance Image (MRI). The shapes are aligned using their principal moment before computing their diffusion coordinates. In this experiment, we compare the projection at constant embedding, the neighbors in the Delaunay triangulation of the reduced space and the mean shape obtain from these neighbors. Our deformation surface is again implemented in the level set framework: the distance functions of the ventricule shapes are encoded in 140 × 75 × 60 images. To perform the projection, we start from an ellisoid aligned on the 3d shape set. Its embedding is indicated by the black point in figure 6. The nearest shapes in the corresponding Delaunay triangle are easily identified in order to compute the mean shape target and the projection at constant embedding . The projection at constant embedding captures details (on the right side of the ventricule) of closest shapes (38 & 22) that the mean shape loose due to its smoothing properties.
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Figure 6: The ventricule manifold: Comparison of the evolution towards the mean shape (in blue) and the evolution at constant embedding(in red) .



5 Application to Segmentation with Non-Linear Shape Prior 5.1 The car shape manifold In this example, we illustraste the shape prior term in segmentation tasks of 2D car shapes. We are aiming at segmenting partly occluded cars. In this experiment, the non-linear prior is the manifold of the 2d shapes observed while turning around different cars. The used dataset is made up of 17 cars whose shapes are quite different : Audi A3, Audi TT, BMW Z4, Citro¨en C3, Chrysler Sebring, Honda Civic, Renault Clio, Delorean DMC-12, Ford Mustang Coupe, Lincoln MKZ, Mercedes S-Class, Lada Oka, Fiat Palio, Nissan 200sx , Nissan Primera , Hyundai Santa Fe and Subaru Forester. For each car, we extracted 12 shapes from the projection of the 3d CAD model (fig. 7 a) forming a dataset of 204 shape samples . The shapes are finally stored in the form of distance functions by means of 160×120 images In the learning stage, the embedding of the car shape manifold is estimated using Diffusion Maps over the dataset. In figure 7 b, we represented the two first dimensions of the diffusion coordinates, which constitutes the reduced space, and the corresponding Delaunay triangulation. Note that the car shapes have a coherent spatial organization in the reduced space. Without loss of generality, we implemented our surface deformation in the level set framework. We used a simple data term designed to attract the curve
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Figure 7: a) 12 shapes for one of the 17 cars used in the dataset. b) Reduced space of the car data set and its Delaunay triangulation. towards image edges [18], which gives the following evolution equation: £ ¤ ¯ S (x, τ ) = g(∇x I(x)) ν + εκ(D ¯ S (x, τ ) |∇D ¯ S (x, τ )| ∂τ D − → ¯ S (x, τ ) − α v sp · D ¯ ¯ where ´ signed distance function of the evolving contour. κ(DS (x)) = ³ DS¯ is the ∇x D( x) div ||∇x D¯ x)|| , I(x) and ν are respectively the mean curvature, the image inten( → sity at location x and a constant speed term to push or pull the contour. g(− z)= 1 → 1+||− z ||2



is a stopping function for edge extraction.



In order to demonstrate the influence of our shape prior, we achieved segmentation of partly occluded cars which are not in the initial data set. We also choose
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images which the point of views are completely different. We iniatialized the contour with an ellipse around the car to segment and observed the evolution in both cases, with and without our shape prior. The final results are presented in figure 8. Without the shape prior, the energy is obviously minimized on the image edges. However, when the shape prior is incorporated, the new energy overcomes local minima of the data term energy and finally gives the good segmentation.



Figure 8: Segmentation of a Peugeot 206 (left) and a Suzuki Swift (right). First row: Segmentation with data term only. Second row: segmentation with our shape prior. The embedding of the final shape is denoted by a blue cross and a green cross respectively for the Peugeot 206 and the Suzuki Swift in figure 7 b)



5.2 Medical Imaging We illustrate the potential benefits of our approach on a simple segmentation task, the segmentation of the ventricle nucleus from Magnetic Resonance Image (MRI). Training shape samples were obtained from 39 manually segmented images of 10 young, 10 mid-age, and 9 old normal controls and of 11 demented adults (Fig. 9). 39 data points form an insufficiently small data set and more shape samples are desirable to recover a satisfactory embedding. Note also that the artificial nature of the proposed segmentation task is only dedicated to reveal the influence of the
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5.2.1 Estimating the dimension of the shape prior manifold The dimension m is usually estimated from the profile of the eigenspectrum (Fig. 9a). Yet, there is not always an obvious choice (especially when the number of data points is insufficient). In our case, m = 2, m = 3, or m = 4 appear to be a realistic guess. However, in the case of labeled data, one can disambiguate this ˜ t to separate/cluster “well” the different choice by also requiring the embedding Φ groups. We simply define the degree of separability di,j between two groups i and kµ −µ k j by the distance di,j = √ i 2 j 2 , where µi and σi2 are the mean and variance in σi +σj



Rm of data points corresponding to group #i. The degree of separability of the P ˜ mapping Φt is then i,j di,j . Note that this method can also be used to determine an optimal value for the parameter t. Finally, on this unsatisfactory small data set, we find that the optimal mapping requires m = 2 (Fig. 9-a,b).



Figure 9: a) Eigenspectrum profile and degree of separability: on this restricted data set with 39 shapes only, m = 2 appears to be the optimal dimension. b) The two-dimensional embedding partitioned by a Delaunay triangulation. c) A manually corrupted shape and its two closest neighbors in S and in the reduced space: visually, the ones in the reduced space appear more similar.



5.2.2 Closest neighbors Diffusion maps embed advantageously the data set in the Euclidean space Rm isometrically with respect to a Diffusion distance in S. This distance was shown to be more robust to outliers than geodesic distances [8]. To illustrate this point, we show in Fig. 9-c a manually corrupted shape with its two closest neighbors in S and Rm . At least visually, the identified shapes in Rm appear more similar to
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the corrupted shape than the ones in S.



5.2.3 Ventricle nucleus segmentation from MRI with occlusion We consider a simple segmentation task which consists of segmenting the ventricle nucleus from an MRI that was corrupted by white noise and degraded with an artificial occlusion (clearly visible in Fig. 10). Motivated by our choice of repre¯ S , our surface deformation is senting a shape S by its signed distance function D implemented in the level set framework. The level set evolution is guided by a simple intensity-based velocity term, a curvature term, and the non-linear shape prior term: → ¯ (x, τ ) = [β(I(x) − T (x)) − κ] |∇ D ¯ (x, τ )| − α− ¯ (x, τ ) ∂ D v ·∇ D τ



S



x



S



sp



x



S



where I(x) and κ represents the image intensity and mean curvature respectively at location x, T is a threshold computed locally from image intensities, β and α two weighting coefficients equal to β = 0.1 and α = 0.1. Figure 10 displays our segmentation results. Despite the artificial occlusion, the shape prior term was able to recover the correct shape by attracting the shape onto the shape prior manifold. Yet, the final surface is geometrically-accurate because the active contour can evolve freely inside the manifold M subject to the image term. The red-cross in Fig. 9 locates the final segmented shape in the embedding. Finally, note that, in practice, the shape prior term is not used during the first steps of the evolution (a robust alignment being impossible).



6 Conclusion In this paper, we have introduced a new deformable model framework that integrates general non-linear shape priors using Diffusion maps. We presented a new projection operator onto a manifold based on the Nystr¨om extension and a Delaunay partitioning of the reduced space. We then expressed a new energy term designed to attract a shape towards the manifold at given constant embedding. Finally, we provided a variational solution for manifold denoising. We demonstrated the strength of our approach by applying these ideas in different experiments (fig. 3, 5, 8 6) either with synthetic or real data, including in segmentation tasks. We are currently working on new applications, not limited to segmentation tasks, that exploit the concepts presented in this paper. We also expect to use more general data since the only requirement to apply our method is a differentiable kernel.
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Figure 10: a) Coronal, horizontal, and sagital slices of the MRI volume with the final segmentations without (top) and with (bottom) the shape prior. b) Some snapshots of the shape evolution - the shape prior term was not used during the first steps. c) The closest neighbors of the final surface.
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