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About This Book Why is this book different from all other parallel programming books? It is aimed more on the practical end of things, in that: • There is very little theoretical content, such as O() analysis, maximum theoretical speedup, PRAMs, directed acyclic graphs (DAGs) and so on. • Real code is featured throughout. • We use the main parallel platforms—OpenMP, CUDA and MPI—rather than languages that at this stage are largely experimental, such as the elegant-but-not-yet-mainstream Cilk. • The running performance themes—communications latency, memory/network contention, load balancing and so on—are interleaved throughout the book, discussed in the context of specific platforms or applications. • Considerable attention is paid to techniques for debugging. The main programming language used is C (C++ if you prefer), but some of the code is in R, the dominant language is the statistics/data mining worlds. The reasons for including R are given at the beginning of Chapter 10, and a quick introduction to the language is provided. Some material on parallel Python is introduced as well. It is assumed that the student is reasonably adept in programming, and has math background through linear algebra. An appendix reviews the parts of the latter needed for this book. Another appendix presents an overview of various systems issues that arise, such as process scheduling and virtual memory. It should be note that most of the code examples in the book are NOT optimized. The primary emphasis is on simplicity and clarity of the techniques and languages used. However, there is plenty of discussion on factors that affect speed, such cache coherency issues, network delays, GPU memory structures and so on. Here’s how to get the code files you’ll see in this book: The book is set in LaTeX, and the raw .tex files are available in http://heather.cs.ucdavis.edu/~matloff/158/PLN. Simply download the relevant file (the file names should be clear), then use a text editor to trim to the program code of interest. Like all my open source textbooks, this one is constantly evolving. I continue to add new topics, new examples and so on, and of course fix bugs and improve the exposition. For that reason, it is better to link to the latest version, which will always be at http://heather.cs.ucdavis.edu/ ~matloff/158/PLN/ParProcBook.pdf, rather than to copy it.
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Chapter 1



Introduction to Parallel Processing Parallel machines provide a wonderful opportunity for applications with large computational requirements. Effective use of these machines, though, requires a keen understanding of how they work. This chapter provides an overview.



1.1 1.1.1



Overview: Why Use Parallel Systems? Execution Speed



There is an ever-increasing appetite among some types of computer users for faster and faster machines. This was epitomized in a statement by the late Steve Jobs, founder/CEO of Apple and Pixar. He noted that when he was at Apple in the 1980s, he was always worried that some other company would come out with a faster machine than his. But now at Pixar, whose graphics work requires extremely fast computers, he is always hoping someone produces faster machines, so that he can use them! A major source of speedup is the parallelizing of operations. Parallel operations can be either within-processor, such as with pipelining or having several ALUs within a processor, or betweenprocessor, in which many processor work on different parts of a problem in parallel. Our focus here is on between-processor operations. For example, the Registrar’s Office at UC Davis uses shared-memory multiprocessors for processing its on-line registration work. Online registration involves an enormous amount of database computation. In order to handle this computation reasonably quickly, the program partitions the work to be done, assigning different portions of the database to different processors. The database field has contributed greatly to the commercial success of large shared-memory machines. 1
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As the Pixar example shows, highly computation-intensive applications like computer graphics also have a need for these fast parallel computers. No one wants to wait hours just to generate a single image, and the use of parallel processing machines can speed things up considerably. For example, consider ray tracing operations. Here our code follows the path of a ray of light in a scene, accounting for reflection and absorbtion of the light by various objects. Suppose the image is to consist of 1,000 rows of pixels, with 1,000 pixels per row. In order to attack this problem in a parallel processing manner with, say, 25 processors, we could divide the image into 25 squares of size 200x200, and have each processor do the computations for its square. Note, though, that it may be much more challenging than this implies. First of all, the computation will need some communication between the processors, which hinders performance if it is not done carefully. Second, if one really wants good speedup, one may need to take into account the fact that some squares require more computation work than others. More on this below.



1.1.2



Memory



Yes, execution speed is the reason that comes to most people’s minds when the subject of parallel processing comes up. But in many applications, an equally important consideration is memory capacity. Parallel processing application often tend to use huge amounts of memory, and in many cases the amount of memory needed is more than can fit on one machine. If we have many machines working together, especially in the message-passing settings described below, we can accommodate the large memory needs.



1.1.3



Distributed Processing



In the above two subsections we’ve hit the two famous issues in computer science—time (speed) and space (memory capacity). But there is a third reason to do parallel processing, which actually has its own name, distributed processing. In a distributed database, for instance, parts of the database may be physically located in widely dispersed sites. If most transactions at a particular site arise locally, then we would make more efficient use of the netowrk, and so on.



1.1.4



Our Focus Here



In this book, the primary emphasis is on processing speed.
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1.2
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Parallel Processing Hardware



This is not a hardware course, but since the goal of using parallel hardware is speed, the efficiency of our code is a major issue. That in turn means that we need a good understanding of the underlying hardware that we are programming. In this section, we give an overview of parallel hardware.



1.2.1 1.2.1.1



Shared-Memory Systems Basic Architecture



Here many CPUs share the same physical memory. This kind of architecture is sometimes called MIMD, standing for Multiple Instruction (different CPUs are working independently, and thus typically are executing different instructions at any given instant), Multiple Data (different CPUs are generally accessing different memory locations at any given time). Until recently, shared-memory systems cost hundreds of thousands of dollars and were affordable only by large companies, such as in the insurance and banking industries. The high-end machines are indeed still quite expensive, but now dual-core machines, in which two CPUs share a common memory, are commonplace in the home. 1.2.1.2



SMP Systems



A Symmetric Multiprocessor (SMP) system has the following structure:



Here and below: • The Ps are processors, e.g. off-the-shelf chips such as Pentiums. • The Ms are memory modules. These are physically separate objects, e.g. separate boards of memory chips. It is typical that there will be the same number of memory modules as processors. In the shared-memory case, the memory modules collectively form the entire shared address space, but with the addresses being assigned to the memory modules in one of two ways: – (a)
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CHAPTER 1. INTRODUCTION TO PARALLEL PROCESSING High-order interleaving. Here consecutive addresses are in the same M (except at boundaries). For example, suppose for simplicity that our memory consists of addresses 0 through 1023, and that there are four Ms. Then M0 would contain addresses 0-255, M1 would have 256-511, M2 would have 512-767, and M3 would have 768-1023. We need 10 bits for addresses (since 1024 = 210 ). The two most-significant bits would be used to select the module number (since 4 = 22 ); hence the term high-order in the name of this design. The remaining eight bits are used to select the word within a module. – (b) Low-order interleaving. Here consecutive addresses are in consecutive memory modules (except when we get to the right end). In the example above, if we used low-order interleaving, then address 0 would be in M0, 1 would be in M1, 2 would be in M2, 3 would be in M3, 4 would be back in M0, 5 in M1, and so on. Here the two least-significant bits are used to determine the module number. • To make sure only one processor uses the bus at a time, standard bus arbitration signals and/or arbitration devices are used. • There may also be coherent caches, which we will discuss later.



1.2.2 1.2.2.1



Message-Passing Systems Basic Architecture



Here we have a number of independent CPUs, each with its own independent memory. The various processors communicate with each other via networks of some kind. 1.2.2.2



Example: Networks of Workstations (NOWs)



Large shared-memory multiprocessor systems are still very expensive. A major alternative today is networks of workstations (NOWs). Here one purchases a set of commodity PCs and networks them for use as parallel processing systems. The PCs are of course individual machines, capable of the usual uniprocessor (or now multiprocessor) applications, but by networking them together and using parallel-processing software environments, we can form very powerful parallel systems. The networking does result in a significant loss of performance. This will be discussed in Chapter 7. But even without these techniques, the price/performance ratio in NOW is much superior in many applications to that of shared-memory hardware. One factor which can be key to the success of a NOW is the use of a fast network, fast both in terms of hardware and network protocol. Ordinary Ethernet and TCP/IP are fine for the applications
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envisioned by the original designers of the Internet, e.g. e-mail and file transfer, but is slow in the NOW context. A good network for a NOW is, for instance, Infiniband. NOWs have become so popular that there are now “recipes” on how to build them for the specific purpose of parallel processing. The term Beowulf come to mean a cluster of PCs, usually with a fast network connecting them, used for parallel processing. Software packages such as ROCKS (http://www.rocksclusters.org/wordpress/) have been developed to make it easy to set up and administer such systems.



1.2.3



SIMD



In contrast to MIMD systems, processors in SIMD—Single Instruction, Multiple Data—systems execute in lockstep. At any given time, all processors are executing the same machine instruction on different data. Some famous SIMD systems in computer history include the ILLIAC and Thinking Machines Corporation’s CM-1 and CM-2. Also, DSP (“digital signal processing”) chips tend to have an SIMD architecture. But today the most prominent example of SIMD is that of GPUs—graphics processing units. In addition to powering your PC’s video cards, GPUs can now be used for general-purpose computation. The architecture is fundamentally shared-memory, but the individual processors do execute in lockstep, SIMD-fashion.



1.3



Programmer World Views



1.3.1



Example: Matrix-Vector Multiply



To explain the paradigms, we will use the term nodes, where roughly speaking one node corresponds to one processor, and use the following example: Suppose we wish to multiply an nx1 vector X by an nxn matrix A, putting the product in an nx1 vector Y, and we have p processors to share the work. In all the forms of parallelism, each node would be assigned some of the rows of A, and would multiply X by them, thus forming part of Y. Note that in typical applications, the matrix A would be very large, say thousands of rows and thousands of columns. Otherwise the computation could be done quite satisfactorily in a sequential, i.e. nonparallel manner, making parallel processing unnecessary..
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1.3.2 1.3.2.1



Shared-Memory Programmer View



In implementing the matrix-vector multiply example of Section 1.3.1 in the shared-memory paradigm, the arrays for A, X and Y would be held in common by all nodes. If for instance node 2 were to execute Y[3] = 12;



and then node 15 were to subsequently execute print("%d\n",Y[3]);



then the outputted value from the latter would be 12. Computation of the matrix-vector product AX would then involve the nodes somehow deciding which nodes will handle which rows of A. Each node would then multiply its assigned rows of A times X, and place the result directly in the proper section of Y. Today, programming on shared-memory multiprocessors is typically done via threading. (Or, as we will see in other chapters, by higher-level code that runs threads underneath.) A thread is similar to a process in an operating system (OS), but with much less overhead. Threaded applications have become quite popular in even uniprocessor systems, and Unix,1 Windows, Python, Java and Perl all support threaded programming. In the typical implementation, a thread is a special case of an OS process. One important difference is that the various threads of a program share memory. (One can arrange for processes to share memory too in some OSs, but they don’t do so by default.) On a uniprocessor system, the threads of a program take turns executing, so that there is only an illusion of parallelism. But on a multiprocessor system, one can genuinely have threads running in parallel. Again, though, they must still take turns with other processes running on the machine. Whenever a processor becomes available, the OS will assign some ready thread to it. So, among other things, this says that a thread might actually run on different processors during different turns. Important note: Effective use of threads requires a basic understanding of how processes take turns executing. See Section A.1 in the appendix of this book for this material. 1



Here and below, the term Unix includes Linux.



1.3. PROGRAMMER WORLD VIEWS



7



One of the most popular threads systems is Pthreads, whose name is short for POSIX threads. POSIX is a Unix standard, and the Pthreads system was designed to standardize threads programming on Unix. It has since been ported to other platforms.



1.3.2.2



Example: Pthreads Prime Numbers Finder



Following is an example of Pthreads programming, in which we determine the number of prime numbers in a certain range. Read the comments at the top of the file for details; the threads operations will be explained presently. 1



// PrimesThreads.c



2 3 4 5



// threads-based program to find the number of primes between 2 and n; // uses the Sieve of Eratosthenes, deleting all multiples of 2, all // multiples of 3, all multiples of 5, etc.



6 7



// for illustration purposes only; NOT claimed to be efficient



8 9



// Unix compilation:



gcc -g -o primesthreads PrimesThreads.c -lpthread -lm



10 11



// usage:



primesthreads n num_threads



12 13 14 15



#include #include #include 



// required for threads usage



16 17 18



#define MAX_N 100000000 #define MAX_THREADS 25



19 20 21 22 23 24 25 26 27 28



// shared variables int nthreads, // number of threads (not counting main()) n, // range to check for primeness prime[MAX_N+1], // in the end, prime[i] = 1 if i prime, else 0 nextbase; // next sieve multiplier to be used // lock for the shared variable nextbase pthread_mutex_t nextbaselock = PTHREAD_MUTEX_INITIALIZER; // ID structs for the threads pthread_t id[MAX_THREADS];



29 30 31 32 33 34 35 36



// "crosses out" all odd multiples of k void crossout(int k) { int i; for (i = 3; i*k 0) MPI_Send(&ToCheck,1,MPI_INT,Me+1,PIPE_MSG,MPI_COMM_WORLD); } MPI_Send(&Dummy,1,MPI_INT,Me+1,END_MSG,MPI_COMM_WORLD); }



91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107 108 109 110 111 112 113 114



NodeEnd() { int ToCheck,PrimeCount,I,IsComposite,StartDivisor; MPI_Status Status; MPI_Recv(&StartDivisor,1,MPI_INT,Me-1,MPI_ANY_TAG,MPI_COMM_WORLD,&Status); PrimeCount = Me + 2; /* must account for the previous primes, which won’t be detected below */ while (1) { MPI_Recv(&ToCheck,1,MPI_INT,Me-1,MPI_ANY_TAG,MPI_COMM_WORLD,&Status); if (Status.MPI_TAG == END_MSG) break; IsComposite = 0; for (I = StartDivisor; I*I = n



// a l l o c a t e s p a c e f o r t h e padded matrix ,



36
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// i n i t i a l l y empty f l o a t ∗ padmalloc ( i n t m, i n t n , i n t s ) { r e t u r n ( m a l l o c (m∗ s ∗ s i z e o f ( f l o a t ) ) ) ; } // s t o r e t h e v a l u e t o s t o r e i n t h e matrix q , // a t row i , column j ; m, n and // s a r e a s i n padmalloc ( ) above v o i d s e t t e r ( f l o a t ∗q , i n t m, i n t n , i n t s , int i , int j , float tostore ) { ∗ ( q + i ∗ s+j ) = t o s t o r e ; } // f e t c h t h e v a l u e i n t h e matrix q , // a t row i , column j ; m, n and s a r e // a s i n padmalloc ( ) above f l o a t g e t t e r ( f l o a t ∗q , i n t m, i n t n , i n t s , int i , int j ) { r e t u r n ∗ ( q + i ∗ s+j ) ; }



3.3 3.3.1



Interconnection Topologies SMP Systems



A Symmetric Multiprocessor (SMP) system has the following structure:



Here and below: • The Ps are processors, e.g. off-the-shelf chips such as Pentiums. • The Ms are memory modules. These are physically separate objects, e.g. separate boards of memory chips. It is typical that there will be the same number of Ms as Ps. • To make sure only one P uses the bus at a time, standard bus arbitration signals and/or arbitration devices are used. • There may also be coherent caches, which we will discuss later.



3.3. INTERCONNECTION TOPOLOGIES



3.3.2
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NUMA Systems



In a Nonuniform Memory Access (NUMA) architecture, each CPU has a memory module physically next to it, and these processor/memory (P/M) pairs are connected by some kind of network. Here is a simple version:



Each P/M/R set here is called a processing element (PE). Note that each PE has its own local bus, and is also connected to the global bus via R, the router. Suppose for example that P3 needs to access location 200, and suppose that high-order interleaving is used. If location 200 is in M3, then P3’s request is satisfied by the local bus.2 On the other hand, suppose location 200 is in M8. Then the R3 will notice this, and put the request on the global bus, where it will be seen by R8, which will then copy the request to the local bus at PE8, where the request will be satisfied. (E.g. if it was a read request, then the response will go back from M8 to R8 to the global bus to R3 to P3.) It should be obvious now where NUMA gets its name. P8 will have much faster access to M8 than P3 will to M8, if none of the buses is currently in use—and if say the global bus is currently in use, P3 will have to wait a long time to get what it wants from M8. Today almost all high-end MIMD systems are NUMAs. One of the attractive features of NUMA is that by good programming we can exploit the nonuniformity. In matrix problems, for example, we can write our program so that, for example, P8 usually works on those rows of the matrix which are stored in M8, P3 usually works on those rows of the matrix which are stored in M3, etc. In order to do this, we need to make use of the C language’s & address operator, and have some knowledge of the memory hardware structure, i.e. the interleaving.



2



This sounds similar to the concept of a cache. However, it is very different. A cache contains a local copy of some data stored elsewhere. Here it is the data itself, not a copy, which is being stored locally.
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NUMA Interconnect Topologies



The problem with a bus connection, of course, is that there is only one pathway for communication, and thus only one processor can access memory at the same time. If one has more than, say, two dozen processors are on the bus, the bus becomes saturated, even if traffic-reducing methods such as adding caches are used. Thus multipathway topologies are used for all but the smallest systems. In this section we look at two alternatives to a bus topology.



3.3.3.1



Crossbar Interconnects



Consider a shared-memory system with n processors and n memory modules. Then a crossbar connection would provide n2 pathways. E.g. for n = 8:
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Generally serial communication is used from node to node, with a packet containing information on both source and destination address. E.g. if P2 wants to read from M5, the source and destination will be 3-bit strings in the packet, coded as 010 and 101, respectively. The packet will also contain bits which specify which word within the module we wish to access, and bits which specify whether we wish to do a read or a write. In the latter case, additional bits are used to specify the value to be written. Each diamond-shaped node has two inputs (bottom and right) and two outputs (left and top), with buffers at the two inputs. If a buffer fills, there are two design options: (a) Have the node from which the input comes block at that output. (b) Have the node from which the input comes discard the packet, and retry later, possibly outputting some other packet for now. If the packets at the heads of the two buffers both need to go out the same output, the one (say) from the bottom input will be given priority.



40



CHAPTER 3. SHARED MEMORY PARALLELISM



There could also be a return network of the same type, with this one being memory → processor, to return the result of the read requests.3 Another version of this is also possible. It is not shown here, but the difference would be that at the bottom edge we would have the PEi and at the left edge the memory modules Mi would be replaced by lines which wrap back around to PEi, similar to the Omega network shown below. Crossbar switches are too expensive for large-scale systems, but are useful in some small systems. The 16-CPU Sun Microsystems Enterprise 10000 system includes a 16x16 crossbar.



3.3.3.2



Omega (or Delta) Interconnects



These are multistage networks similar to crossbars, but with fewer paths. Here is an example of a NUMA 8x8 system:



Recall that each PE is a processor/memory pair. PE3, for instance, consists of P3 and M3. Note the fact that at the third stage of the network (top of picture), the outputs are routed back to the PEs, each of which consists of a processor and a memory module.4 At each network node (the nodes are the three rows of rectangles), the output routing is done by destination bit. Let’s number the stages here 0, 1 and 2, starting from the bottom stage, number the nodes within a stage 0, 1, 2 and 3 from left to right, number the PEs from 0 to 7, left to right, and number the bit positions in a destination address 0, 1 and 2, starting from the most significant bit. Then at stage i, bit i of the destination address is used to determine routing, with a 0 meaning routing out the left output, and 1 meaning the right one. Say P2 wishes to read from M5. It sends a read-request packet, including 5 = 101 as its destination address, to the switch in stage 0, node 1. Since the first bit of 101 is 1, that means that this switch will route the packet out its right-hand output, sending it to the switch in stage 1, node 3. The latter switch will look at the next bit in 101, a 0, and thus route the packet out its left output, to the switch in stage 2, node 2. Finally, that switch will look at the last bit, a 1, and output out 3



For safety’s sake, i.e. fault tolerance, even writes are typically acknowledged in multiprocessor systems. The picture may be cut off somewhat at the top and left edges. The upper-right output of the rectangle in the top row, leftmost position should connect to the dashed line which leads down to the second PE from the left. Similarly, the upper-left output of that same rectangle is a dashed lined, possibly invisible in your picture, leading down to the leftmost PE. 4
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its right-hand output, sending it to PE5, as desired. M5 will process the read request, and send a packet back to PE2, along the same Again, if two packets at a node want to go out the same output, one must get priority (let’s say it is the one from the left input). Here is how the more general case of N = 2n PEs works. Again number the rows of switches, and switches within a row, as above. So, Sij will denote the switch in the i-th row from the bottom and j-th column from the left (starting our numbering with 0 in both cases). Row i will have a total of N input ports Iik and N output ports Oik , where k = 0 corresponds to the leftmost of the N in each case. Then if row i is not the last row (i < n − 1), Oik will be connected to Ijm , where j = i+1 and m = (2k + b(2k)/N c) mod N



(3.1)



If row i is the last row, then Oik will be connected to, PE k.



3.3.4



Comparative Analysis



In the world of parallel architectures, a key criterion for a proposed feature is scalability, meaning how well the feature performs as we go to larger and larger systems. Let n be the system size, either the number of processors and memory modules, or the number of PEs. Then we are interested in how fast the latency, bandwidth and cost grow with n: criterion latency bandwidth cost



bus O(1) O(1) O(1)



Omega O(log2 n) O(n) O(n log2 n)



crossbar O(n) O(n) O(n2 )



Let us see where these expressions come from, beginning with a bus: No matter how large n is, the time to get from, say, a processor to a memory module will be the same, thus O(1). Similarly, no matter how large n is, only one communication can occur at a time, thus again O(1).5 Again, we are interested only in “O( )” measures, because we are only interested in growth rates as the system size n grows. For instance, if the system size doubles, the cost of a crossbar will quadruple; the O(n2 ) cost measure tells us this, with any multiplicative constant being irrelevant. For Omega networks, it is clear that log2 n network rows are needed, hence the latency value given. Also, each row will have n/2 switches, so the number of network nodes will be O(n log2 n). This 5



Note that the ‘1’ in “O(1)” does not refer to the fact that only one communication can occur at a time. If we had, for example, a two-bus system, the bandwidth would still be O(1), since multiplicative constants do not matter. What O(1) means, again, is that as n grows, the bandwidth stays at a multiple of 1, i.e. stays constant.
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figure then gives the cost (in terms of switches, the main expense here). It also gives the bandwidth, since the maximum number of simultaneous transmissions will occur when all switches are sending at once. Similar considerations hold for the crossbar case. The crossbar’s big advantage is that it is guaranteed that n packets can be sent simultaneously, providing they are to distinct destinations. That is not true for Omega-networks. If for example, PE0 wants to send to PE3, and at the same time PE4 wishes to sent to PE2, the two packets will clash at the leftmost node of stage 1, where the packet from PE0 will get priority. On the other hand, a crossbar is very expensive, and thus is dismissed out of hand in most modern systems. Note, though, that an equally troublesom aspect of crossbars is their high latency value; this is a big drawback when the system is not heavily loaded. The bottom line is that Omega-networks amount to a compromise between buses and crossbars, and for this reason have become popular.



3.3.5



Why Have Memory in Modules?



In the shared-memory case, the Ms collectively form the entire shared address space, but with the addresses being assigned to the Ms in one of two ways: • (a) High-order interleaving. Here consecutive addresses are in the same M (except at boundaries). For example, suppose for simplicity that our memory consists of addresses 0 through 1023, and that there are four Ms. Then M0 would contain addresses 0-255, M1 would have 256-511, M2 would have 512-767, and M3 would have 768-1023. • (b) Low-order interleaving. Here consecutive addresses are in consecutive M’s (except when we get to the right end). In the example above, if we used low-order interleaving, then address 0 would be in M0, 1 would be in M1, 2 would be in M2, 3 would be in M3, 4 would be back in M0, 5 in M1, and so on. The idea is to have several modules busy at once, say in conjunction with a split-transaction bus. Here, after a processor makes a memory request, it relinquishes the bus, allowing others to use it while the memory does the requested work. Without splitting the memory into modules, this wouldn’t achieve parallelism. The bus does need extra lines to identify which processor made the request.
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Synchronization Hardware



Avoidance of race conditions, e.g. implementation of locks, plays such a crucial role in sharedmemory parallel processing that hardware assistance is a virtual necessity. Recall, for instance, that critical sections can effectively serialize a parallel program. Thus efficient implementation is crucial.



3.4.1



Test-and-Set Instructions



Consider a bus-based system. In addition to whatever memory read and memory write instructions the processor included, there would also be a TAS instruction.6 This instruction would control a TAS pin on the processor chip, and the pin in turn would be connected to a TAS line on the bus. Applied to a location L in memory and a register R, say, TAS does the following:



copy L to R if R is 0 then write 1 to L



And most importantly, these operations are done in an atomic manner; no bus transactions by other processors may occur between the two steps. The TAS operation is applied to variables used as locks. Let’s say that 1 means locked and 0 unlocked. Then the guarding of a critical section C by a lock variable L would be done by having the following code in the program being run:



TRY: C:



TAS R,L JNZ TRY ... ; start of critical section ... ... ; end of critical section MOV L,0 ; unlock



where of course JNZ is a jump-if-nonzero instruction, and we are assuming that the copying from the Memory Data Register to R results in the processor N and Z flags (condition codes) being affected. 6



This discussion is for a mythical machine, but any real system works in this manner.
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3.4.1.1



LOCK Prefix on Intel Processors



On Pentium machines, the LOCK prefix can be used to get atomicity for certain instructions.7 For example, lock add $2, x



would add the constant 2 to the memory location labeled x in an atomic manner. The LOCK prefix locks the bus for the entire duration of the instruction. Note that the ADD instruction here involves two memory transactions—one to read the old value of x, and the second the write the new, incremented value back to x. So, we are locking for a rather long time, but the benefits can be huge.



3.4.1.2



Example:



A good example of this kind of thing would be our program PrimesThreads.c in Chapter 1, where our critical section consists of adding 2 to nextbase. There we surrounded the add-2 code by Pthreads lock and unlock operations. These involve system calls, which are very time consuming, involving hundreds of machine instructions. Compare that to the one-instruction solution above! The very heavy overhead of pthreads would be thus avoided.



3.4.1.3



Locks with More Complex Interconnects



In crossbar or Ω-network systems, some 2-bit field in the packet must be devoted to transaction type, say 00 for Read, 01 for Write and 10 for TAS. In a sytem with 16 CPUs and 16 memory modules, say, the packet might consist of 4 bits for the CPU number, 4 bits for the memory module number, 2 bits for the transaction type, and 32 bits for the data (for a write, this is the data to be written, while for a read, it would be the requested value, on the trip back from the memory to the CPU). But note that the atomicity here is best done at the memory, i.e. some hardware should be added at the memory so that TAS can be done; otherwise, an entire processor-to-memory path (e.g. the bus in a bus-based system) would have to be locked up for a fairly long time, obstructing even the packets which go to other memory modules. 7



The instructions are ADD, ADC, AND, BTC, BTR, BTS, CMPXCHG, DEC, INC, NEG, NOT, OR, SBB, SUB, XOR, XADD. Also, XCHG asserts the LOCK# bus signal even if the LOCK prefix is specified. Locking only applies to these instructions in forms in which there is an operand in memory.
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3.4.2
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May Not Need the Latest



Note carefully that in many settings it may not be crucial to get the most up-to-date value of a variable. For example, a program may have a data structure showing work to be done. Some processors occasionally add work to the queue, and others take work from the queue. Suppose the queue is currently empty, and a processor adds a task to the queue, just as another processor is checking the queue for work. As will be seen later, it is possible that even though the first processor has written to the queue, the new value won’t be visible to other processors for some time. But the point is that if the second processor does not see work in the queue (even though the first processor has put it there), the program will still work correctly, albeit with some performance loss.



3.4.3



Compare-and-Swap Instructions



Compare-and-swap (CAS) instructions are similar in spirit to test-and-set. Say we have a memory location M, and registers R1, R2 and R3. Then CAS does compare R1 to M if R1 = M is 0 then write R2 to M and set R3 to 1 else set R2 = M and set R3 to 0



This is done atomically. On Pentium machines, the CAS instruction is CMPXCHG.



3.4.4



Fetch-and-Add Instructions



Another form of interprocessor synchronization is a fetch-and-add (FA) instruction. The idea of FA is as follows. For the sake of simplicity, consider code like LOCK(K); Y = X++; UNLOCK(K);



Suppose our architecture’s instruction set included an F&A instruction. It would add 1 to the specified location in memory, and return the old value (to Y) that had been in that location before being incremented. And all this would be an atomic operation. We would then replace the code above by a library call, say, FETCH_AND_ADD(X,1);
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The C code above would compile to, say, F&A X,R,1



where R is the register into which the old (pre-incrementing) value of X would be returned. There would be hardware adders placed at each memory module. That means that the whole operation could be done in one round trip to memory. Without F&A, we would need two round trips to memory just for the X++;



(we would load X into a register in the CPU, increment the register, and then write it back to X in memory), and then the LOCK() and UNLOCK() would need trips to memory too. This could be a huge time savings, especially for long-latency interconnects.



3.5



Cache Issues



If you need a review of cache memories or don’t have background in that area at all, read Section A.2.1 in the appendix of this book before continuing.



3.5.1



Cache Coherency



Consider, for example, a bus-based system. Relying purely on TAS for interprocessor synchronization would be unthinkable: As each processor contending for a lock variable spins in the loop shown above, it is adding tremendously to bus traffic. An answer is to have caches at each processor.8 These will to store copies of the values of lock variables. (Of course, non-lock variables are stored too. However, the discussion here will focus on effects on lock variables.) The point is this: Why keep looking at a lock variable L again and again, using up the bus bandwidth? L may not change value for a while, so why not keep a copy in the cache, avoiding use of the bus? The answer of course is that eventually L will change value, and this causes some delicate problems. Say for example that processor P5 wishes to enter a critical section guarded by L, and that processor P2 is already in there. During the time P2 is in the critical section, P5 will spin around, always getting the same value for L (1) from C5, P5’s cache. When P2 leaves the critical section, P2 will 8



The reader may wish to review the basics of caches. See for example http://heather.cs.ucdavis.edu/~matloff/ 50/PLN/CompOrganization.pdf.
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set L to 0—and now C5’s copy of L will be incorrect. This is the cache coherency problem, inconsistency between caches. A number of solutions have been devised for this problem. For bus-based systems, snoopy protocols of various kinds are used, with the word “snoopy” referring to the fact that all the caches monitor (“snoop on”) the bus, watching for transactions made by other caches. The most common protocols are the invalidate and update types. This relation between these two is somewhat analogous to the relation between write-back and write-through protocols for caches in uniprocessor systems: • Under an invalidate protocol, when a processor writes to a variable in a cache, it first (i.e. before actually doing the write) tells each other cache to mark as invalid its cache line (if any) which contains a copy of the variable.9 Those caches will be updated only later, the next time their processors need to access this cache line. • For an update protocol, the processor which writes to the variable tells all other caches to immediately update their cache lines containing copies of that variable with the new value. Let’s look at an outline of how one implementation (many variations exist) of an invalidate protocol would operate: In the scenario outlined above, when P2 leaves the critical section, it will write the new value 0 to L. Under the invalidate protocol, P2 will post an invalidation message on the bus. All the other caches will notice, as they have been monitoring the bus. They then mark their cached copies of the line containing L as invalid. Now, the next time P5 executes the TAS instruction—which will be very soon, since it is in the loop shown above—P5 will find that the copy of L in C5 is invalid. It will respond to this cache miss by going to the bus, and requesting P2 to supply the “real” (and valid) copy of the line containing L. But there’s more. Suppose that all this time P6 had also been executing the loop shown above, along with P5. Then P5 and P6 may have to contend with each other. Say P6 manages to grab possession of the bus first.10 P6 then executes the TAS again, which finds L = 0 and changes L back to 1. P6 then relinquishes the bus, and enters the critical section. Note that in changing L to 1, P6 also sends an invalidate signal to all the other caches. So, when P5 tries its execution of the TAS again, it will have to ask P6 to send a valid copy of the block. P6 does so, but L will be 1, so P5 must resume executing the loop. P5 will then continue to use its valid local copy of L each 9



We will follow commonly-used terminology here, distinguishing between a cache line and a memory block. Memory is divided in blocks, some of which have copies in the cache. The cells in the cache are called cache lines. So, at any given time, a given cache line is either empty or contains a copy (valid or not) of some memory block. 10 Again, remember that ordinary bus arbitration methods would be used.
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time it does the TAS, until P6 leaves the critical section, writes 0 to L, and causes another cache miss at P5, etc. At first the update approach seems obviously superior, and actually, if our shared, cacheable11 variables were only lock variables, this might be true. But consider a shared, cacheable vector. Suppose the vector fits into one block, and that we write to each vector element sequentially. Under an update policy, we would have to send a new message on the bus/network for each component, while under an invalidate policy, only one message (for the first component) would be needed. If during this time the other processors do not need to access this vector, all those update messages, and the bus/network bandwidth they use, would be wasted. Or suppose for example we have code like Sum += X[I];



in the middle of a for loop. Under an update protocol, we would have to write the value of Sum back many times, even though the other processors may only be interested in the final value when the loop ends. (This would be true, for instance, if the code above were part of a critical section.) Thus the invalidate protocol works well for some kinds of code, while update works better for others. The CPU designers must try to anticipate which protocol will work well across a broad mix of applications.12 Now, how is cache coherency handled in non-bus shared-memory systems, say crossbars? Here the problem is more complex. Think back to the bus case for a minute: The very feature which was the biggest negative feature of bus systems—the fact that there was only one path between components made bandwidth very limited—is a very positive feature in terms of cache coherency, because it makes broadcast very easy: Since everyone is attached to that single pathway, sending a message to all of them costs no more than sending it to just one—we get the others for free. That’s no longer the case for multipath systems. In such systems, extra copies of the message must be created for each path, adding to overall traffic. A solution is to send messages only to “interested parties.” In directory-based protocols, a list is kept of all caches which currently have valid copies of all blocks. In one common implementation, for example, while P2 is in the critical section above, it would be the owner of the block containing L. (Whoever is the latest node to write to L would be considered its current owner.) It would maintain a directory of all caches having valid copies of that block, say C5 and C6 in our story here. As soon as P2 wrote to L, it would then send either invalidate or update packets (depending on which type was being used) to C5 and C6 (and not to other caches which didn’t have valid copies). 11



Many modern processors, including Pentium and MIPS, allow the programmer to mark some blocks as being noncacheable. 12 Some protocols change between the two modes dynamically.
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There would also be a directory at the memory, listing the current owners of all blocks. Say for example P0 now wishes to “join the club,” i.e. tries to access L, but does not have a copy of that block in its cache C0. C0 will thus not be listed in the directory for this block. So, now when it tries to access L and it will get a cache miss. P0 must now consult the home of L, say P14. The home might be determined by L’s location in main memory according to high-order interleaving; it is the place where the main-memory version of L resides. A table at P14 will inform P0 that P2 is the current owner of that block. P0 will then send a message to P2 to add C0 to the list of caches having valid copies of that block. Similarly, a cache might “resign” from the club, due to that cache line being replaced, e.g. in a LRU setting, when some other cache miss occurs.



3.5.2



Example: the MESI Cache Coherency Protocol



Many types of cache coherency protocols have been proposed and used, some of them quite complex. A relatively simple one for snoopy bus systems which is widely used is MESI, which for example is the protocol used in the Pentium series. MESI is an invalidate protocol for bus-based systems. Its name stands for the four states a given cache line can be in for a given CPU: • Modified • Exclusive • Shared • Invalid Note that each memory block has such a state at each cache. For instance, block 88 may be in state S at P5’s and P12’s caches but in state I at P1’s cache. Here is a summary of the meanings of the states: state M E S I



meaning written to more than once; no other copy valid valid; no other cache copy valid; memory copy valid valid; at least one other cache copy valid invalid (block either not in the cache or present but incorrect)



Following is a summary of MESI state changes.13 When reading it, keep in mind again that there is a separate state for each cache/memory block combination. 13



See Pentium Processor System Architecture, by D. Anderson and T. Shanley, Addison-Wesley, 1995. We have simplified the presentation here, by eliminating certain programmable options.
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In addition to the terms read hit, read miss, write hit, write miss, which you are already familiar with, there are also read snoop and write snoop. These refer to the case in which our CPU observes on the bus a block request by another CPU that has attempted a read or write action but encountered a miss in its own cache; if our cache has a valid copy of that block, we must provide it to the requesting CPU (and in some cases to memory). So, here are various events and their corresponding state changes: If our CPU does a read: present state M E S I I



event read hit read hit read hit read miss; no valid cache copy at any other CPU read miss; at least one valid cache copy in some other CPU



new state M E S E S



If our CPU does a memory write: present state M E S I



event write hit; do not put invalidate signal on bus; do not update memory same as M above write hit; put invalidate signal on bus; update memory write miss; update memory but do nothing else



new state M M E I



If our CPU does a read or write snoop: present state M M E E S S I



event read snoop; write line back to memory, picked up by other CPU write snoop; write line back to memory, signal other CPU now OK to do its write read snoop; put shared signal on bus; no memory action write snoop; no memory action read snoop write snoop any snoop



Note that a write miss does NOT result in the associated block being brought in from memory. Example: Suppose a given memory block has state M at processor A but has state I at processor B, and B attempts to write to the block. B will see that its copy of the block is invalid, so it notifies the other CPUs via the bus that it intends to do this write. CPU A sees this announcement, tells B to wait, writes its own copy of the block back to memory, and then tells B to go ahead with its write. The latter action means that A’s copy of the block is not correct anymore, so the block now



newstate S I S I S I I
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has state I at A. B’s action does not cause loading of that block from memory to its cache, so the block still has state I at B.



3.5.3



The Problem of “False Sharing”



Consider the C declaration int W,Z;



Since W and Z are declared adjacently, most compilers will assign them contiguous memory addresses. Thus, unless one of them is at a memory block boundary, when they are cached they will be stored in the same cache line. Suppose the program writes to Z, and our system uses an invalidate protocol. Then W will be considered invalid at the other processors, even though its values at those processors’ caches are correct. This is the false sharing problem, alluding to the fact that the two variables are sharing a cache line even though they are not related. This can have very adverse impacts on performance. If for instance our variable W is now written to, then Z will suffer unfairly, as its copy in the cache will be considered invalid even though it is perfectly valid. This can lead to a “ping-pong” effect, in which alternate writing to two variables leads to a cyclic pattern of coherency transactions. One possible solution is to add padding, e.g. declaring W and Z like this: int Q,U[1000],Z;



to separate Q and Z so that they won’t be in the same cache block. Of course, we must take block size into account, and check whether the compiler really has placed the two variables are in widely separated locations. To do this, we could for instance run the code printf("%x %x\n,&Q,&Z);



3.6



Memory-Access Consistency Policies



Though the word consistency in the title of this section may seem to simply be a synonym for coherency from the last section, and though there actually is some relation, the issues here are quite different. In this case, it is a timing issue: After one processor changes the value of a shared variable, when will that value be visible to the other processors?
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There are various reasons why this is an issue. For example, many processors, especially in multiprocessor systems, have write buffers, which save up writes for some time before actually sending them to memory. (For the time being, let’s suppose there are no caches.) The goal is to reduce memory access costs. Sending data to memory in groups is generally faster than sending one at a time, as the overhead of, for instance, acquiring the bus is amortized over many accesses. Reads following a write may proceed, without waiting for the write to get to memory, except for reads to the same address. So in a multiprocessor system in which the processors use write buffers, there will often be some delay before a write actually shows up in memory. A related issue is that operations may occur, or appear to occur, out of order. As noted above, a read which follows a write in the program may execute before the write is sent to memory. Also, in a multiprocessor system with multiple paths between processors and memory modules, two writes might take different paths, one longer than the other, and arrive “out of order.” In order to simplify the presentation here, we will focus on the case in which the problem is due to write buffers, though. The designer of a multiprocessor system must adopt some consistency model regarding situations like this. The above discussion shows that the programmer must be made aware of the model, or risk getting incorrect results. Note also that different consistency models will give different levels of performance. The “weaker” consistency models make for faster machines but require the programmer to do more work. The strongest consistency model is Sequential Consistency. It essentially requires that memory operations done by one processor are observed by the other processors to occur in the same order as executed on the first processor. Enforcement of this requirement makes a system slow, and it has been replaced on most systems by weaker models. One such model is release consistency. Here the processors’ instruction sets include instructions ACQUIRE and RELEASE. Execution of an ACQUIRE instruction at one processor involves telling all other processors to flush their write buffers. However, the ACQUIRE won’t execute until pending RELEASEs are done. Execution of a RELEASE basically means that you are saying, ”I’m done writing for the moment, and wish to allow other processors to see what I’ve written.” An ACQUIRE waits for all pending RELEASEs to complete before it executes.14 A related model is scope consistency. Say a variable, say Sum, is written to within a critical section guarded by LOCK and UNLOCK instructions. Then under scope consistency any changes made by one processor to Sum within this critical section would then be visible to another processor when the latter next enters this critical section. The point is that memory update is postponed until it is actually needed. Also, a barrier operation (again, executed at the hardware level) forces all pending memory writes to complete. All modern processors include instructions which implement consistency operations. For example, 14



There are many variants of all of this, especially in the software distibuted shared memory realm, to be discussed later.
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Sun Microsystems’ SPARC has a MEMBAR instruction. If used with a STORE operand, then all pending writes at this processor will be sent to memory. If used with the LOAD operand, all writes will be made visible to this processor. Now, how does cache coherency fit into all this? There are many different setups, but for example let’s consider a design in which there is a write buffer between each processor and its cache. As the processor does more and more writes, the processor saves them up in the write buffer. Eventually, some programmer-induced event, e.g. a MEMBAR instruction,15 will cause the buffer to be flushed. Then the writes will be sent to “memory”—actually meaning that they go to the cache, and then possibly to memory. The point is that (in this type of setup) before that flush of the write buffer occurs, the cache coherency system is quite unaware of these writes. Thus the cache coherency operations, e.g. the various actions in the MESI protocol, won’t occur until the flush happens. To make this notion concrete, again consider the example with Sum above, and assume release or scope consistency. The CPU currently executing that code (say CPU 5) writes to Sum, which is a memory operation—it affects the cache and thus eventually the main memory—but that operation will be invisible to the cache coherency protocol for now, as it will only be reflected in this processor’s write buffer. But when the unlock is finally done (or a barrier is reached), the write buffer is flushed and the writes are sent to this CPU’s cache. That then triggers the cache coherency operation (depending on the state). The point is that the cache coherency operation would occur only now, not before. What about reads? Suppose another processor, say CPU 8, does a read of Sum, and that page is marked invalid at that processor. A cache coherency operation will then occur. Again, it will depend on the type of coherency policy and the current state, but in typical systems this would result in Sum’s cache block being shipped to CPU 8 from whichever processor the cache coherency system thinks has a valid copy of the block. That processor may or may not be CPU 5, but even if it is, that block won’t show the recent change made by CPU 5 to Sum. The analysis above assumed that there is a write buffer between each processor and its cache. There would be a similar analysis if there were a write buffer between each cache and memory. Note once again the performance issues. Instructions such as ACQUIRE or MEMBAR will use a substantial amount of interprocessor communication bandwidth. A consistency model must be chosen carefully by the system designer, and the programmer must keep the communication costs in mind in developing the software. The recent Pentium models use Sequential Consistency, with any write done by a processor being immediately sent to its cache as well. 15



We call this “programmer-induced,” since the programmer will include some special operation in her C/C++ code which will be translated to MEMBAR.



54



3.7



CHAPTER 3. SHARED MEMORY PARALLELISM



Fetch-and-Add Combining within Interconnects



In addition to read and write operations being specifiable in a network packet, an F&A operation could be specified as well (a 2-bit field in the packet would code which operation was desired). Again, there would be adders included at the memory modules, i.e. the addition would be done at the memory end, not at the processors. When the F&A packet arrived at a memory module, our variable X would have 1 added to it, while the old value would be sent back in the return packet (and put into R). Another possibility for speedup occurs if our system uses a multistage interconnection network such as a crossbar. In that situation, we can design some intelligence into the network nodes to do packet combining: Say more than one CPU is executing an F&A operation at about the same time for the same variable X. Then more than one of the corresponding packets may arrive at the same network node at about the same time. If each one requested an incrementing of X by 1, the node can replace the two packets by one, with an increment of 2. Of course, this is a delicate operation, and we must make sure that different CPUs get different return values, etc.



3.8



Multicore Chips



A recent trend has been to put several CPUs on one chip, termed a multicore chip. As of March 2008, dual-core chips are common in personal computers, and quad-core machines are within reach of the budgets of many people. Just as the invention of the integrated circuit revolutionized the computer industry by making computers affordable for the average person, multicore chips will undoubtedly revolutionize the world of parallel programming. A typical dual-core setup might have the two CPUs sharing a common L2 cache, with each CPU having its own L3 cache. The chip may interface to the bus or interconnect network of via an L1 cache. Multicore is extremely important these days. However, they are just SMPs, for the most part, and thus should not be treated differently.



3.9



Optimal Number of Threads



A common question involves the best number of threads to run in a shared-memory setting. Clearly there is no general magic answer, but here are some considerations:16 16



As with many aspects of parallel programming, a good basic knowledge of operating systems is key. See the reference on page 6.
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• If your application does a lot of I/O, CPUs or cores may stay idle while waiting for I/O events. It thus makes to have many threads, so that computation threads can run when the I/O threads are tied up. • In a purely computational application, one generally should not have more threads than cores. However, a program with a lot of virtual memory page faults may benefit from setting up extra threads, as page replacement involves (disk) I/O. • Applications in which there is heavy interthread communication, say due to having a lot of lock variable, access, may benefit from setting up fewer threads than the number of cores. • Many Intel processors include hardware for hypertheading. These are not full threads in the sense of having separate cores, but rather involve a limited amount of resource duplication within a core. The performance gain from this is typically quite modest. In any case, be aware of it; some software systems count these as threads, and assume for instance that there are 8 cores when the machine is actually just quad core. • With GPUs (Chapter 5), most memory accesses have long latency and thus are I/O-like. Typically one needs very large numbers of threads for good performance.



3.10



Processor Affinity



With a timesharing OS, a given thread may run on different cores during different timeslices. If so, the cache for a given core may need a lot of refreshing, each time a new thread runs on that core. To avoid this slowdown, one might designate a preferred core for each thread, in the hope of reusing cache contents. Setting this up is dependent on the chip and the OS. OpenMP 3.1 has some facility for this.



3.11 3.11.0.1



Illusion of Shared-Memory through Software Software Distributed Shared Memory



There are also various shared-memory software packages that run on message-passing hardware such as NOWs, called software distributed shared memory (SDSM) systems. Since the platforms do not have any physically shared memory, the shared-memory view which the programmer has is just an illusion. But that illusion is very useful, since the shared-memory paradigm is believed to be the easier one to program in. Thus SDSM allows us to have “the best of both worlds”—the convenience of the shared-memory world view with the inexpensive cost of some of the messagepassing hardware systems, particularly networks of workstations (NOWs).
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SDSM itself is divided into two main approaches, the page-based and object-based varieties. The page-based approach is generally considered clearer and easier to program in, and provides the programmer the “look and feel” of shared-memory programming better than does the object-based type.17 We will discuss only the page-based approach here. The most popular SDSM system today is the page-based Treadmarks (Rice University). Another excellent page-based system is JIAJIA (Academy of Sciences, China). To illustrate how page-paged SDSMs work, consider the line of JIAJIA code Prime = (int *) jia_alloc(N*sizeof(int));



The function jia alloc() is part of the JIAJIA library, libjia.a, which is linked to one’s application program during compilation. At first this looks a little like a call to the standard malloc() function, setting up an array Prime of size N. In fact, it does indeed allocate some memory. Note that each node in our JIAJIA group is executing this statement, so each node allocates some memory at that node. Behind the scenes, not visible to the programmer, each node will then have its own copy of Prime. However, JIAJIA sets things up so that when one node later accesses this memory, for instance in the statement Prime[I] = 1;



this action will eventually trigger a network transaction (not visible to the programmer) to the other JIAJIA nodes.18 This transaction will then update the copies of Prime at the other nodes.19 How is all of this accomplished? It turns out that it relies on a clever usage of the nodes’ virtual memory (VM) systems. To understand this, you need a basic knowledge of how VM systems work. If you lack this, or need review, read Section A.2.2 in the appendix of this book before continuing. Here is how VM is exploited to develop SDSMs on Unix systems. The SDSM will call a system function such as mprotect(). This allows the SDSM to deliberately mark a page as nonresident (even if the page is resident). Basically, anytime the SDSM knows that a node’s local copy of a variable is invalid, it will mark the page containing that variable as nonresident. Then, the next time the program at this node tries to access that variable, a page fault will occur. As mentioned in the review above, normally a page fault causes a jump to the OS. However, technically any page fault in Unix is handled as a signal, specifically SIGSEGV. Recall that Unix allows the programmer to write his/her own signal handler for any signal type. In this case, that 17



The term object-based is not related to the term object-oriented programming. There are a number of important issues involved with this word eventually, as we will see later. 19 The update may not occur immediately. More on this later. 18
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means that the programmer—meaning the people who developed JIAJIA or any other page-based SDSM—writes his/her own page fault handler, which will do the necessary network transactions to obtain the latest valid value for X. Note that although SDSMs are able to create an illusion of almost all aspects of shared memory, it really is not possible to create the illusion of shared pointer variables. For example on shared memory hardware we might have a variable like P: int Y,*P; ... ... P = &Y; ...



There is no simple way to have a variable like P in an SDSM. This is because a pointer is an address, and each node in an SDSM has its own memory separate address space. The problem is that even though the underlying SDSM system will keep the various copies of Y at the different nodes consistent with each other, Y will be at a potentially different address on each node. All SDSM systems must deal with a software analog of the cache coherency problem. Whenever one node modifies the value of a shared variable, that node must notify the other nodes that a change has been made. The designer of the system must choose between update or invalidate protocols, just as in the hardware case.20 Recall that in non-bus-based shared-memory multiprocessors, one needs to maintain a directory which indicates at which processor a valid copy of a shared variable exists. Again, SDSMs must take an approach similar to this. Similarly, each SDSM system must decide between sequential consistency, release consistency etc. More on this later. Note that in the NOW context the internode communication at the SDSM level is typically done by TCP/IP network actions. Treadmarks uses UDP, which is faster than TCP. but still part of the slow TCP/IP protocol suite. TCP/IP was simply not designed for this kind of work. Accordingly, there have been many efforts to use more efficient network hardware and software. The most popular of these is the Virtual Interface Architecture (VIA). Not only are coherency actions more expensive in the NOW SDSM case than in the shared-memory hardware case due to network slowness, there is also expense due to granularity. In the hardware case we are dealing with cache blocks, with a typical size being 512 bytes. In the SDSM case, we are dealing with pages, with a typical size being 4096 bytes. The overhead for a cache coherency transaction can thus be large. 20



Note, though, that we are not actually dealing with a cache here. Each node in the SDSM system will have a cache, of course, but a node’s cache simply stores parts of that node’s set of pages. The coherency across nodes is across pages, not caches. We must insure that a change made to a given page is eventually propropagated to pages on other nodes which correspond to this one.
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3.11.0.2



Case Study: JIAJIA



Programmer Interface We will not go into detail on JIAJIA programming here. There is a short tutorial on JIAJIA at http://heather.cs.ucdavis.edu/~matloff/jiajia.html, but here is an overview: • One writes in C/C++ (or FORTRAN), making calls to the JIAJIA library, which is linked in upon compilation. • The library calls include standard shared-memory operations for lock, unlock, barrier, processor number, etc., plus some calls aimed at improving performance. Following is a JIAJIA example program, performing Odd/Even Transposition Sort. This is a variant on Bubble Sort, sometimes useful in parallel processing contexts.21 The algorithm consists of n phases, in which each processor alternates between trading with its left and right neighbors. 1



// JIAJIA example program:



Odd-Even Tranposition Sort



2 3 4 5



// array is of size n, and we use n processors; this would be more // efficient in a "chunked" versions, of course (and more suited for a // message-passing context anyway)



6 7 8 9



#include #include #include // required include; also must link via -ljia



10 11 12



// pointer to shared variable int *x; // array to be sorted



13 14 15



int n, // range to check for primeness debug; // 1 for debugging, 0 else



16 17 18 19 20 21



// if first arg is bigger, then replace it by the second void cpsmaller(int *p1,int *p2) { int tmp; if (*p1 > *p2) *p1 = *p2; }



22 23 24 25 26 27



// if first arg is smaller, then replace it by the second void cpbigger(int *p1,int *p2) { int tmp; if (*p1 < *p2) *p1 = *p2; }



28 29 30 31



// does sort of m-element array y void oddeven(int *y, int m) { int i,left=jiapid-1,right=jiapid+1,newval; 21



Though, as mentioned in the comments, it is aimed more at message-passing contexts.
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for (i=0; i < m; i++) { if ((i+jiapid)%2 == 0) { if (right < m) if (y[jiapid] > y[right]) newval = y[right]; } else { if (left >= 0) if (y[jiapid] < y[left]) newval = y[left]; } jia_barrier(); if ((i+jiapid)%2 == 0 && right < m || (i+jiapid)%2 == 1 && left >= 0) y[jiapid] = newval; jia_barrier(); }



32 33 34 35 36 37 38 39 40 41 42 43 44 45 46



}



47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81



main(int argc, char **argv) { int i,mywait=0; jia_init(argc,argv); // required init call // get command-line arguments (shifted for nodes > 0) if (jiapid == 0) { n = atoi(argv[1]); debug = atoi(argv[2]); } else { n = atoi(argv[2]); debug = atoi(argv[3]); } jia_barrier(); // create a shared array x of length n x = (int *) jia_alloc(n*sizeof(int)); // barrier recommended after allocation jia_barrier(); // node 0 gets simple test array from command-line if (jiapid == 0) { for (i = 0; i < n; i++) x[i] = atoi(argv[i+3]); } jia_barrier(); if (debug && jiapid == 0) while (mywait == 0) { ; } jia_barrier(); oddeven(x,n); if (jiapid == 0) { printf("\nfinal array\n"); for (i = 0; i < n; i++) printf("%d\n",x[i]); } jia_exit(); }



System Workings JIAJIA’s main characteristics as an SDSM are: • page-based



59



60



CHAPTER 3. SHARED MEMORY PARALLELISM • scope consistency • home-based • multiple writers



Let’s take a look at these. As mentioned earlier, one first calls jia alloc() to set up one’s shared variables. Note that this will occur at each node, so there are multiple copies of each variable; the JIAJIA system ensures that these copies are consistent with each other, though of course subject to the laxity afforded by scope consistency. Recall that under scope consistency, a change made to a shared variable at one processor is guaranteed to be made visible to another processor if the first processor made the change between lock/unlock operations and the second processor accesses that variable between lock/unlock operations on that same lock.22 Each page—and thus each shared variable—has a home processor. If another processor writes to a page, then later when it reaches the unlock operation it must send all changes it made to the page back to the home node. In other words, the second processor calls jia unlock(), which sends the changes to its sister invocation of jia unlock() at the home processor.23 Say later a third processor calls jia lock() on that same lock, and then attempts to read a variable in that page. A page fault will occur at that processor, resulting in the JIAJIA system running, which will then obtain that page from the first processor. Note that all this means the JIAJIA system at each processor must maintain a page table, listing where each home page resides.24 At each processor, each page has one of three states: Invalid, Read-Only, Read-Write. State changes, though, are reported when lock/unlock operations occur. For example, if CPU 5 writes to a given page which had been in Read-Write state at CPU 8, the latter will not hear about CPU 5’s action until some CPU does a lock. This CPU need not be CPI 8. When one CPU does a lock, it must coordinate with all other nodes, at which time state-change messages will be piggybacked onto lock-coordination messages. 22



Writes will also be propagated at barrier operations, but two successive arrivals by a processor to a barrier can be considered to be a lock/unlock pair, by considering a departure from a barrier to be a “lock,” and considering reaching a barrier to be an “unlock.” So, we’ll usually not mention barriers separately from locks in the remainder of this subsection. 23 The set of changes is called a diff, remiscent of the Unix file-compare command. A copy, called a twin, had been made of the original page, which now will be used to produce the diff. This has substantial overhead. The Treadmarks people found that it took 167 microseconds to make a twin, and as much as 686 microseconds to make a diff. 24 In JIAJIA, that location is normally fixed, but JIAJIA does include advanced programmer options which allow the location to migrate.
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Note also that JIAJIA allows the programmer to specify which node should serve as the home of a variable, via one of several forms of the jia alloc() call. The programmer can then tailor his/her code accordingly. For example, in a matrix problem, the programmer may arrange for certain rows to be stored at a given node, and then write the code so that most writes to those rows are done by that processor. The general principle here is that writes performed at one node can be made visible at other nodes on a “need to know” basis. If for instance in the above example with CPUs 5 and 8, CPU 2 does not access this page, it would be wasteful to send the writes to CPU 2, or for that matter to even inform CPU 2 that the page had been written to. This is basically the idea of all nonSequential consistency protocols, even though they differ in approach and in performance for a given application. JIAJIA allows multiple writers of a page. Suppose CPU 4 and CPU 15 are simultaneously writing to a particular page, and the programmer has relied on a subsequent barrier to make those writes visible to other processors.25 When the barrier is reached, each will be informed of the writes of the other.26 Allowing multiple writers helps to reduce the performance penalty due to false sharing.



3.12



Barrier Implementation



Recall that a barrier is program code27 which has a processor do a wait-loop action until all processors have reached that point in the program.28 A function Barrier() is often supplied as a library function; here we will see how to implement such a library function in a correct and efficient manner. Note that since a barrier is a serialization point for the program, efficiency is crucial to performance. Implementing a barrier in a fully correct manner is actually a bit tricky. We’ll see here what can go wrong, and how to make sure it doesn’t. In this section, we will approach things from a shared-memory point of view. But the methods apply in the obvious way to message-passing systems as well, as will be discused later.



25



The only other option would be to use lock/unlock, but then their writing would not be simultaneous. If they are writing to the same variable, not just the same page, the programmer would use locks instead of a barrier, and the situation would not arise. 27 Some hardware barriers have been proposed. 28 I use the word processor here, but it could be just a thread on the one hand, or on the other hand a processing element in a message-passing context. 26
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A Use-Once Version



struct BarrStruct { int NNodes, // number of threads participating in the barrier Count, // number of threads that have hit the barrier so far pthread_mutex_t Lock = PTHREAD_MUTEX_INITIALIZER; } ;



6 7 8 9 10 11 12



Barrier(struct BarrStruct *PB) { pthread_mutex_lock(&PB->Lock); PB->Count++; pthread_mutex_unlock(&PB->Lock); while (PB->Count < PB->NNodes) ; }



This is very simple, actually overly so. This implementation will work once, so if a program using it doesn’t make two calls to Barrier() it would be fine. But not otherwise. If, say, there is a call to Barrier() in a loop, we’d be in trouble. What is the problem? Clearly, something must be done to reset Count to 0 at the end of the call, but doing this safely is not so easy, as seen in the next section.



3.12.2



An Attempt to Write a Reusable Version



Consider the following attempt at fixing the code for Barrier(): 1 2 3 4 5 6 7 8



Barrier(struct BarrStruct *PB) { int OldCount; pthread_mutex_lock(&PB->Lock); OldCount = PB->Count++; pthread_mutex_unlock(&PB->Lock); if (OldCount == PB->NNodes-1) PB->Count = 0; while (PB->Count < PB->NNodes) ; }



Unfortunately, this doesn’t work either. To see why, consider a loop with a barrier call at the end: 1 2 3 4 5 6 7



struct BarrStruct B; ........ while (.......) { ......... Barrier(&B); ......... }



// global variable



At the end of the first iteration of the loop, all the processors will wait at the barrier until everyone catches up. After this happens, one processor, say 12, will reset B.Count to 0, as desired. But
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if we are unlucky, some other processor, say processor 3, will then race ahead, perform the second iteration of the loop in an extremely short period of time, and then reach the barrier and increment the Count variable before processor 12 resets it to 0. This would result in disaster, since processor 3’s increment would be canceled, leaving us one short when we try to finish the barrier the second time. Another disaster scenario which might occur is that one processor might reset B.Count to 0 before another processor had a chance to notice that B.Count had reached B.NNodes.



3.12.3



A Correct Version



One way to avoid this would be to have two Count variables, and have the processors alternate using one then the other. In the scenario described above, processor 3 would increment the other Count variable, and thus would not conflict with processor 12’s resetting. Here is a safe barrier function based on this idea:



1 2 3 4 5



struct BarrStruct { int NNodes, // number of threads participating in the barrier Count[2], // number of threads that have hit the barrier so far pthread_mutex_t Lock = PTHREAD_MUTEX_INITIALIZER; } ;



6 7 8 9 10 11 12 13 14 15 16 17 18



Barrier(struct BarrStruct *PB) { int Par,OldCount; Par = PB->EvenOdd; pthread_mutex_lock(&PB->Lock); OldCount = PB->Count[Par]++; pthread_mutex_unlock(&PB->Lock); if (OldCount == PB->NNodes-1) { PB->Count[Par] = 0; PB->EvenOdd = 1 - Par; } else while (PB->Count[Par] > 0) ; }



3.12.4 3.12.4.1



Refinements Use of Wait Operations



The code



else while (PB->Count[Par] > 0) ;
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is harming performance, since it has the processor spining around doing no useful work. In the Pthreads context, we can use a condition variable: 1 2 3 4 5 6



struct BarrStruct { int NNodes, // number of threads participating in the barrier Count[2], // number of threads that have hit the barrier so far pthread_mutex_t Lock = PTHREAD_MUTEX_INITIALIZER; pthread_cond_t CV = PTHREAD_COND_INITIALIZER; } ;



7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



Barrier(struct BarrStruct *PB) { int Par,I; Par = PB->EvenOdd; pthread_mutex_lock(&PB->Lock); PB->Count[Par]++; if (PB->Count < PB->NNodes) pthread_cond_wait(&PB->CV,&PB->Lock); else { PB->Count[Par] = 0; PB->EvenOdd = 1 - Par; for (I = 0; I < PB->NNodes-1; I++) pthread_cond_signal(&PB->CV); } pthread_mutex_unlock(&PB->Lock); }



Here, if a thread finds that not everyone has reached the barrier yet, it still waits for the rest, but does so passively, via the wait for the condition variable CV. This way the thread is not wasting valuable time on that processor, which can run other useful work. Note that the call to pthread cond wait() requires use of the lock. Your code must lock the lock before making the call. The call itself immediately unlocks that lock after it registers the wait with the threads manager. But the call blocks until awakened when another thread calls pthread cond signal() or pthread cond broadcast(). It is required that your code lock the lock before calling pthread cond signal(), and that it unlock the lock after the call. By using pthread cond wait() and placing the unlock operation later in the code, as seen above, we actually could get by with just a single Count variable, as before. Even better, the for loop could be replaced by a single call pthread_cond_broadcast(&PB->PB->CV);



This still wakes up the waiting threads one by one, but in a much more efficient way, and it makes for clearer code.
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Parallelizing the Barrier Operation



3.12.4.2.1 Tree Barriers It is clear from the code above that barriers can be costly to performance, since they rely so heavily on critical sections, i.e. serial parts of a program. Thus in many settings it is worthwhile to parallelize not only the general computation, but also the barrier operations themselves. Consider for instance a barrier in which 16 threads are participating. We could speed things up by breaking this barrier down into two sub-barriers, with eight threads each. We would then set up three barrier operations: one of the first group of eight threads, another for the other group of eight threads, and a third consisting of a “competition” between the two groups. The variable NNodes above would have the value 8 for the first two barriers, and would be equal to 2 for the third barrier. Here thread 0 could be the representative for the first group, with thread 4 representing the second group. After both groups’s barriers were hit by all of their members, threads 0 and 4 would participated in the third barrier. Note that then the notification phase would the be done in reverse: When the third barrier was complete, threads 0 and 4 would notify the members of their groups. This would parallelize things somewhat, as critical-section operations could be executing simultaneously for the first two barriers. There would still be quite a bit of serial action, though, so we may wish to do further splitting, by partitioning each group of four threads into two subroups of two threads each. In general, for n threads (with n, say, equal to a power of 2) we would have a tree structure, with log2 n levels in the tree. The ith level (starting with the root as level 0) with consist of 2i parallel barriers, each one representing n/2i threads.



3.12.4.2.2 Butterfly Barriers Another method basically consists of each node “shaking hands” with every other node. In the shared-memory case, handshaking could be done by having a global array ReachedBarrier. When thread 3 and thread 7 shake hands, for instance, would reach the barrier, thread 3 would set ReachedBarrier[3] to 1, and would then wait for ReachedBarrier[7] to become 1. The wait, as before, could either be a while loop or a call to pthread cond wait(). Thread 7 would do the opposite. If we have n nodes, again with n being a power of 2, then the barrier process would consist of log2 n phases, which we’ll call phase 0, phase 1, etc. Then the process works as follows. For any node i, let i(k) be the number obtained by inverting bit k in the binary representation of i, with bit 0 being the least significant bit. Then in the k th phase, node i would shake hands with node i(k).
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For example, say n = 8. In phase 0, node 5 = 1012 , say, would shake hands with node 4 = 1002 . Actually, a butterfly exchange amounts to a number of simultaneously tree operations.



Chapter 4



Introduction to OpenMP OpenMP has become the de facto standard for shared-memory programming.



4.1



Overview



OpenMP has become the environment of choice for many, if not most, practitioners of sharedmemory parallel programming. It consists of a set of directives which are added to one’s C/C++/FORTRAN code that manipulate threads, without the programmer him/herself having to deal with the threads directly. This way we get “the best of both worlds”—the true parallelism of (nonpreemptive) threads and the pleasure of avoiding the annoyances of threads programming. Most OpenMP constructs are expressed via pragmas, i.e. directives. The syntax is #pragma omp ......



The number sign must be the first nonblank character in the line.



4.2



Example: Dijkstra Shortest-Path Algorithm



The following example, implementing Dijkstra’s shortest-path graph algorithm, will be used throughout this tutorial, with various OpenMP constructs being illustrated later by modifying this code: 1



// Dijkstra.c



2 3



// OpenMP example program:



Dijkstra shortest-path finder in a



67



68



4 5



CHAPTER 4. INTRODUCTION TO OPENMP



// bidirectional graph; finds the shortest path from vertex 0 to all // others



6 7



// usage:



dijkstra nv print



8 9 10



// where nv is the size of the graph, and print is 1 if graph and min // distances are to be printed out, 0 otherwise



11 12



#include 



13 14



// global variables, shared by all threads by default



15 16 17 18 19 20 21 22



int nv, // number of vertices *notdone, // vertices not checked yet nth, // number of threads chunk, // number of vertices handled by each thread md, // current min over all threads mv, // vertex which achieves that min largeint = -1; // max possible unsigned int



23 24 25 26



unsigned *ohd, // 1-hop distances between vertices; "ohd[i][j]" is // ohd[i*nv+j] *mind; // min distances found so far



27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47



void init(int ac, char **av) { int i,j,tmp; nv = atoi(av[1]); ohd = malloc(nv*nv*sizeof(int)); mind = malloc(nv*sizeof(int)); notdone = malloc(nv*sizeof(int)); // random graph for (i = 0; i < nv; i++) for (j = i; j < nv; j++) { if (j == i) ohd[i*nv+i] = 0; else { ohd[nv*i+j] = rand() % 20; ohd[nv*j+i] = ohd[nv*i+j]; } } for (i = 1; i < nv; i++) { notdone[i] = 1; mind[i] = ohd[i]; } }



48 49 50 51 52 53 54 55 56 57 58



// finds closest to 0 among notdone, among s through e void findmymin(int s, int e, unsigned *d, int *v) { int i; *d = largeint; for (i = s; i #i n c l u d e // from h t t p : / /www. c i s . temple . edu /˜ i n g a r g i o / c i s 7 1 / code / randompermute . c // I t r e t u r n s a random p e r m u t a t i o n o f 0 . . n−1 i n t ∗ rpermute ( i n t n ) { i n t ∗ a = ( i n t ∗ ) ( i n t ∗ ) m a l l o c ( n∗ s i z e o f ( i n t ) ) ; // i n t ∗ a = m a l l o c ( n∗ s i z e o f ( i n t ) ) ; int k ; f o r ( k = 0 ; k < n ; k++) a[k] = k; f o r ( k = n−1; k > 0 ; k−−) { i n t j = rand ( ) % ( k +1); i n t temp = a [ j ] ; a[ j ] = a[k]; a [ k ] = temp ; } return a ; } #e n d i f #d e f i n e MAXITERS 1000 // g l o b a l s i n t count = 0 ; int nptsside ; float side2 ; float side4 ;
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57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106



CHAPTER 4. INTRODUCTION TO OPENMP i n t i n s e t ( d o u b l e complex c ) { int iters ; f l o a t r l , im ; d o u b l e complex z = c ; f o r ( i t e r s = 0 ; i t e r s < MAXITERS; i t e r s ++) { z = z∗z + c ; rl = creal (z ); im = cimag ( z ) ; i f ( r l ∗ r l + im∗im > 4 ) r e t u r n 0 ; } return 1; } i n t ∗ scram ; v o i d dowork ( ) { #i f d e f RC #pragma omp p a r a l l e l r e d u c t i o n (+: count ) #e l s e #pragma omp p a r a l l e l #e n d i f { i n t x , y ; f l o a t xv , yv ; d o u b l e complex z ; #i f d e f STATIC #pragma omp f o r r e d u c t i o n (+: count ) s c h e d u l e ( s t a t i c ) # e l i f d e f i n e d DYNAMIC #pragma omp f o r r e d u c t i o n (+: count ) s c h e d u l e ( dynamic ) # e l i f d e f i n e d GUIDED #pragma omp f o r r e d u c t i o n (+: count ) s c h e d u l e ( g u i d e d ) #e n d i f #i f d e f RC i n t myrange [ 2 ] ; i n t me = omp get thread num ( ) ; i n t nth = omp get num threads ( ) ; int i ; findmyrange ( n p t s s i d e , nth , me , myrange ) ; f o r ( i = myrange [ 0 ] ; i >> w [5, 12, 28, -2, 1, ’ghi’] >>> qz = 3*[1,2,3] # list replication >>> qz [1, 2, 3, 1, 2, 3, 1, 2, 3] >>> x = [1,2,3] >>> x.extend([4,5]) >>> x [1, 2, 3, 4, 5] >>> y = x.pop(0) # deletes and returns 0th element >>> y 1 >>> x [2, 3, 4, 5] >>> t = [5,12,13] >>> t.reverse() >>> t [13, 12, 5]



We also saw the in operator in an earlier example, used in a for loop. A list could include mixed elements of different types, including other lists themselves. The Python idiom includes a number of common “Python tricks” involving sequences, e.g. the following quick, elegant way to swap two variables x and y: >>> >>> >>> >>> 12 >>> 5



x = 5 y = 12 [x,y] = [y,x] x y



Multidimensional lists can be implemented as lists of lists. For example: >>> x = [] >>> x.append([1,2]) >>> x [[1, 2]] >>> x.append([3,4]) >>> x [[1, 2], [3, 4]] >>> x[1][1] 4



But be careful! Look what can go wrong: >>> x = 4*[0] >>> y = 4*[x]
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>>> y [[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]] >>> y[0][2] 0 >>> y[0][2] = 1 >>> y [[0, 0, 1, 0], [0, 0, 1, 0], [0, 0, 1, 0], [0, 0, 1, 0]]



The problem is that that assignment to y was really a list of four references to the same thing (x). When the object pointed to by x changed, then all four rows of y changed. The Python Wikibook (http://en.wikibooks.org/wiki/Python_Programming/Lists) suggests a solution, in the form of list comprehensions, which we cover in Section ??: >>> z = [[0]*4 for i in range(5)] >>> z [[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]] >>> z[0][2] = 1 >>> z [[0, 0, 1, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]]



D.5.2



Tuples



Tuples are like lists, but are immutable, i.e. unchangeable. They are enclosed by parentheses or nothing at all, rather than brackets. The parentheses are mandatory if there is an ambiguity without them, e.g. in function arguments. A comma must be used in the case of empty or single tuple, e.g. (,) and (5,). The same operations can be used, except those which would change the tuple. So for example x = (1,2,’abc’) print x[1] # prints 2 print len(x) # prints 3 x.pop() # illegal, due to immutability



A nice function is zip(), which strings together corresponding components of several lists, producing tuples, e.g. >>> zip([1,2],[’a’,’b’],[168,168]) [(1, ’a’, 168), (2, ’b’, 168)]



D.5.3



Strings



Strings are essentially tuples of character elements. But they are quoted instead of surrounded by parentheses, and have more flexibility than tuples of character elements would have.



D.5. SEQUENCES D.5.3.1
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Strings As Turbocharged Tuples



Let’s see some examples of string operations: 1 2 3 4 5 6 7 8 9 10



>>> x = ’abcde’ >>> x[2] ’c’ >>> x[2] = ’q’ # illegal, since strings are immmutable Traceback (most recent call last): File "", line 1, in ? TypeError: object doesn’t support item assignment >>> x = x[0:2] + ’q’ + x[3:5] >>> x ’abqde’



(You may wonder why that last assignment >>> x = x[0:2] + ’q’ + x[3:5]



does not violate immmutability. The reason is that x is really a pointer, and we are simply pointing it to a new string created from old ones. See Section ??.) As noted, strings are more than simply tuples of characters: >>> x.index(’d’) # as expected 3 >>> ’d’ in x # as expected 1 >>> x.index(’de’) # pleasant surprise 3



As can be seen, the index() function from the str class has been overloaded, making it more flexible. There are many other handy functions in the str class. For example, we saw the split() function earlier. The opposite of this function is join(). One applies it to a string, with a sequence of strings as an argument. The result is the concatenation of the strings in the sequence, with the original string between each of them:11 >>> ’---’.join([’abc’,’de’,’xyz’]) ’abc---de---xyz’ >>> q = ’\n’.join((’abc’,’de’,’xyz’)) >>> q 11



The example here shows the “new” usage of join(), now that string methods are built-in to Python. See discussion of “new” versus “old” below.
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’abc\nde\nxyz’ >>> print q abc de xyz



Here are some more: >>> x = ’abc’ >>> x.upper() ’ABC’ >>> ’abc’.upper() ’ABC’ >>> ’abc’.center(5) # center the string within a 5-character set ’ abc ’ >>> ’abc de f’.replace(’ ’,’+’) ’abc+de+f’ >>> x = ’abc123’ >>> x.find(’c1’) # find index of first occurrence of ’c1’ in x 2 >>> x.find(’3’) 5 >>> x.find(’1a’) -1



A very rich set of functions for string manipulation is also available in the re (“regular expression”) module. The str class is built-in for newer versions of Python. With an older version, you will need a statement import string



That latter class does still exist, and the newer str class does not quite duplicate it. D.5.3.2



Formatted String Manipulation



String manipulation is useful in lots of settings, one of which is in conjunction with Python’s print command. For example, print "the factors of 15 are %d and %d" % (3,5)



prints out the factors of 15 are 3 and 5



D.6. DICTIONARIES (HASHES)
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The %d of course is the integer format familiar from C/C++. But actually, the above action is a string issue, not a print issue. Let’s see why. In print "the factors of 15 are %d and %d" % (3,5)



the portion "the factors of 15 are %d and %d" % (3,5)



is a string operation, producing a new string; the print simply prints that new string. For example: >>> x = "%d years old" % 12



The variable x now is the string ’12 years old’. This is another very common idiom, quite powerful.12 Note the importance above of writing ’(3,5)’ rather than ’3,5’. In the latter case, the % operator would think that its operand was merely 3, whereas it needs a 2-element tuple. Recall that parentheses enclosing a tuple can be omitted as long as there is no ambiguity, but that is not the case here.



D.6



Dictionaries (Hashes)



Dictionaries are associative arrays. The technical meaning of this will be discussed below, but from a pure programming point of view, this means that one can set up arrays with non-integer indices. The statement x = {’abc’:12,’sailing’:’away’}



sets x to what amounts to a 2-element array with x[’abc’] being 12 and x[’sailing’] equal to ’away’. We say that ’abc’ and ’sailing’ are keys, and 12 and ’away’ are values. Keys can be any immmutable object, i.e. numbers, tuples or strings.13 Use of tuples as keys is quite common in Python applications, and you should keep in mind that this valuable tool is available. Internally, x here would be stored as a 4-element array, and the execution of a statement like 12



Some C/C++ programmers might recognize the similarity to sprintf() from the C library. Now one sees a reason why Python distinguishes between tuples and lists. Allowing mutable keys would be an implementation nightmare, and probably lead to error-prone programming. 13
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w = x[’sailing’]



would require the Python interpreter to search through that array for the key ’sailing’. A linear search would be slow, so internal storage is organized as a hash table. This is why Perl’s analog of Python’s dictionary concept is actually called a hash. Here are examples of usage of some of the member functions of the dictionary class: 1 2 3 4 5 6 7 8 9 10 11 12



>>> x = {’abc’:12,’sailing’:’away’} >>> x[’abc’] 12 >>> y = x.keys() >>> y [’abc’, ’sailing’] >>> z = x.values() >>> z [12, ’away’] x[’uv’] = 2 >>> x {’abc’: 12, ’uv’: 2, ’sailing’: ’away’}



Note how we added a new element to x near the end. The keys need not be tuples. For example: >>> x {’abc’: 12, ’uv’: 2, ’sailing’: ’away’} >>> f = open(’z’) >>> x[f] = 88 >>> x {: 88, ’abc’: 12, ’uv’: 2, ’sailing’: ’away’}



Deletion of an element from a dictionary can be done via pop(), e.g. >>> x.pop(’abc’) 12 >>> x {: 88, ’uv’: 2, ’sailing’: ’away’}



The in operator works on dictionary keys, e.g. >>> x = {’abc’: 12, ’uv’: 2, ’sailing’: ’away’} >>> ’uv’ in x True >>> 2 in x False



D.7. EXTENDED EXAMPLE: COMPUTING FINAL GRADES



D.7 1



Extended Example: Computing Final Grades



# computes and records final grades



2 3



# input line format:



4 5 6 7 8 9



# # # # #



name and misc. info, e.g. class level Final Report grade Midterm grade Quiz grades Homework grades



10 11 12 13



# comment lines, beginning with #, are ignored for computation but are # printed out; thus various notes can be put in comment lines; e.g. # notes on missed or makeup exams



14 15



# usage:



16 17



#



python FinalGrades.py input_file nq nqd nh wts



18 19 20 21



# # #



where there are nq Quizzes, the lowest nqd of which will be deleted; nh Homework assignments; and wts is the set of weights for Final Report, Midterm, Quizzes and Homework



22 23 24 25



# outputs to stdout the input file with final course grades appended; # the latter are numerical only, allowing for personal inspection of # "close" cases, etc.



26 27



import sys



28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43



def convertltr(lg): # converts letter grade lg to 4-point-scale if lg == ’F’: return 0 base = lg[0] olg = ord(base) if len(lg) > 2 or olg < ord(’A’) or olg > ord(’D’): print lg, ’is not a letter grade’ sys.exit(1) grade = 4 - (olg-ord(’A’)) if len(lg) == 2: if lg[1] == ’+’: grade += 0.3 elif lg[1] == ’-’: grade -= 0.3 else: print lg, ’is not a letter grade’ sys.exit(1) return grade



44 45 46 47 48 49 50



def avg(x,ndrop): tmp = [] for xi in x: tmp.append(convertltr(xi)) tmp.sort() tmp = tmp[ndrop:] return float(sum(tmp))/len(tmp)



51 52 53 54 55



def main(): infile = open(sys.argv[1]) nq = int(sys.argv[2]) nqd = int(sys.argv[3])
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nh = int(sys.argv[4]) wts = [] for i in range(4): wts.append(float(sys.argv[5+i])) for line in infile.readlines(): toks = line.split() if toks[0] != ’#’: lw = len(toks) startpos = lw - nq - nh - 3 # Final Report frgrade = convertltr(toks[startpos]) # Midterm letter grade (skip over numerical grade) mtgrade = convertltr(toks[startpos+2]) startquizzes = startpos + 3 qgrade = avg(toks[startquizzes:startquizzes+nq],nqd) starthomework = startquizzes + nq hgrade = avg(toks[starthomework:starthomework+nh],0) coursegrade = 0.0 coursegrade += wts[0] * frgrade coursegrade += wts[1] * mtgrade coursegrade += wts[2] * qgrade coursegrade += wts[3] * hgrade print line[:len(line)-1], coursegrade else: print line[:len(line)-1]
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main()
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