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The European Conference on Complex Systems



PROCEEDINGS of



ECCS'05 European Conference on Complex Systems Paris, November 14-18, 2005



Towards a science of complex systems



Complex systems, as networks of interactive entities, are studied through a rapidly increasing mass of data in all domains. At the same time, these domains share a lot of new and fundamental theoretical questions. This situation is especially favourable for developing the new science of complex systems in an interdisciplinary way. The ECCS'05 is a step towards this new science. There are two kinds of interdisciplinarity within complex systems. The rst kind begins with a particular complex system and addresses a variety of questions coming from its particular domain and points of view. The second kind addresses issues that are fundamental to complex systems in general. The rst kind leads to domain-specic interdisciplinary elds such as cognitive science. The new science of complex system belongs to the] second kind of interdisciplinarity. It starts from fundamental open questions relevant to many domains, and searches for methods to deal with them. These two kinds of interdisciplinarity are complementary and interdependent: any advance in one is valuable for the other. The science of complex systems will develop through a constantly renewed process of reconstructing data from models with a permanent interaction between the two kinds of interdisciplinarity. The reconstruction of the dynamics of complex systems presents a major challenge to modern science but it is becoming increasingly accessible through an accumulating mass of data, combined with the increasing power of computers, leading to theoretical advances in understanding. This conference follows the one organized in Torino (Italy) in December 2004 with support from the coordination actions EXYSTENCE and ONCE-CS, funded by the Future and Emerging Technologies' unit of the European Commission. ECCS'05 benets from the same support and is the rst conference in an annual series organized by the new European Complex System Society (ECSS) and its Conference Steering Committee. We hope that the participants will appreciate the beautiful venue of the conference this year, at the Cité Internationale Universitaire de Paris. Our special thanks to the sta at CIUP for preparing the ground to this conference. We would also like to thank the sponsors of ECCS'05 for making it possible for all the participants to share their enthusiasm and ideas in the most constructive way. The ECCS'05 Program Committee, The ECCS'05 Local Organization Committee, The ECSS Conference Steering Committee.
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Editorial Information



This volume contains the papers that have been presented at ECCS'05, the European Conference on Complex Systems, that took place in Paris, November 14-18, 2005. In total, 273 papers have been submitted to the conference, and the Program Committee met during 2 full days to build the nal program of the conference, accepting 3 types of presentations: 30 papers were accepted as long communications and were allowed 40 minutes talks; 66 papers were accepted as short communications and were given 20 minutes talks; Finally, 95 posters were displayed continuously during the conference, with 3 specic poster sessions for discussions. The communications (long and short together) were grouped into thematic sessions in the program of the conference, and the same categorization has been used here. Each thematic chapter rst includes the long communications for the corresponding theme, followed by the short communications. All posters were allowed a 1-2 pages abstract, and those abstracts are grouped together at the end of this volume. Because this conference was the rst of its kind (hopefully the rst of a long series), a few practical details were overlooked during the preparation, and the lack of time later forbid any real-time adjustment. This is why this volume is probably not reaching the high standards of typesetting quality we would have wished. For instance, even though the authors were given a chance to react and modify their papers according to the reviewers? comments, there was not enough time to decently ask authors of long papers accepted as short communications to reduce the length of their papers. We are the only ones to blame, our apologies to the authors, and to the readers. Nevertheless, this leaves room for large improvements for the future editions of ECCS (starting in 2006, in OXFORD), and we are condent that the readers will in any case enjoy the high scientic quality of the contributions included in this volume. But whereas all errors and mistakes in the layout of this volume are ours, many people are to be thanked for contributing to make this conference the success it has been. Many thanks to Geneviève Tual, David Chavalarias, Jean-Baptiste Souron, Bertrand Chardon, blablabla à compléter. Paul Bourgine, François Képès, Marc Schoenauer, December 2005.
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Abstract Complexity in the description of big chemical reaction networks has both structural (number of species and reactions) and temporal (very different reaction rates) aspects. A consistent way to make model reduction is to construct the invariant manifold which describes the asymptotic system behavior. In this paper we present a discrete analog of this object: an invariant grid. Invariant grid is introduced independently from the invariant manifold notion and can serve itself to represent the dynamic system behavior as well as to approximate the invariant manifold after refinement. The method is designed for pure dissipative systems and widely uses their thermodynamic properties but allows also generalizations for some classes of open systems. The method is illustrated by two examples: the simplest catalytic reaction (Michaelis-Menten mechanism) and the hydrogen oxidation.
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1



Introduction



Reaction networks serve as a good model to imitate and predict behavior of complex systems of interacting components. Modern research faces with constantly increasing complexity of the systems under study: as a good example, nowadays one can observe a boom connected with studies of biochemical processes in a living cell (for recent overviews, see [1],[2]). There is no need to underline emerging needs for the methods of reducing the complexity of system description and behavior. Complexity in modeling big chemical reaction networks has both structural (number of species and reactions) and temporal (very different reaction rates) aspects, see Fig. 1. In general, it is not possible to disregard the temporal organization of the network when one wants to create a realistic system model. Of course, the rate constants and reaction laws are rarely available completely. This makes extremely desirable the development of methods allowing to reduce the number of system parameters as well as methods for qualitative analysis of chemical reaction networks [2]. The idea of model reduction with respect to slow motion extraction can be introduced as follows: we have a system of ordinary differential equations describing time evolution of n species concentrations (or masses) in time: dx = J(x), (1) dt Every particular state of the system corresponds to a point in the phase space U and the system dynamics is determined by the vector field J(x), x ∈ U . We construct new (reduced) dynamics dy = J 0 (y), (2) dt where yi , i = 1..m, m ¿ n is a new set of variables corresponding to slow dynamics of the initial system (1). By analogy with statistical physics it corresponds to the ”macroscopic” description of the chemical system (we observe only effects of slow system changes, comparable in time scale with characteristic times of experimental measurements) as opposite to ”microscopic” variables xi . The reduced system dynamics exists on a m-dimensional manifold (surface) Ω embedded in the n-dimensional phase space and defined by functions xi = xi (y1 , ..., ym ). A consistent way for model reduction is to construct a positively invariant slow manifold Ωinv , such that if an individual trajectory of the system (1) has started on Ωinv , it does not leave Ωinv anymore, i.e. the vector field J(x) in the points of the manifold is tangent to it, Fig. 2a. The ‘ideal’ picture of the reduced description we have in mind is as follows: A typical phase trajectory, x(t), where t is the time, and x is an element of the phase space, consists of two pronounced segments. The first segment connects the beginning of the trajectory, x(0), with a certain point, x(t1 ), on the manifold Ωinv (rigorously speaking, we should think of x(t1 ) not on Ωinv but in a small neighborhood of Ωinv but this is inessential for the ideal picture). The second segment belongs to Ωinv . Thus, the manifolds appearing in our ideal picture are “patterns” formed by the segments of individual trajectories, and the goal of the reduced description is to “filter out” this manifold (Fig. 2a). Usually construction of invariant manifold in the explicit form is difficult. Most of the time one deals with its approximation constructed using some method (see, for overview, [6], [8], [4], [5]). It is formally possible to induce new dynamics on any given manifold Ω, not necessarily invariant, if one introduces a projector operator P of the vector field on the tangent bundle of the manifold Ω: P J(x ∈ Ω) ∈ Tx Ω. By definition, the manifold Ω is invariant with respect to the vector field J if an only if the following equality is true for each x ∈ Ω: [1 − P ]J(x) = 0, 2
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Figure 1: Graphical representation of two model systems considered as examples in this paper: a) Michaelis-Menten mechanism; b) Hydrogen burning model with 6 variables. Here circles represent chemical species, squares represent chemical reactions. Line widths reflect direct reaction rate constants, thicker line corresponds to a slower reaction (in a logarithmic scale). All reactions here are governed by mass action law and supposed to be reversible.



where projector P depends on the point x and on the manifold Ω in the vicinity of x. This equation is a differential equation for functions that define the manifold Ω. Newton method and relaxation method, both iterative, were proposed to find a sequence of corrections to some initial approximation Ω, in such a way that every next approximation has less invariance defect [1 − P ]J(x), see [5]. These corrections can be performed analytically in some cases. For the case of a complex chemical reaction network, one has to develop a computationally effective method of invariant manifold construction. If one constructs a surface of a relatively low dimension, grid-based manifold representations become a relevant option [8]. In this paper we present such an approach named method of invariant grids (MIG). From one hand, grid representation can be refined and converge more and more closely to the invariant manifold. From the other, we define invariant grid as an object independent on the manifold itself. Thus, it can be used independently: for example, for visualization of the global system dynamics as it will be shown in the end of this paper. Invariant grid is an undirected graph which consists of a set of nodes and connections between them. The graph can be represented in two spaces: in the low-dimensional space of the internal (reduced) coordinates where it forms a finite lattice (usually, regular and rectangular or hexagonal), and, simultaneously, it is embedded in the phase space U , thus every node corresponds to a species concentrations vector x. Using connectivity of the graph, one can introduce differentiation operators and calculate the tangent vectors and define the projector operator in every node. This is the only place where the connectivity of the graph is used. The node positions in U are optimized such that the invariance condition (3) is satisfied for every node. In this paper we propose two algorithms for how to do it, both iterative: of Newton type and a relaxation method. After node positions optimization the grid is called invariant. In this study we consider class of dissipative systems, i.e. such systems for which there exists a global convex Lyapunov function G (thermodynamic potential) which implements the second law of thermodynamics. For example, because of this reason, all reactions on Fig. 1 are reversible. Dissipative systems have the only steady state in the equilibrium point and as the time t tends to infinity, the system reaches the equilibrium state while in the course of the transition the Lyapunov function decreases monotonically. Thermodynamic properties of dissipative systems help a lot: for example, they unambiguously define metrics in the phase space to perform geometrical calculations and also define the choice of projector P almost uniquely (see the next section). 3
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Figure 2: Main geometrical structures of model reduction: U is the phase space, J(x) is the vector field of the system under consideration: dx/dt = J(x), Ω is an ansatz manifold, W is the space of macroscopic variables (coordinates on the manifold), the map F : W → U maps any point y ∈ W into the corresponding point x = F (y) on the manifold Ω, Tx is the tangent space to the manifold Ω at the point x, P J(x) is the projection of the vector J(x) onto tangent space Tx , the vector field dy/dt describes the induced dynamics on the space of parameters, ∆ = (1 − P )J(x) is the defect of invariance, the affine subspace x + ker P is the plain of fast motions, and ∆ ∈ ker P . a) Here Ωinv is an invariant manifold (all J(x ∈ Ωinv ) are tangent to Ωinv ) and a possible dynamics is shown in its vicinity; b) here Ω is some manifold approximating the invariant manifold (J(x ∈ Ω) is not necessarily tangent to Ω), one can use operator P to derive new dynamics (2).



Low dimensional invariant manifolds exist also for systems with a more complicated dynamic behavior so why to study the invariant manifolds of slow motions for a particular class of purely dissipative systems? The answer is in the following: Most of the physically significant models include non-dissipative components in a form of either a conservative dynamics or in the form of external fluxes. For example, one can think of irreversible reactions among the suggested stoichiometric mechanism (inverse process are so unprobable that we discard them completely thereby effectively “opening” the system to the remaining irreversible flux). For all such systems, the method of invariant grids is applicable almost without special refinements, and bears the significance that invariant manifolds are constructed as a “deformation” of the relevant manifolds of slow motion of the purely dissipative dynamics. Example of this construction for open systems is presented below in the last section of the paper. The calculations in the last chapter do not use grid specifics and can be applied not only for grid representation of the invariant manifold, but also for any analytical form of its representation.



2 2.1



Dissipative systems and thermodynamic projector Kinetic equations



Let us introduce the notions used in the paper (see also [3], [9], [7]). We will consider a closed system with n chemical species A1 , . . . , An , participating in a complex reaction. The complex reaction is represented by the following stoichiometric mechanism: αs1 A1 + . . . + αsn An * ) βs1 A1 + . . . + βsn An ,



(4)



where the index s = 1, . . . , r enumerates the reaction steps, and where integers, αsi and βsi , are stoichiometric coefficients. For each reaction step s, we introduce n–component vectors αs and β s with components αsi and βsi . Notation γ s stands for the vector with integer components γsi = βsi − αsi (the stoichiometric vector). 4
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For every Ai an extensive variable Ni , “the number of particles of that species”, is defined. The concentration of Ai is xi = Ni /V , where V is the volume. Given the stoichiometric mechanism (4), the reaction kinetic equations read: ˙ = V J (x), J (x) = N



r X



γ s Ws (x),



(5)



s=1



where dot denotes the time derivative, and Ws is the reaction rate function of the step s. In particular, the mass action law suggests the polynomial form of the reaction rates: Ws (x) = Ws+ (x) − Ws− (x) = ks+ (T )



n n Y Y xαi i − ks− (T ) xβi i , i=1



(6)



i=1



where ks+ (T ) and ks− (T ) are the constants of the direct and of the inverse reactions rates of the sth reaction step, T is the temperature. The rate constants are not independent. The principle of detail balance gives the following connection between these constants: There exists such a positive vector xeq (T ) that Ws+ (xeq ) = Ws− (xeq ) for all s = 1, . . . , r.



(7)



For V, T = const we do not need additional equations and data. It is possible simply to divide equation (5) by the constant volume and to write x˙ =



r X



γ s Ws (x).



(8)



s=1



Conservation laws (balances) impose linear constrains on admissible vectors x: (bi , x) = Bi = const, i = 1, . . . , l,



(9)



where bi are fixed and linearly independent vectors. Let us denote as B the set of vectors which satisfy the conservation laws (9) with given Bi : B = {x|(b1 , x) = B1 , . . . , (bl , x) = Bl } . The natural phase space X of the system (8) is the intersection of the cone of n-dimensional vectors with nonnegative components, with the set B, and dimX = d = n − l. In addition, we assume that each of the conservation laws is supported by each elementary reaction step, that is (γ s , bi ) = 0, (10) for each pair of vectors γ s and bi . We assume that the kinetic equation (8) describes evolution towards the unique equilibrium state, xeq , in the interior of the phase space X. Furthermore, we assume that there exists a strictly convex function G(x) which decreases monotonically in time due to (8): G˙ = (∇G(x), J(x)) ≤ 0.



(11)



Here ∇G is the vector of partial derivatives ∂G/∂xi , and the convexity assumes that the n × n matrices H x = k∂ 2 G(x)/∂xi ∂xj k, (12) are positive definite for all x ∈ X. In addition, we assume that the matrices (12) are invertible if x is taken in the interior of the phase space. 5
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The matrix H defines an important Riemann structure on the concentration space, the thermodynamic (or entropic) scalar product: hx, yic = (x, H x y),



(13)



This choice of the Riemann structure is unambiguous from the thermodynamic perspective. We use this metrics for all geometrical constructions, for measuring angles and distances in the phase space U . The function G is the Lyapunov function of the system (5), and xeq is the point of global minimum of the function G in the phase space X. Otherwise stated, the manifold of equilibrium states xeq (B1 , . . . , Bl ) is the solution to the variational problem, G → min for (bi , x) = Bi , i = 1, . . . , l.



(14)



For each fixed value of the conserved quantities Bi , the solution is unique. For perfect systems in a constant volume under a constant temperature, the Lyapunov function G reads: n G=



X



xi [ln(xi /xeq i ) − 1].



(15)



i=1



2.2



Thermodynamic projector



For dissipative systems, we keep in mind the following picture (Fig. 2). The vector field J(x) generates the motion on the phase space U : dx/dt = J(x). An ansatz manifold Ω is given, it is the current approximation to the invariant manifold. This manifold Ω is described as the image of the map F : W → U , where W is a space of macroscopic variables, U is our phase space. The projected vector field P J(x) belongs to the tangent space Tx , and the equation dx/dt = P J(x) describes the motion along the ansatz manifold Ω (if the initial state belongs to Ω). The induced dynamics on the space W is generated by the vector field dy = (Dy F )−1 P J(F (y)). dt Here the inverse linear operator (Dy F )−1 is defined on the tangent space TF (y) , because the map F is assumed to be immersion, that is the differential (Dy F ) is the isomorphism onto the tangent space TF (y) . Projection operators P contribute to the invariance equation (3). Limiting results, exact solutions, etc. only weakly depend on the particular choice of projectors, or do not depend on it at all. However, thermodynamical validity of approximations obtained on each iteration step towards the limit strongly depends on the choice of the projector. Let some (not obligatory invariant) manifold Ω is considered as a manifold of reduced description. We should define a field of linear operators, P x , labeled by the states x ∈ Ω, which project the vectors J (x), x ∈ Ω onto the tangent bundle of the manifold Ω, thereby generating the induced vector field, P x J (x), x ∈ Ω. This induced vector field on the tangent bundle of the manifold Ω is identified with the reduced dynamics along the manifold Ω. The thermodynamicity requirement for this induced vector field reads (∇G(x), P x J (x)) ≤ 0, for each x ∈ Ω.



(16)



The condition (16) means that the entropy (which is the Lyapunov function with minus sign) should increase in the new dynamics (2). How to construct the projector P ? Another form of this question is: how to define the plain of fast motions x + ker P ? The choice of the projector P is ambiguous, from the formal point 6
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of view, but the second law of thermodynamics gives a good hint [3]: the entropy should grow in the fast motion, and the point x should be the point of entropy maximum on the plane of fast motion x + ker P . That is, the subspace ker P should belong to the kernel of the entropy differential: ker Px ⊂ ker Dx S. Of course, this rule is valid for closed systems with entropy, but it can be also extended onto open systems: the projection of the “thermodynamic part” of J(x) onto Tx should have the positive entropy production. If this thermodynamic requirement is valid for any ansatz manifold not tangent to the entropy levels and for any thermodynamic vector field, then the thermodynamic projector is unique [13]. Let us describe this projector P for a given point x, subspace Tx = imP, differential Dx S of the entropy S at the point x and the second differential of the entropy at the point x, the bilinear functional (Dx2 S)x . We need the positively definite bilinear form hz|pix = −(Dx2 S)x (z, p) (the entropic scalar product). There exists a unique vector g such that hg|pix = Dx S(p). It is the Riesz representation of the linear functional Dx S with respect to entropic scalar product. If g 6= 0 then the thermodynamic projector is P (J) = P ⊥ (J) +



gk hg ⊥ |Jix , hg k |g k ix



(17)



where P ⊥ is the orthogonal projector onto Tx with respect to the entropic scalar product, and the vector g is splitted onto tangent and orthogonal components: g = g k + g ⊥ ; g k = P ⊥ g; g ⊥ = (1 − P ⊥ )g. This projector is defined if g k 6= 0. If g = 0 (the equilibrium point) then P (J) = P ⊥ (J). For given Tx , the thermodynamic projector (17) depends on the point x through the xdependence of the scalar product h|ix , and also through the differential of S in x.



2.3



Symmetric linearization



The invariance condition (3) supports a lot of invariant manifolds, and not all of them are relevant to the reduced description (for example, any individual trajectory is itself an invariant manifold). This should be carefully taken into account when deriving a relevant equation for the correction in the states of the initial manifold Ω0 which are located far from equilibrium. This point concerns the procedure of the linearization of the vector field J , appearing in the equation (1). Let c is an arbitrary point of the phase space. The linearization of the vector function J about c may be written J(c + δc) ≈ J (c) + Lc δc where the linear operator Lc acts as follows (for the mass action law): Lc x =



r X



γ s [Ws+ (c)(αs , H c x) − Ws− (c)(β s , H c x)].



(18)



s=1



Here H c is the matrix of second derivatives of the function G in the state c, see (12). The matrix Lc in (18) can be decomposed as follows: Lc = L0c + L00c .



(19)



Matrices L0c and L00c act as follows: r 1X L0c x = − [W + (c) + Ws− (c)]γ s (γ s , H c x), 2 s=1 s



L00c x =



r 1X [W + (c) − Ws− (c)]γ s (αs + β s , H c x). 2 s=1 s
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(20) (21)



Some features of this decomposition are best seen when we use the thermodynamic scalar product (13): The following properties of the matrix L0c are verified immediately: (i) The matrix L0c is symmetric in the scalar product (13): hx, L0c yi = hy, L0c xi.



(22)



(ii) The matrix L0c is nonpositive definite in the scalar product (13): hx, L0c xi ≤ 0.



(23)



(iii) The null space of the matrix L0c is the linear envelope of the vectors H −1 c bi representing the complete system of conservation laws: kerL0c = Lin{H −1 c bi , i = 1, . . . , l}



(24)



(iv) If c = ceq , then Ws+ (ceq ) = Ws− (ceq ), and L0ceq = Lceq .



(25)



Thus, the decomposition (19) splits the matrix Lc in two parts: one part, (20) is symmetric and nonpositive definite, while the other part, (21), vanishes in the equilibrium. The decomposition (19) explicitly takes into account the mass-action law. For other dissipative systems, the decomposition (19) is possible as soon as the relevant kinetic operator is written in a gain–loss form.
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Invariant grids



In most of the works (of us and of other people on similar problems), analytic forms were required to represent manifolds (see, however, the method of Legendre integrators [14, 15, 16]). However, in order to construct manifolds of a relatively low dimension, grid-based representations of manifolds become a relevant option [8]. The main idea of the method of invariant grids (MIG) is to find a mapping of the finitedimensional grids into the phase space of a dynamic system. That is, we construct not just a point approximation of the invariant manifold F ∗ (y), but an invariant grid. When refined, it is expected to converge, of course, to F ∗ (y), but in any case it is a separate, independently defined object. Let’s denote L = Rn , G is a discrete subset of Rn . It is natural to think of a regular grid, but this is not so crucial. For every point y ∈ G, a neighborhood of y is defined: Vy ⊂ G, where Vy is a finite set, and, in particular, y ∈ Vy . On regular grids, Vy includes, as a rule, the nearest neighbors of y. It may also include the points next to the nearest neighbors. For our purpose, we should define a grid differential operator. For every function, defined on the grid, also all derivatives are defined: ¯



X ∂f ¯¯ qi (z, y)f (z), i = 1, . . . n. = ¯ ∂yi y∈G z∈V



(26)



y



where qi (z, y) are some coefficients. Here we do not specify the choice of the functions qi (z, y). We just mention in passing that, as a rule, equation (26) is established using some approximation of f in the neighborhood of y in Rn by some differentiable functions (for example, polynomials). This approximation is based on the values of f at the points of Vy . For regular grids, qi (z, y) are functions of the difference z − y. For some of the nodes y which are close to the edges of the grid, functions are defined only 8
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on the part of Vy . In this case, the coefficients in (26) should be modified appropriately in order to provide an approximation using available values of f . Below we assume this modification is always done. We also assume that the number of points in the neighborhood Vy is always sufficient to make the approximation possible. This assumption restricts the choice of the grids G. Let’s call admissible all such subsets G, on which one can define differentiation operator in every point. Let F be a given mapping of some admissible subset G ⊂ Rn into U . For every y ∈ V we define tangent vectors: Ty = Lin{gi }n1 , (27) where vectors gi (i = 1, . . . n) are partial derivatives (26) of the vector-function F : gi =



X ∂F = qi (z, y)F (z), ∂yi z∈V



(28)



y



or in the coordinate form: (gi )j =



X ∂Fj = qi (z, y)Fj (z). ∂yi z∈V



(29)



y



Here (gi )j is the jth coordinate of the vector (gi ), and Fj (z) is the jth coordinate of the point F (z). The grid G is invariant, if for every node y ∈ G the vector field J(F (y)) belongs to the tangent space Ty (here J is the right hand side of the kinetic equations (1)). So, the definition of the invariant grid includes: 1. The finite admissible subset G ⊂ Rn ; 2. A mapping F of this admissible subset G into U (where U is the phase space of kinetic equation (1)); 3. The differentiation formulas (26) with given coefficients qi (z, y); The grid invariance equation has a form of an inclusion: J(F (y)) ∈ Ty for every y ∈ G, or a form of an equation: (1 − Py )J(F (y)) = 0 for every y ∈ G, where Py is the thermodynamic projector (17). The grid differentiation formulas (26) are needed, in the first place, to establish the tangent space Ty , and the null space of the thermodynamic projector Py in each node. It is important to realize that the locality of the construction of the thermodynamic projector enables this without a global parametrization. Let x = F (y) be the location of the grid’s node y immersed into U . We have the set of tangent vectors gi (x), defined in x (28), (29). Thus, the tangent space Ty is defined by (27). Also, one has T the entropy function S(x), the linear functional Dx S|x , and the subspace T0y = Ty ker Dx S|x in Ty . Let T0y 6= Ty . In this case we have a vector ey ∈ Ty , orthogonal to T0y , Dx S|x (ey ) = 1. Then the thermodynamic projector is defined as: Py • = P0y • +ey Dx S|x •,



(30)



where P0y is the orthogonal projector on T0y with respect to the entropic scalar product h|ix . 9
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If T0y = Ty , then the thermodynamic projector is the orthogonal projector on Ty with respect to the entropic scalar product h|ix . The general schema of solving the invariance equation (3) to optimize positions of the invariant grid nodes in space is the following: 0) The grid is initialized. For example, one can use spectral decomposition of (Dx2 S)x in the equilibrium; 1) Given some node positions, one calculates the tangent vectors in every node of the grid (27), at this stage the connectivity between nodes is used; 2) With set of tangent vectors calculated at the previous step, solve the invariance equation for every node independently and calculate a shift δy of every node in the phase space; we propose two algorithms to calculate the shift: the Newton method with incomplete linearization and the relaxation method (see also [6],[8], [5], [4]). 3) Repeat steps 1) and 2) until some convergence criterion will be fulfilled: for example, all shifts δyi , i = 1..n will be less than a predefined ²conv . 4) Update the structure of the grid: for example, add new nodes and extend (extrapolate) or refine (interpolate) the grid. Some strategies for this are described further; 5) Repeat steps 1)-4) until some criterion will be fulfilled: typically, when the nodes reach the phase space boundary or the spectral gap is too small (see further). The idea of the Newton method with incomplete linearization is to use linear approximation of J in the vicinity of a grid node y (keeping the projector P fixed). At the same time the node is shifted in the fast direction (in y + ker Py affine subspace). For the Newton method with incomplete linearization, the equations for calculation the new node location y 0 = y + δy are: (



Py δy = 0 (1 − Py )(J(y) + DJ(y)δy) = 0.



(31)



Here DJ(y) is a matrix of derivatives of J evaluated at y. Instead of DJ(y) (especially in the regions that are far from the equilibrium) one can use the symmetric operator L0 (y) (20), this will provide better convergence towards the ”true” invariant manifold. Equation (31) is a system of linear algebraic equations. In practice, it proves convenient to choose some orthonormal (with respect to the entropic scalar product) basis bi in ker Py . Let P r = dim(ker Py ). Then δy = ri=1 δi bi , and system (31) takes the form r X



δk hbi | DJ(y)bk iy = −hJ(y) | bi iy , i = 1...r.



(32)



k=1



This is the system of linear equations for adjusting the node location according to the Newton method with incomplete linearization. We remind once again that one should use the entropic scalar products. For the relaxation method, one needs to calculate the defect ∆y = (1 − Py )J(y), and the relaxation step h∆y |∆y iy τ (y) = − . (33) h∆y |DJ(y)∆y iy Then, the new node location y 0 is computed as y 0 = y + τ (y)∆y .



(34)



This is the equation for adjusting the node location according to the relaxation method.
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4



Grid construction strategy



From all the reasonable strategies of the invariant grid construction we consider here the following two: the growing lump and the invariant flag.



4.1



Growing lump



The construction is initialized from the equilibrium point y ∗ . The first approximation is constructed as F (y ∗ ) = x∗ , and for some initial V0 (Vy∗ ⊂ V0 ) one has F (y) = x∗ + A(y − y ∗ ), where A is an isometric embedding (in the standard Euclidean metrics) of Rn in E. For this initial grid one makes a fixed number of iterations of one of the methods chosen (Newton’s method with incomplete linearization or the relaxation method), and, after that, puts S V1 = y∈V0 Vy and extends F from V0 onto V1 using the linear extrapolation, and the process continues. One of the possible variants of this procedure is to extend the grid from Vi to Vi+1 not after a fixed number of iterations, but only after the invariance defect ∆y becomes less than a given ² (in a given norm, which is entropic, as a rule), for all nodes y ∈ Vi . The lump stops growing after it reaches the boundary and is within a given accuracy k∆k < ².



4.2



Invariant flag



In order to construct the invariant flag one uses sufficiently regular grids G, in which many points are located on the coordinate lines, planes, etc. One considers the standard flag R0 ⊂ R1 ⊂ R2 ⊂ ... ⊂ Rn (every next space is constructed by adding one more coordinate). It corresponds to a sequence of grids {y ∗ } ⊂ G1 ⊂ G2 ... ⊂ Gn , where {y ∗ } = R0 , and Gi is a grid in Ri . First, y ∗ is mapped on x∗ and further F (y ∗ ) = x∗ . Then the invariant grid is constructed on V 1 ⊂ G1 (up to the boundaries and within a given accuracy k∆k < ²). After that, the neighborhoods in G2 are added to the points V 1 , and the grid V 2 ⊂ G2 is constructed (up to the boundaries and within a given accuracy) and so on, until V n ⊂ Gn is constructed. While constructing the kth-order grid V k ⊂ Gk , the important role of the grids of lower dimension V 0 ⊂ ... ⊂ V k−1 ⊂ V k embedded in it, is preserved. The point F (y ∗ ) = x∗ (equilibrium) remains fixed. For every y ∈ V q (q < k) the tangent vectors g1 , ..., gq are constructed, using the differentiation operators (26) on the whole V k . Using the tangent space Ty = Lin{g1 , .., gq }, the projector Py is constructed, the iterations are applied and so on. All this is done in order to obtain a sequence of embedded invariant grids, given by the same map F .



4.3



Boundaries check and the entropy



We construct grid mapping of F onto a finite set V ∈ G. The technique of checking whether the grid still belongs to the phase space U of the kinetic system (F (V ) ⊂ U ) is quite straightforward: all the points y ∈ V are checked whether they belong to U . If at the next iteration a point F (y) leaves U , then it is pulled inside by a homothety transform with the center in x∗ . Since the entropy is a concave function, the homothety contraction with the center in x∗ increases the entropy monotonically. Another variant to cut off the points which leave U . By construction (17), the kernel of the entropic projector is annulled by the entropy differential. Thus, in the first order, the steps in the Newton method with incomplete linearization (31) as well as in the relaxation method (33) do not change the entropy. But if the steps are quite large, then the increase of the entropy may become essential, and the points are returned on their entropy levels by the homothety contraction with the center in the equilibrium point.
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Iteration 1 Iteration 2 Iteration 3 Iteration 4



Figure 3: Grid instability. For small grid steps approximations in the calculation of grid derivatives lead to the grid instability effect. Several successive iterations of the algorithm without adaptation of the time step are shown that lead to undesirable “oscillations”, which eventually destroy the grid starting from one of its ends.
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Instability of fine grids



When one reduces the grid spacing in order to refine the grid, then, once the grid spacing becomes small enough, one can face the problem of the Courant instability [17, 18, 19]. Instead of converging, at every iteration the grid becomes more and more entangled (see Fig. 3). A way to avoid such instability is well-known. This is decreasing the time step. In our problem, instead of a true time step, we have a shift in the Newtonian direction. Formally, we can assign the value h = 1 for one complete step in the Newtonian direction. Let us extend now the Newton method to arbitrary h. For this, let us find δx = δF (y) from (31), but update δx proportionally to h; the new value of xn+1 = Fn+1 (y) is equal to Fn+1 (y) = Fn (y) + hn δFn (y)



(35)



where n denotes the number of iteration. One way to choose the step value h is to make it adaptive, by controlling the average value P of the invariance defect k∆y k at every step. Another way is the convergence control: then hn plays a role of time. Elimination of the Courant instability for the relaxation method can be done quite analogously. Everywhere the step h is maintained as large as it is possible without running into convergence problems.
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Analyticity and effect of superresolution.



When constructing invariant grids, one must define the differential operators (26) for every grid’s node. For calculating the differential operators in some point y, an interpolation procedure in the neighborhood of y is used. As a rule, it is an interpolation by a low-order polynomial, which is constructed using the function values in the nodes belonging to the neighbourhood of y in G. This approximation (using values in the nearest neighborhood nodes) is natural for smooth functions. But we are looking for the analytical invariant manifold. Analytical functions have a much more “rigid” structure than the smooth ones. One can change a smooth function in the 12
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neighborhood of any point in such a way, that outside this neighborhood the function will not change. In general, this is not possible for analytical functions: a kind of a “long-range” effect takes place (as is well known) . The idea is to make use of this effect and to reconstruct some analytical function fG using a function given on G. There is one important requirement: if the values given on G are values of some function f which is analytical in a neighborhood U , then, if the G is refined “correctly”, one must have fG → f in U . The sequence of reconstructed function fG should converge to the “right” function f . What is the “correct refinement”? For smooth functions for the convergence fG → f it is necessary and sufficient that, in the course of refinement, G would approximate the whole U with arbitrary accuracy. For analytical functions it is necessary only that, under the refinement, G would approximate some uniqueness set A ⊂ U . A subset A ⊂ U is called uniqueness set in U if for analytical in U functions ψ and ϕ from ψ|A ≡ ϕ|A it follows ψ ≡ ϕ. Suppose we have a sequence of grids G, each next is finer than the previous, which approximate a set A. For smooth functions using function values defined on the grids one can reconstruct the function in A. For analytical functions, if the analyticity domain U is known, and A is a uniqueness set in U , then one can reconstruct the function in U . The set U can be essentially bigger than A; because of this such extension was named as superresolution effect [20]. There exist formulas for construction of analytical functions fG for different domains U , uniqueness sets A ⊂ U and for different ways of discrete approximation of A by a sequence of refined grids G [20]. Here we provide only one Carleman’s formula which is the most appropriate for our purposes. Let domain U = Qnσ ⊂ C n be a product of strips Qσ ⊂ C, Qσ = {z|Imz < σ}. We shall construct functions holomorphic in Qnσ . This is effectively equivalent to the construction of real analytical functions f in the whole Rn with a condition on the convergence radius r(x) of the Taylor series for f as a function of each coordinate: r(x) ≥ σ in every point x ∈ Rn . The sequence of refined grids is constructed as follows: let for every l = 1, ..., n a finite sequence of distinct points Nl ⊂ Qσ be defined: Nl = {xlj |j = 1, 2, 3...}, xlj 6= xli f or i 6= j



(36)



The countable uniqueness set A, which is approximated by a sequence of refined grids, has the form: A = N1 × N2 × ... × Nn = {(x1i1 , x2i2 , .., xnin )|i1,..,n = 1, 2, 3, ...} (37) The grid Gm is defined as the product of initial fragments Nl of length m: Gm = {(x1i1 , x2i2 ...xnin )|1 ≤ i1,..,n ≤ m}



(38)



Let us denote λ = 2σ/π (σ is a half-width of the strip Qσ ). The key role in the construction λ (u, p, l) of 3 variables: u ∈ U = Qn , p of the Carleman’s formula is played by the functional ωm σ is an integer, 1 ≤ p ≤ m, l is an integer, 1 ≤ p ≤ n. Further u will be the coordinate value at the point where the extrapolation is calculated, l will be the coordinate number, and p will be an element of multi-index {i1 , ..., in } for the point (x1i1 , x2i2 , ..., xnin ) ∈ G: λ ωm (u, p, l) =



(eλxlp + eλ¯xlp )(eλu − eλxlp ) λ(eλu + eλ¯xlp )(u − xlp )eλxlp ×



m Y



(eλxlp + eλ¯xlj )(eλu − eλxlj ) (eλxlp − eλxlj )(eλu + eλ¯xlj ) j=1j6=p



(39)



For real-valued xpk formula (39) simplifyes: λ ωm (u, p, l) = 2



m Y eλu − eλxlp (eλxlp + eλxlj )(eλu − eλxlj ) × λx λu λ(e + e lp )(u − xlp ) j=1j6=p (eλxlp − eλxlj )(eλu + eλxlj )
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(40)



The Carleman formula for extrapolation from GM on U = Qnσ (σ = πλ/2) has the form (z = (z1 , ..., zn )): fm (z) =



m X



f (xk )



n Y



λ ωm (zj , kj , j),



(41)



j=1



k1 ,...,kn =1



where k = k1 , .., kn , xk = (x1k1 , x2k2 , ..., xnkn ). There exists a theorem [20]: If f ∈ H 2 (Qnσ ), then f (z) = limm→∞ fm (z), where H 2 (Qnσ ) is the Hardy class of holomorphic in Qnσ functions. It is useful to present the asymptotics of (41) for large |Rezj |. For this purpose, we shall consider the asymptotics of (41) for large |Reu|: ¯ ¯ m Y ¯ 2 λ |ωm (u, p, l)| = ¯¯ ¯ λu j=1j6=p



¯ ¯



eλxlp + eλxlj ¯¯ + o(|Reu|−1 ). eλxlp − eλxlj ¯¯



(42)



From the formula (41) one can see that for the finite m and |Rezj | → ∞ function |fm (z)| Q behaves like const · j |zj |−1 . This property (zero asymptotics) must be taken into account when using the formula (41). When constructing invariant manifolds F (W ), it is natural to use (41) not for the immersion F (y), but for the deviation of F (y) from some analytical ansatz F0 (y) [21, 22, 23]. The analytical ansatz F0 (y) can be obtained using Taylor series, just as in the Lyapunov auxiliary theorem [24]. Another variant is to use Taylor series for the construction of Padeapproximations. It is natural to use approximations (41) in terms of dual variables as well, since there exists for them (as the examples demonstrate) a simple and effective linear ansatz for the invariant manifold. This is the slow invariant subspace Eslow of the operator of linearized system (1) in dual variables at the equilibrium point. This invariant subspace corresponds to the set of “slow” eigenvalues (with small |Reλ|, Reλ < 0). In the space of concentrations this invariant subspace is the quasiequilibrium manifold. It consists of the maximum entropy points on the affine manifolds of the form x + Efast , where Efast is the “fast” invariant subspace of the operator of the linearized system (1) at the equilibrium point. It corresponds to the “fast” eigenvalues (large |Reλ|, Reλ < 0). Carleman’s formulas can be useful for the invariant grids construction in two places: first, for the definition of the grid differential operators (26), and second, for the analytical continuation of the manifold from the grid.
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Example: Two-step catalytic reaction



Let us consider a two-step four-component reaction with one catalyst A2 (the Michaelis-Menten mechanism, see Fig. 1a): A1 + A2 ↔ A3 ↔ A2 + A4 . (43) We assume the Lyapunov function of the form S = −G = −



4 X



ci [ln(ci /ceq i ) − 1].



i=1



The kinetic equation for the four-component vector of concentrations, c = (c1 , c2 , c3 , c4 ), has the form c˙ = γ 1 W1 + γ 2 W2 . (44) 14
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Here γ 1,2 are stoichiometric vectors, γ 1 = (−1, −1, 1, 0), γ 2 = (0, 1, −1, 1),



(45)



while functions W1,2 are reaction rates: W1 = k1+ c1 c2 − k1− c3 , W2 = k2+ c3 − k2− c2 c4 .



(46)



± Here k1,2 are reaction rate constants. The system under consideration has two conservation laws, c1 + c3 + c4 = B1 , c2 + c3 = B2 , (47)



or hb1,2 , ci = B1,2 , where b1 = (1, 0, 1, 1) and b1 = (0, 1, 1, 0). The nonlinear system (43) is effectively two-dimensional, and we consider a one-dimensional reduced description. For our example, we chosed the following set of parameters: k1+ = 0.3, k1− = 0.15, k2+ = 0.8, k2− = 2.0; eq eq eq ceq 1 = 0.5, c2 = 0.1, c3 = 0.1, c4 = 0.4; B1 = 1.0, B2 = 0.2



(48)



The one-dimensional invariant grid is shown in Fig. 4 in the (c1 ,c4 ,c3 ) coordinates. The grid was constructed by the growing lump method, as described above. We used Newton iterations to adjust the nodes. The grid was grown up to the boundaries of the phase space. The grid in this example is a one-dimensional ordered sequence {x1 , . . . , xn }. The grid derivatives for calculating the tangent vectors g were taken as g(xi ) = (xi+1 −xi−1 )/||xi+1 −xi−1 || for the internal nodes, and g(x1 ) = (x1 − x2 )/||x1 − x2 ||, g(xn ) = (xn − xn−1 )/||xn − xn−1 || for the grid’s boundaries. Close to the phase space boundaries we had to apply an adaptive algorithm for choosing the time step h: if, after the next growing step (adding new nodes to the grid and after completing N = 20 Newtonian steps, the grid did not converged, then we choose a new step size hn+1 = hn /2 and recalculate the grid. The final (minimal) value for h was h ≈ 0.001. The location of the nodes was parametrized with the entropic distance to the equilibrium point measured in the quadratic metrics given by the matrix H c = −||∂ 2 S(c)/∂ci ∂cj || in the equilibrium ceq . It means that every node is located on a sphere in this metrics with a given radius, which increases linearly with number of the node. In this figure the step of the increase is chosen to be 0.05. Thus, the first node is at the distance 0.05 from the equilibrium, the second is at the distance 0.10 and so on. Fig. 5 shows several important quantities which facilitate understanding of the object (invariant grid) extracted. The sign on the x-axis of the graphs at Fig. 5 is meaningless since the distance is always positive, but in this situation it indicates two possible directions from the equilibrium point. Fig. 5a,b represents the slow one-dimensional component of the dynamics of the system. Given any initial condition, the system quickly finds the corresponding point on the manifold and starting from this point the dynamics is given by a part of the graph on the Fig. 5a,b. One of the useful quantities is shown on the Fig. 5c. It is the relation between the relaxation times “toward” and “along” the grid (λ2 /λ1 , where λ1 ,λ2 are the smallest and the next smallest by absolute value non-zero eigenvalue of the system, symmetrically linearized at the point of the grid node). The figure demonstrates that the system is very stiff close to the equilibrium point (λ1 and λ2 are well separated from each other), and becomes less stiff (by order of magnitude) near the boundary. This leads to the conclusion that the one-dimensional reduced model is more adequate in the neighborhood of the equilibrium where fast and slow motions are separated by two orders of magnitude. On the end–points of the grid the one-dimensional reduction ceases to be well-defined. 15



33



0.2



c3



0.15 0.1 0.05 0 1 1 0.5



0.5



c4



c1



0 0



Figure 4: One-dimensional invariant grid (circles) for the two-dimensional chemical system. Projection into the 3d-space of c1 , c4 , c3 concentrations. The trajectories of the system in the phase space are shown by lines. The equilibrium point is marked by the square. The system quickly reaches the grid and further moves along it.
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Example: Model hydrogen burning reaction



In this section we consider a more complicated example (see Fig. 1b), where the concentration space is 6-dimensional, while the system is 4-dimensional. We construct an invariant flag which consists of 1- and 2-dimensional invariant manifolds. We consider a chemical system with six species called H2 (hydrogen), O2 (oxygen), H2 O (water), H, O, OH (radicals), see Fig. 1. We assume the Lyapunov function of the form S = P −G = − 6i=1 ci [ln(ci /ceq i ) − 1]. The subset of the hydrogen burning reaction and corresponding (direct) rate constants have were taken as: 1. H2 ↔ 2H 2. O2 ↔ 2O 3. H2 O ↔ H + OH 4. H2 + O ↔ H + OH 5. O2 + H ↔ O + OH 6. H2 + O ↔ H2 O



k1+ k2+ k3+ k4+ k5+ k6+



=2 =1 =1 = 103 = 103 = 102



(49)



The conservation laws are: 2cH2 + 2cH2 O + cH + cOH = bH 2cO2 + cH2O + cO + cOH = bO



(50)



For parameter values we took bH = 2, bO = 1, and the equilibrium point: eq eq eq eq eq ceq H2 = 0.27 cO2 = 0.135 cH2 O = 0.7 cH = 0.05 cO = 0.02 cOH = 0.01



(51)



Other rate constants ki− , i = 1..6 were calculated from ceq value and ki+ . For this system the stoichiometric vectors are: γ 1 = (−1, 0, 0, 2, 0, 0) γ 2 = (0, −1, 0, 0, 2, 0) γ 3 = (0, 0, −1, 1, 0, 1) γ 4 = (−1, 0, 0, 1, −1, 1) γ 5 = (0, −1, 0, −1, 1, 1) γ 6 = (−1, 0, 1, 0, −1, 0)



(52)



The system under consideration is fictitious in the sense that the subset of equations corresponds to the simplified picture of this chemical process and the rate constants do not correspond 16
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Figure 5: One-dimensional invariant grid for the two-dimensional chemical system. a) Values of the concentrations along the grid. b) Values of the entropy and the entropy production (-dG/dt) along the grid. c) Ratio of the relaxation times “towards” and “along” the manifold. The nodes positions are parametrized with entropic distance measured in the quadratic metrics given by H c = −||∂ 2 S(c)/∂ci ∂cj || in the equilibrium ceq . Entropic coordinate equal to zero corresponds to the equilibrium.
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Figure 6: One-dimensional invariant grid for model hydrogen burning reaction. a) Projection into the 3d-space of cH , cO , cOH concentrations. b) Concentration values along the grid. c) Three smallest by the absolute value non-zero eigenvalues of the symmetrically linearized system.



to any experimentally measured quantities, rather they reflect only orders of magnitudes relevant real-world systems. In that sense we consider here a qualitative model system, which allows us to illustrate the invariant grids method. Nevertheless, modeling of more realistic systems differs only in the number of species and equations. This leads, of course, to computationally harder problems, but difficulties are not crucial. Fig. 6a presents a one-dimensional invariant grid constructed for the system. Fig. 6b demonstrates the reduced dynamics along the manifold (for the explanation of the meaning of the x-coordinate, see the previous subsection). In Fig. 6c the three smallest by the absolute value non-zero eigenvalues of the symmetrically linearized Jacobian matrix of the system are shown. One can see that the two smallest eigenvalues almost interchange on one of the grid ends. This means that the one-dimensional “slow” manifold faces definite problems in this region, it is just not well defined there. In practice, it means that one has to use at least a two-dimensional grids there. Fig. 7a gives a view of the two-dimensional invariant grid, constructed for the system, using the “invariant flag” strategy. The grid was raised starting from the 1D-grid constructed at the previous step. At the first iteration for every node of the initial grid, two nodes (and two 18
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edges) were added. The direction of the step was chosen as the direction of the eigenvector of the matrix Asym (at the point of the node), corresponding to the second “slowest” direction. The value of the step was chosen to be ² = 0.05 in terms of entropic distance. After several Newton’s iterations done until convergence was reached, new nodes were added in the direction “ortogonal” to the 1D-grid. This time it was done by linear extrapolation of the grid on the same step ² = 0.05. Once some new nodes become one or several negative coordinates (the grid reaches the boundaries) they were cut off. If a new node has only one edge, connecting it to the grid, it was excluded (since it was impossible to calculate 2D-tangent space for this node). The process was continued until the expansion was possible (the ultimate state is when every new node had to be cut off). The method for calculating tangent vectors for this regular rectangular 2D-grid was chosen to be quite simple. The grid consists of rows, which are co-oriented by construction to the initial 1D-grid, and columns that consist of the adjacent nodes in the neighboring rows. The direction of the columns corresponds to the second slowest direction along the grid. Then, every row and column is considered as a 1D-grid, and the corresponding tangent vectors are calculated as it was described before: grow (xk,i ) = (xk,i+1 − xk,i−1 )/kxk,i+1 − xk,i−1 k for the internal nodes and grow (xk,1 ) = (xk,1 − xk,2 )/kxk,1 − xk,2 k, grow (xk,nk ) = (xk,nk − xk,nk −1 )/kxk,nk − xk,nk −1 k for the nodes which are close to the grid’s edges. Here xk,i denotes the vector of the node in the kth row, ith column; nk is the number of nodes in the kth row. Second tangent vector gcol (xk,i ) is calculated analogously. In practice, it proves convenient to orthogonalize grow (xk,i ) and gcol (xk,i ).



9



Invariant grid as a tool for visualization of dynamic system properties



Usual way of dealing with a system (1) is to define some initial conditions and solve the equation for a given time interval. This gives us one particular trajectory of the system. Can we have a look at the global picture of all possible trajectories or in other words can we visualize the vector field in RN , defined by J (x)? It would be possible if one has two or three species in the system (1). Invariant manifolds and their grid representation allow to do it for higher dimensions, thus they can serve as a data visualization tool. The situation is somewhat close in spirit with data visualization using principal manifolds (for example, see [11]) where one uses two-dimensional manifolds to visualize a finite set of points. Invariant manifolds allow to visualize the global system dynamics on the non-linear manifold of slow motions (i.e., in the space which corresponds to the effects observed in a real-life experiment). In this section we demonstrate global system dynamics visualization on the model hydrogen burning reaction. Since the phase space is four-dimensional, it is impossible to visualize the grid in one of the coordinate 3D-views, as it was done in the previous subsection. To facilitate visualization one can utilize traditional methods of multi-dimensional data visualization. Here we make use of the principal components analysis (see, for example, [12]), which constructs a three-dimensional linear subspace with maximal dispersion of the othogonally projected data (grid nodes in our case). In other words, the method of principal components constructs in a multi-dimensional space a three-dimensional box such that the grid can be placed maximally 19
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b) Figure 7: Two-dimensional invariant grid for the model hydrogen burning reaction. a) Projection into the 3d-space of cH , cO , cOH concentrations. b) Projection into the principal 3D-subspace. Trajectories of the system are shown coming out from every node. Bold line denotes the one-dimensional invariant grid, starting from which the 2D-grid was constructed.
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tightly inside the box (in the mean square distance meaning). After projection of the grid nodes into this space, we get more or less adequate representation of the two-dimensional grid embedded into the six-dimensional concentrations space (Fig. 7b). The disadvantage of the approach is that the axes now do not bear any explicit physical meaning, they are just some linear combinations of the concentrations. One attractive feature of two-dimensional grids is the possibility to use them as a screen, on which one can display different functions f (c) defined in the concentrations space. This technology was exploited widely in the non-linear data analysis by the elastic maps method [10], [11]. The idea is to “unfold” the grid on a plane (to present it in the two-dimensional space, where the nodes form a regular lattice). In other words, we are going to work in the internal coordinates of the grid. In our case, the first internal coordinate (let’s call it s1 ) corresponds to the direction, co-oriented with the one-dimensional invariant grid, the second one (let us call it s2 ) corresponds to the second slow direction. By the construction, the coordinate line s2 = 0 line corresponds to the one-dimensional invariant grid. Units of s1 and s2 is the entropic distance. Every grid node has two internal coordinates (s1 , s2 ) and, simultaneously, corresponds to a vector in the concentration space. This allows us to map any function f (c) from the multidimensional concentration space to the two-dimensional space of the grid. This mapping is defined in a finite number of points (grid nodes), and can be interpolated (linearly, in the simplest case) between them. Using coloring and isolines one can visualize the values of the function in the neighborhood of the invariant manifold. This is meaningful, since, by the definition, the system spends most of the time in the vicinity of the invariant manifold, thus, one can visualize the behavior of the system. As a result of applying this technology, one obtains a set of color illustrations (a stack of information layers), put onto the grid as a map. This enables applying the whole family of the well developed methods of working with the stack of information layers, such as the geographical information systems (GIS) methods. Briefly, this technique of the visualization is a useful tool for understanding of dynamical systems. It allows to see simultaneously many different scenarios of the system behavior, together with different system’s characteristics. Let us use the invariant grids for the the model hydrogen burning system as a screen for visualisation. The simplest functions to visualize are the coordinates: ci (c) = ci . In Fig. 8 we displayed four colorings, corresponding to the four arbitrarily chosen concentrations functions (of H2 , O, H and OH; Fig. 8a-d). The qualitative conclusion that can be made from the graphs is that, for example, the concentration of H2 practically does not change during the first fast motion (towards the 1D-grid) and then, gradually changes to the equilibrium value (the H2 coordinate is “slow”). The O coordinate is the opposite case, it is the “fast” coordinate which changes quickly (on the first stage of the motion) to the almost equilibrium value, and it almost does not change after that. Basically, the slopes of the coordinate isolines give some impression of how “slow” a given concentration is. Fig. 8c shows an interesting behavior of the OH concentration. Close to the 1D grid it behaves like a “slow coordinate”, but there is a region on the map where it has a clear “fast” behavior (middle bottom of the graph). The next two functions which one could wish to visualize are the entropy S and the entropy P production σ(c) = −dG/dt(c) = i ln(ci /ceq i )c˙i . They are shown on Fig. 9a,b. Finally, we visualize the relation between the relaxation times of the fast motion towards the 2D-grid and the slow motion along it. This is given on the Fig. 9c. This picture allows to make a conclusion that two-dimensional consideration can be appropriate for the system (especially in the “high H2 , high O” region), since the relaxation times “towards” and “along” the grid are well separated. One can compare this to the Fig. 9d, where the relation between relaxation times towards and along the 1D-grid is shown.
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Figure 8: Two-dimensional invariant grid as a screen for visualizing different functions defined in the concentrations space. The coordinate axes are entropic distances (see the text for the explanations) along the first and the second slowest directions on the grid. The corresponding 1D invariant grid is denoted by bold line, the equilibrium is denoted by square.



10 10.1



Invariant manifolds for open systems Zero-order approximation



Let the initial dissipative system (1) be “spoiled” by an additional term (“external vector field” Jex (x, t)): dx = J(x) + Jex (x, t), x ⊂ U. (53) dt For this new system the entropy does not increase everywhere. In the new system (53) different dynamic effects are possible, such as a non-uniqueness of stationary states, auto-oscillations, etc. The “inertial manifold” effect is well-known: solutions of (53) approach some relatively low-dimensional manifold on which all the non-trivial dynamics takes place [27, 25, 26]. It is natural to expect that the inertial manifold of the system (53) is located somewhere close to the slow manifold of the initial dissipative system (1). This hypothesis has the following basis. Suppose that the vector field Jex (x, t) is sufficiently small. Let’s introduce, for example, a small parameter ε > 0, and consider εJex (x, t) instead of Jex (x, t). Let’s assume that for the system (1) a separation of motions into “slow” and “fast” takes place. In this case, there exists such interval of positive ε that εJex (x, t) is comparable to J only in a small neighborhood of the given slow motion manifold of the system (1). Outside this neighborhood, εJex (x, t) is negligibly small in comparison with J and only negligibly influences the motion (for this statement to be
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Figure 9: Two-dimensional invariant grid as a screen for visualizing different functions defined in the concentrations space. The coordinate axes are entropic distances (see the text for the explanations) along the first and the second slowest directions on the grid. The corresponding 1D invariant grid is denoted by bold line, the equilibrium is denoted by square.



true, it is important that the system (1) is dissipative and every solution comes in finite time to a small neighborhood of the given slow manifold). Precisely this perspective on the system (53) allows to exploit slow invariant manifolds constructed for the dissipative system (1) as the ansatz and the zero-order approximation in a construction of the inertial manifold of the open system (53). In the zero-order approximation, the right part of the equation (53) is simply projected onto the tangent space of the slow manifold. The choice of the projector is determined by the motion separation which was described above: fast motion is taken from the dissipative system (1). A projector which is suitable for all dissipative systems with given entropy function is unique. It is constructed in the following way. Let a point x ∈ U be defined and some vector space T , on which one needs to construct a projection (T is the tangent space to the slow manifold at the point x). We introduce the entropic scalar product h|ix : ha | bix = −(a, Dx2 S(b)).



(54)



Let us consider T0 that is a subspace of T and which is annulled by the differential S at the point x. T0 = {a ∈ T |Dx S(a) = 0}



(55)



If T0 = T , then the thermodynamic projector is the orthogonal projector on T with respect 23
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to the entropic scalar product h|ix . Suppose that T0 6= T . Let eg ∈ T , eg ⊥ T0 with respect to the entropic scalar product h|ix , and Dx S(eg ) = 1. These conditions define vector eg uniquely. The projector onto T is defined by the formula P (J) = P0 (J) + eg Dx S(J)



(56)



where P0 is the orthogonal projector onto T0 with respect to the entropic scalar product h|ix . For example, if T a finite-dimensional space, then the projector (56) is constructed in the following way. Let e1 , .., en be a basis in T , and for definiteness, Dx S(e1 ) 6= 0. 1) Let us construct a system of vectors bi = ei+1 − λi e1 , (i = 1, .., n − 1),



(57) {bi }1n−1



where λi = Dx S(ei+1 )/Dx S(e1 ), and hence Dx S(bi ) = 0. Thus, is a basis in T0 . n−1 2) Let us orthogonalize {bi }1 with respect to the entropic scalar product h|ix (1). We thus derived an orthonormal with respect to h|ix basis {gi }n−1 in T0 . 1 3) We find eg ∈ T from the conditions: heg | gi ix = 0, (i = 1, .., n − 1), Dx S(eg ) = 1.



(58)



and, finally we get P (J) =



n−1 X



gi hgi | Jix + eg Dx S(J).



(59)



i=1



If Dx S(T ) = 0, then the projector P is simply the orthogonal projector with respect to the h|ix scalar product. This is possible if x is the global maximum of entropy point (equilibrium). Then P (J) =



n X



gi hgi |Jix , hgi |gj i = δij .



(60)



i=1



10.2



First-order approximation



Thermodynamic projector (56) defines a ”slow and fast motions” duality: if T is the tangent space of the slow motion manifold then T = imP , and kerP is the plane of fast motions. Let us denote by Px the projector at a point x of a given slow manifold. The vector field Jex (x, t) can be decomposed in two components: Jex (x, t) = Px Jex (x, t) + (1 − Px )Jex (x, t).



(61)



Let us denote Jex s = Px Jex , Jex f = (1−Px )Jex . The slow component Jex s gives a correction to the motion along the slow manifold. This is a zero-order approximation. The ”fast” component shifts the slow manifold in the fast motions plane. This shift changes Px Jex accordingly. Consideration of this effect gives a first-order approximation. In order to find it, let us rewrite the invariance equation taking Jex into account: (



(1 − Px )(J(x + δx) + εJex (x, t)) = 0 Px δx = 0



(62)



The first iteration of the Newton method subject to incomplete linearization gives: (



(1 − Px )(Dx J(δx) + εJex (x, t)) = 0 Px δx = 0. 24
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(63)



(1 − Px )Dx J(1 − Px )J(δx) = −εJex (x, t).



(64)



Thus, we have derived a linear equation in the space kerP . The operator (1 − P )Dx J(1 − P ) is defined in this space. Utilization of the self-adjoint linearization instead of the traditional linearization Dx J operator considerably simplifies solving and studying equation (64). It is necessary to take into account here that the projector P is a sum of the orthogonal projector with respect to the h|ix scalar product and a projector of rank one. Assume that the first-order approximation equation (64) has been solved and the following function has been found: δ1 x(x, εJex f ) = −[(1 − Px )Dx J(1 − Px )]−1 εJex f ,



(65)



where Dx J is either the differential of J or symmetrized differential of J (20). Let x be a point on the initial slow manifold. At the point x + δx(x, εJex f ) the right-hand side of equation (53) in the first-order approximation is given by J(x) + εJex (x, t) + Dx J(δx(x, εJex f )).



(66)



Due to the first-order approximation (66), the motion of a point projection onto the manifold is given by the following equation dx = Px (J(x) + εJex (x, t) + Dx J(δx(x, εJex f (x, t)))). dt



(67)



Note that, in equation (67), the vector field J(x) enters only in the form of projection, Px J(x). For the invariant slow manifold it holds Px J(x) = J(x), but actually we always deal with approximately invariant manifolds, hence, it is necessarily to use the projection Px J instead of J in (67). Remark. The notion ”projection of a point onto the manifold” needs to be specified. For every point x of the slow invariant manifold M there are defined both the thermodynamic projector Px (56) and the fast motions plane kerPx . Let us define a projector Π of some neighborhood of M onto M in the following way: Π(z) = x, if Px (z − x) = 0.



(68)



Qualitatively, it means that z, after all fast motions took place, comes into a small neighborhood of x. The operation (56) is defined uniquely in some small neighborhood of the manifold M. A derivation of slow motions equations requires not only an assumption that εJex is small d but it must be slow as well: dt (εJex ) must be small too. One can get the further approximations for slow motions of the system (53), taking into account the time derivatives of Jex . This is an alternative to the usage of the projection operators methods [28].
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Conclusion



In this paper we presented a method for reducing complexity in complex chemical reaction networks using a consistent approach of constructing invariant manifold for the system of kinetic equations. The method is applicable to the class of dissipative systems (with Lyapounov function) and can be extended to the case of open systems as well. 25
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An attractive feature of the approach is its clear geometrical interpretation. The geometrical approach becomes more and more popular in applied model reduction: one constructs a slow approximate invariant manifold, and dynamical equations on this manifold instead of an approximation of solutions to the initial equations. After that, the equations on the slow manifold can be studied separately, as well as the fast motion to this manifold (the initial layer problem [29]). The notion of invariant grid may be useful beyond the chemical kinetics. This discrete invariant object can serve as a representation of approximate slow invariant manifold, and as a screen (a map) for vizualization of different functions and properties. The problem of the grid correction is fully decomposed into the problems of the grid’s nodes correction which makes it open to effective parallel implementations. The next step should be the implementation of the method of invariant grids for investigation of high-dimensional systems “kinetics+transport”. The asymptotic analysis of the methods of analytic continuation the manifold from the grid should lead to further development of these methods and modifications of the Carleman formula.
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Shape spaces in formal interactions Davide Prandi∗1 , Corrado Priami1 and Paola Quaglia1



Abstract In recent years formal methods from concurrency theory and process calculi have gained increasing importance in modeling complex biological systems. In this paper propension to biological interaction, as seen by the shape spaces theory, is given a linguistic interpretation. Entities from the living matter are viewed as terms of a formal concurrent language of processes with typed interaction sites. Types are strings, and interaction depends on their distance. Further, the language is associated with syntaxdriven rules that permit the inference of the possible computational behaviours of the specified biological system. This approach leads to the use of all the methods and techniques developed in the context of formal languages (e.g. language translation, model checking, . . .), opening new ways for studying complex biological systems.
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1 Introduction The next century biology research will be strongly influenced by the way in which we will be able to hammer the complexity of systems. After the Human Genome Project we have to face a scaling up of the size of problems. Unfortunately this fast growth in the knowledge is not supported by a corresponding enhancement of the methods and techniques for analysing biological systems. The complexity of the processes we want to model and control is mainly given by the interactions of the constituents of the systems and the consequently emergent behaviours. Therefore the complexity of a biological system is related to the interconnected nature of the problem under analysis. In this context, the classical reductionist approach seems no more suitable to handle the current challenges. We need an integrated or systemic view of the investigated phenomena that is hypothesis driven and based on formal/mathematical grounds. Following these principles biology is moving to the so-called Systems Biology. Systems biology is an approach based on systems theory in the applicative domain of biological processes. The basic idea is to view each system as something that has its own behaviour not obtained simply by gluing the behaviour of the systems components of which we already have all the information. We could say that biology is moving towards the organisation of the knowledge acquired with the human genome project and with the high-throughput tools. The challenge we are now facing is to model, analyse and possibly predict the temporal and space evolution of complex biological systems. The key point seems to find a suitable level of abstraction to model the phenomena of interest. On this view we need to build a framework that allows to speed up the understanding of the systems in hand and to exploit the knowledge we are going to discover. Computer science proposed many abstractions to model behaviour and evolution of complex systems over the last decades. We now could adapt such abstraction to the new applicative domains such as e.g. molecular biology or immunology. The basic techniques we should exploit in this strategy are completely different from those used so far in bioinformatics because they lay in the programming languages and modeling field rather than in the classical algorithmic one. Systems Biology has not to be seen as a “revolution” but rather as a change of paradigm. Over the years biologist have understood that they need models for representing and understanding complex biological phenomena. For instance, the wide accepted Gillespie’s algorithm [1] is a stochastic model that describes the temporal evolution of biochemical reaction. The programming languages approach allows the integration and organization of different models in an unique picture. Biochemical Stochastic π-calculus [2] integrates Gillespie’s algorithm in a programming language leading to the use of computer science theory for analysing biochemical reactions. In this paper we make a step further in this direction enriching Beta-binders [3], a language for describing molecular interactions, with the shape space model [4], a model for representing protein shapes. The rest of the paper is organized as follows. Section 2 presents process calculi in the context of Systems Biology. In that section we outline a limit of process calculi for Systems Biology and we see how shape spaces can be used for overcoming this limit. Section 3 introduces the shape spaces theory. Next, in Section 4, the Beta-binders language is briefly recalled. For complete formal details, the interested reader is referred to [3]. Here we stick to a graphical and intuitive presentation, and focus on those modifications that allow shape spaces to be natively dealt with in the language. Section 5 concludes the paper with an application of the language to a simple example inspired to the immune system. We show how the phenomenon can be modeled and comment on the behaviour that can be derived by applying the rules of the language. Finally Section 6 concludes the paper and proposes some perspectives.
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2 Process Calculi in Systems Biology Process calculi are formal languages that have been originally developed for modeling distributed systems. They typically allow the abstract description of complex interacting entities in terms of basic parallel components that can either act as stand-alone machines or synchronise and exchange data. Once fixed a language with a limited number of operators, the specification of a system (synonym of process) is given as a term that fully defines the way in which the various parts of the system are composed together. They may be sequentialised, (meaning that the operations of one component have to be performed before those of another one), let run in parallel, repeated many times, etc.. The formal language, and hence its sentences, is further associated with syntax-driven rules that permit the inference of the possible computational behaviours of the specified system. Those rules, which can be implemented by an automated tool, allow, e.g., to state that a given process P transforms into the process Q, written P → Q. A recent research paper by A. Regev and E. Shapiro points out the analogies between distributed systems and the living matter [5]. Indeed, various description languages in the style of process calculi have already been proposed to model biological behaviours (see, e.g., [2, 6–8]). These languages allow the automatic simulation of all the possible future behaviours of the modeled molecular system, as well as the use of the methods for qualitative and quantitative analysis developed for classical process calculi. The challenge becomes to deeply investigate the relation between biological knowledge and process calculi representation for finding the “best” abstraction. Within this paper we make a step further in this direction grounding process calculi in a well developed biological model. Classical process calculi assume a key-lock model for interactions (think, e.g., of the strict matching between an input and an output over a given channel). Under this assumption only the interaction (a) in Fig 2 is enabled, while (b) is not. This is because “interfaces” of the components 1 and 2 match exactly, while those of 1 and 3 do not. Reactions like the one drawn in (b), however, are quite common in biology [9]. 1
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Figure 1: Interaction models



A proposal to relax the key-lock assumption is Beta-binders [3]. In that formalism, processes are encapsulated into boxes with interfaces that are identified by a name and have an associated type that represents the interaction capabilities of the box. A type is a set of names, and the interaction is enabled if and only if the types of the interfaces of the two partners are not disjoint. For example x : ∆ and y : Γ are two beta binders. The first interface has name x and type ∆ and the second one has name y and type Γ. The interaction is allowed if and only if ∆ ∩ Γ is not empty. This model might be too abstract for a practical biological use, and indeed it was originally chosen by the authors just as a very simple form of typing policy for processes interacting through names. Therefore we introduce here a notion of affinity that is finer than 3
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the one expressed by the intersection of the types of interfaces. We formally ground the concept of affinity on shape spaces [4], a model introduced in the context of immunology, and we incorporate them into Beta-binders.



3 Shape spaces Shape spaces [4] were introduced in the context of the theoretical studies of clonal selection in the field of immunology. In this section we generalise the ideas underlying this methodology abstracting as many biological details as possible. A protein is composed of many different independent structural parts called domains. The interaction capability between domains depends on the structural and chemical complementarity of particular portions, called molecular determinants or motifs. Suppose it is possible to describe the features of a motif by specifying N “shape” parameters. These parameters include geometric quantities which specify the size and the shape of the molecular determinant, and physical characteristics of amino acids comprising the motif (e.g., the charge or the ability to form hydrogen bonds). The N parameters define an N -dimensional vector space that is called shape space, say S. A point in S represents a molecular determinant. A function C : S → S maps motif shapes to their complements. By defining a metric on S, the distance between two points can be used as a measure of interaction propension between two molecular determinants. N2 MA C(MB ) MB C N1 Figure 2: Shape space example



The above intuitions are sketched in Figure 2. We assume that two parameters N 1 and N2 suffice to describe molecular determinants, leading to a 2-dimensional shape space. Moreover we choose the Euclidean metric, obtaining an Euclidean shape space [10]. As an example, let us consider two proteins A and B, with molecular determinants M A and MB , respectively. The molecular determinants M A and MB are two points in the 2-dimensional Euclidean shape space. The function C : N1 × N2 → N1 × N2 maps MB into its complement C (MB ), and the distance ε =k MA − C (MB ) k represents the molecular affinity between the motifs M A and MB . In order to get symmetric interaction propension, one can require ε =k M A − C (MB ) k=k C (MA ) − MB k. If the N shape parameters do not contribute equally to the specificity of a motif (e.g. small charge differences could be more important than small differences in geometry), a metric different from the Euclidean one is required. Finding an appropriate metric for measuring the affinity of molecular determinants is a non trivial task in chemistry. The specific choice of the metric, however, does not affect our semantics. It is computationally difficult to calculate a distance in a high-dimensional continuous space. For this reason the abstract model of the shape spaces is not particularly well suited to a concrete implementation. Computational efficiency is gained by relying on strings and string matching rules to represent the affinity of motifs. Each motif is associated with a string of symbols, and hence a string can be loosely interpreted as 4
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an amino acid sequence. Different symbols represent different values of properties of the amino acids, like, e.g., hydrophobicity or charge. To effectively compute the interaction propension between motifs it is necessary to define a string matching rule. Choosing the ‘right’ rule can be hard, and different biological situations might require different matching rules. Indeed quite a bit of distinct rules have been proposed in the literature, like, e.g., the Hamming distance and the Manhattan distance. The first is given by the number of positions in which two strings differ, while the Manhattan distance between two strings is the sum of the distances between their digits [11]. For example, let us fix the two strings “54” and “84”. Their Hamming distance is 1 (they only differ in the leftmost symbol), and their Manhattan distance is 3 (obtained as 8-5+4-4). Yet another definition of distance comes from the so-called xor rule. Each symbol in the string is represented as a binary number, and the distance between two strings is computed as the normalised sum of the digits of the xor of the two numbers. This last notion of distance is finer than the Hamming distance, and it is computationally more efficient than the Manhattan rule. The shape spaces that use strings and matching rules are globally called Hamming spaces.



A



B



C



Figure 3: Hamming space example



Figure 3 shows an example of the use of Hamming spaces. Three proteins A, B and C with one motif each are reported in the picture. Each motif is represented by an eight digit string, where each digit can be 1 (drawn as a rectangle) or 0 (drawn as a square). So the motifs of A, B, and C are 11010010, 10110001, and 10100101, respectively. Assume that the function C : {0, 1}8 → {0, 1}8 maps 0s to 1s and 1s to 0s. We adopt the Hamming distance and compare each pair of strings reading the digits from left to right. The mutual interaction propensions of A, B and C are then given by d A C (B ) = 4, dA C (C ) = 2 and dB C (C ) = 6, where dX C (Y ) stays for the distance between X and Y . Since the lowest distance value is d A C (C ) , we can conclude that the two proteins A and C have the greatest interaction propension in the considered set. For the sake of clarity, in the above example we made two choices that are not quite realistic from a biological point of view. First, we chose to evaluate strings from left to right, while proteins freely float in the living matter and therefore many other different kinds of interaction are possible. A more concrete model would define the value dX C (Y ) as the longest stretch of consecutive complementary bits [12]. Second, we assumed a direct map between the distance d X C (Y ) and the interaction propension between X and Y . More generally, one would need to define a map between distance and interaction propension [11].



4 Beta-binders graphically In this section we briefly recall Beta-binders and comment on the generalisation that allows a direct representation of shape spaces. We resort to a graphical presentation of the language and of its rules. The interested reader is referred to [3] for the mathematical details concerning notation and semantics. In the present paper we just point out the single modification that has to be applied to the original formalism to directly render the notion of distance. Beta-binders builds on the intuition that biological entities have an internal ‘process unit’ and an ‘interface’ exposed to the external environment. For example, a protein has a backbone and motifs for interacting 5
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with the environment. A cell has a similar structure: it has a membrane whose proteins act as an interface, and a complex internal structure that responds to the external changes. This interpretation of cell is quite limited if we are studying a single cell, but in the context of the study of cellular populations, e.g. in immunology, this vision is acceptable [13]. Furthermore, the computations internal to cells have a high degree of parallelism and is not surprising that techniques from concurrency theory can be used for representing structural changes of the living matter. Specifically, the Beta-binders formalism encloses mobile processes [14] into active borders. These borders, that represent the interface of the described entity, are equipped with typed binders which are used for discriminating between allowed and disallowed interactions with the environment. The processes lying within the borders are made up of a limited number of operators, each corresponding to a distinct possible behaviour. Given a denumerable set of names (channels), the basic syntax of internal processes (ranged over by P , Q, . . .) and the semantic meaning associated with the various operators is given as follows: xhyi. P



can output the name y over x and subsequently act as P ;



x(y). P



can perform an input over x, bind the received datum to y, and then act as P ;



P |Q



behaves as P in parallel with Q; the two sub-processes can either run independently or synchronise; behaves as P | ! P , i.e., it can spawn infinitely many copies of P .



!P



Above, “synchronisation” corresponds to the matching of complementary actions, namely an input and an output over the same channel name. A few more operators are also used. They will be presented later on in this section. Beta-binders is equipped with an intuitive graphical representation. We now explain the computational rules of the formalism by showing their application to a running example. Firstly consider the following Beta-binders process, denoted as S 1 . x : {a1 , a2 } S1



=



u : {a1 }



v : {a2 }



x(y). P1 | xhzi. P2



uhwi. Q



v(w). R



(A1 )



(B1 )



(C1 )



System S1 is composed by three Beta-binders processes, called boxes: A 1 , B1 , and C1 . These boxes represent sub-components that run in parallel, and their distribution in the space is irrelevant (e.g., one could as well draw box C1 to the left of A1 ). Each box is equipped with a beta binder (i.e. an interface). For example, box A1 is given the binder x : {a1 , a2 }, named x and typed by the set of names {a 1 , a2 }. Inter-boxes communication In system S1 , box A1 can interact with either B1 or C1 . This is so because: • A1 can perform the input x(y) over the name x of its binder, B 1 can perform the output uhwi over the name u of its binder, and, since the types of x and u are not disjoint, these input and output can match; 6
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• also, the types of x and of the binder v are not disjoint, and the output xhzi of A 1 can match the input v(w) of C1 . Let us consider the inter-communication between A 1 and B1 . It consumes the actions x(y) and uhwi, in the first and in the second box respectively, and leads to the following configuration. x : {a1 , a2 } S1 → S 2 =



u : {a1 }



v : {a2 }



P1 {w/y } | xhzi. P2



Q



v(w). R



(A2 )



(B2 )



(C1 )



Notice that the information w flowed from box B 1 of S1 to box A2 of S2 , represented by the substitution of the name w for the occurrences of y in P 1 , written P1 {w/y }. Intra-boxes communication In system S1 , a communication within box A1 is enabled as well. It would lead to the following configuration. x : {a1 , a2 } S1 → S 3 =



u : {a1 }



v : {a2 }



P1 {z/y } | P2



uhwi. Q



v(w). R



(A3 )



(B1 )



(C1 )



In the transformation S1 → S3 we observe an internal modification of the leftmost box from A 1 to A3 . The other two boxes remain unaffected. Given the initial system S 1 , inter-communication and intracommunication are both allowed to occur. This reflects real biological situations. For example, internal modifications of the structure of a protein are in competition with environmental solicitations, like, e.g., the interaction with an enzyme. Interface handling Internal processes are also provided with a limited number of operations for managing box interfaces. The associated syntax and semantics is described below: hide(x) . P



make the binder x invisible then behaves like P . (When made invisible, x is written x h .) If the enclosing box has no x-named binder, it stucks;



unhide(x) . P



make the binder xh visible then behaves like P . (When made visible again, xh is turned back to x.) If the enclosing box has no xh -named binder, it stucks;



expose(x, ∆) . P



add a x-named binder typed by ∆ then behaves as P . 7
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Consider for instance the box D1 drawn below. xh : {a1 , a2 }



x : {a1 , a2 } hide(x) . expose(z, {b1 , b2 }) . P | Q



z : {b1 , b2 }



P |Q



→→



(D1 )



(D2 )



The execution of the prefix hide(x) hides the binder named x and changes its name to x h . Then the execution of the prefix expose(z, {b 1 , b2 }) adds to the box a new beta binder typed by {b 1 , b2 }. As a result of this, after two computational steps, D 1 is transformed into D2 . Notice that a box may be associated with more than one single binder, as it is the case for D 2 above. Indeed, unless otherwise specified, when talking about the “binder” of any given box, we refer to the set of all its singular binders. For instance, the binder of D 2 is the set composed of the two elements x h : {a1 , a2 } and z : {b1 , b2 }. Box joining and splitting To handle the box structure, Beta-binders is provided with operations for joining boxes together and for splitting one box in two. The join operation is parametric w.r.t. a function, called f join , and models different possible ways of merging boxes, each of them depending on a distinct instantiation of f join . Let B 1 , B 2 , B 0 stay for box binders, and let σ1 , σ2 represent name substitutions. Then, under the hypothesis that the actual function fjoin is defined at (B 1 , B 2 , P1 , P2 ) and that fjoin (B 1 , B 2 , P1 , P2 ) = (B 0 , σ1 , σ2 ), the general pattern of the join transformation can be graphically rendered as follows: B1



B0



B2 P1



P2



(E1 )



(E2 )



→



P1 σ1 | P 2 σ2 (E’)



The above transformation, just like those illustrated before, can be applied to a subset of a bigger system, leaving the rest unaffected. Namely, if the global system were made up of E 1 , of E2 , and of some other box E3 , then after the transformation the system would be composed of two boxes: E’ and E 3 . The operation that rules the splitting of boxes is dual to the above joining transformation. If fsplit (B, P1 , P2 ) = (B 1 , B 2 , σ1 , σ2 ) then a box with binder B and internal process P 1 | P2 is modified in two boxes: each of them with binder B i and internal process Pi σi , for i = 1, 2.



4.1 Integrating shape spaces into Beta-binders Beta-binders offers a natural ground for the integration of shape spaces. Essentially, in other process calculi interactions only depend on the matching of complementary actions (e.g., of an input and an output over the same channel). In Beta-binders the above requirement is partially relaxed and, at the level of interfaces, an input over x : ∆ can match whichever output over w : Γ, provided that ∆ and Γ share some common element. 8
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Here the definition of types and their management is specialised further so to capture the intuition behind Hamming spaces and string matching rules. In particular, types become strings of names, and compatibility of types (originally interpreted as non-empty intersection of sets) becomes distance between strings. As it was observed in Section 3, distinct matching rules can best fit different contexts. Hence we adopt the following abstract definition of distance. Definition 4.1 Given two strings of symbols Γ and ∆ over the alphabet A, the distance function ρ(Γ, ∆) is a map An × Am → R, where n is the length of Γ, and m is the length of ∆. The definition of the distance function leaves the user free to use different matching rules, leaving the rest of the formal system unaffected. Consider for example the following boxes. x : a 1 a2 b1 b2 a1



u : a 1 a1 b1 b1 a1



x(k). P1 | P2



uhwi. Q1 | Q2



(F1 )



(F2 )



We can set to ∞ the distance between strings of different length, and assume symbols be complementary to themselves. Then, adopting the Hamming distance for strings of the same length, we get ρ(a1 a2 b1 b2 a1 , a1 a1 b1 b1 a1 ) = 2. In a quantitative context this value could be directly used for deriving specific stochastic parameters. In a qualitative view, one can say that the interaction between F 1 and F2 is allowed only if the distance between the types of their binders is lower than a given threshold (see [11] for some examples about this). Indeed, to directly deal with shape spaces, the formal rule defined in [3] for the inter-communication between a box with an elementary binder x : Γ and a box with an elementary binder y : ∆ is modified by requiring that: ρ(Γ, ∆) < threshold where “threshold” is a suitable user-defined value.



5 A simple model from the immune system We conclude the paper by showing how the above formalism can be applied to model the interactions of a few key players of the immune system. As an example, we consider a little system composed of a cell, a virus, and a cytotoxic T cell. First, we represent the three actors as boxes with appropriate binders. Then define suitable instances of the f join and of the fsplit functions that allow the modeling of cell infection, virus replication, and binding of T cells to infected cells. On passing, we show one of the possible runs of the whole system. The formal representation of the system is graphically given as follows: x : ∆C



y : ∆ V1



z : ∆ V2



w : ∆T



dna(x1 ). dna(x2 ). Cact



! dnaheV1 i. dnaheV2 i



T



(Cell)



(Virus)



(TCell)



9
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(S1)



where ∆C = cabbaba, ∆V1 = vbaaaab, ∆V2 = vabbbabba, ∆T = tbaaabbbb, and Cact =! expose(y, x1 ). expose(z, x2 ). Also, for notational convenience, we use the following shorthands: C = dna(x 1 ). dna(x2 ). Cact , and V = ! dnaheV1 i. dnaheV2 i. Looking at the above specification of C act , notice that we use a name, rather than a set, as second parameter of the expose( , ) operator. This discrepancy w.r.t. the semantics presented in [3] can be motivated by supposing that some names are taken from a distinguished set in bijection with the set of the typing strings. Under the same assumption, the names e V1 and eV2 transmitted by Virus over dna are to be thought of as encodings of the types ∆ V1 and ∆V2 . Cell represents an eukaryote cell with a site x that expresses its interaction capabilities. The cell machinery is rendered by the input actions over dna that, when consumed, trigger C act and hence the exposition of new binders. Virus stays for an intracellular parasite. This kind of parasites consist of an outer cell (capsid) made up of proteins and of an interior core containing the genome (DNA or RNA). A virus can enter into a cell and, once inside, it uses the cell machinery to duplicate the genome and to synthesize proteins. In this way the virus builds a new capsid and a new core, i.e. it duplicates itself. The newly generated virus can exit the cell, while the originator still infects it. The Virus box is provided with two sites, the one typed by ∆ V1 is used to model cell infection, while the site typed by ∆ V2 can be recognised by highly specific lymphocytes (which are missing from the present picture). TCell represents a cytotoxic T cell of the adaptive immune responses. T cells circulate in the body searching for cells that have been infected by external organisms, like viruses. In fact, infected cells display on their surfaces some fragments of the viral proteins. A T cell that recognises an infected cell kills it, so preventing the diffusion of the virus. T cells are highly specific and hence they require a high affinity with the virus fragment displayed by the infected cell. The binder types we use in our model are strings that encode the representation of the box they belong to. In the above model, the alphabet of the typing strings is {c, v, t, a, b}. The first symbol of the string encodes the owner of the binder associated with that type: c stays for Cell, v for Virus, and t for TCell. The rest of any typing string, that actually represents the shape of the binder, is made up of as and bs. We assume that the complementarity function C : Am → Am behaves as the identity on the elements of the set {c, v, t} and maps as to bs and bs to as. Letting H( , ) denote the Hamming distance, we now define the distance function as follows: ρ(x∆, yΓ) =



if m =| ∆ |=| Γ | and ∆ ∈ {a, b} m and Γ ∈ {a, b}m then H(∆, C (Γ)) else max (| ∆ |, | Γ |).



Notice that the first symbol of each of the two strings, representing the class of the binder rather than its shape, is ignored. Also observe that ρ(∆ C , ∆V1 ) = H(abbaba, C (baaaab)) = 1, meaning that the affinity between the binder of Cell and the virus binder named y is high. We now complete the specification of our model by defining the functions that rule the joining and splitting of boxes. In what follows, the metavariables B ∗ , B ∗1 , B ∗2 , . . . are used to denote possibly empty box binders. The first rule, driven by an instance of f join called fjoin VC , can be graphically rendered as follows.
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B ∗1 if ρ(vΓ, c∆) < 3



(fjoin VC )



B ∗2



y : vΓ P1



B ∗2



x : c∆ P2



→



x : c∆



P1 | P 2



The rule states that, if in the global system there are two boxes which exhibit binders typed by vΓ and by c∆, respectively, and if the distance between these two types is less than 3, then the two boxes can be joined together and the resulting box has the same binder as the c∆-typed box. When applicable, this rule models cell infection. In particular, starting from the global system S1, we get: x : ∆C S1 →



w : ∆T



C|V



x : ∆C



T



y : ∆ V1



z : ∆ V2



Cact σ | V



→→→→



w : ∆T T



(S2)



where σ = {eV1/x1 , eV2/x2 }. In the above, the first computational step is due to the f join VC transformation that makes the virus genetic material V enter the cell. The following computational steps correspond to intra-communications over dna and to the subsequent exposition of the received binder types. Referring to S2, observe that Cact σ = ! expose(y, eV1 ) . expose(z, eV2 ) can keep exposing the virus proteins an unlimited number of times. So the cell never gets “consumed” by the virus. As outlined in [3], a slight refinement of the formal model could take care of this aspect and limit the number of possible replications of the process expose(y, e V1 ) . expose(z, eV2 ). We now define the rules for virus replication and for the binding of T cells to infected cells, which are driven by fsplit VC and fjoin CT , respectively. B (fsplit VC )



y : vΓ



z : v∆



Cact σ | V



→



B ∗1 (fjoin CT )



if ρ(tΓ, v∆) < 2



B



w : tΓ P1



B ∗2



y : vΓ



z : v∆



Cact σ



V



y : v∆



B ∗1 B ∗2 wh : tΓ



Cact σ



→



P1 | Cact σ



We conclude this section by showing one of the possible computations that can be automatically derived from S2. The computation reflects the application of the following sequence of transformations: f split VC , exposition of the ∆V1 and ∆V2 -typed binders by the infected cell, and f join CT transformation. 11
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x : ∆C Cact σ



S2 →



x : ∆C



y : ∆ V1



T



z : ∆ V2



w : ∆T



Cact σ



→→ x : ∆C →→



w : ∆T



y : ∆ V1



T w h : ∆T



z : ∆ V2



Cact σ | T



y : vΓ



z : v∆



V



y : vΓ



z : v∆



V y : vΓ



z : v∆



V



5.1 Compositionality to hammer complexity One of the main advantages in using formal methods and process calculi theory comes from compositionality. Compositionality means that it is possible to develop different pieces of a model separately and then putting all together following mathematical rules. The underlying idea is to see biomolecular (as well as cellular) systems as a set of elementary components from which complex entities are constructed. This introduces a new paradigm with respect to “classical” complex biological system modeling. Indeed immunologists are moving in this direction, leaving differential equations models for agent based model [15] or stochastic stage-structured model [13]. But the new models lack in strong mathematical backgrounds, that seems a mandatory requirement for modeling, analysing and sharing biological knowledge. In this section we realise this idea developing a simple model of an antibody and showing how it can be integrated in the model we presented above. An antibody is a molecule that has a specialised portion for identifying other molecules called paratope. Paratope has a defined shape that characterises the molecules that it can interact with. Each foreign molecule (e.g. viruses) presents a certain relief or pattern that can be recognised with various degrees of precision by complementary patterns or paratopes located on antibody molecules. When an antibody A recognises a virus V , it happens that A binds V preventing infection. Moreover the newly generated complex A − V has a new binder that helps phagocytic cell. For instance, the capsule that surrounds pneumococci protects them from phagocytosis. If the appropriate antibodies are present in the body, they combine with the capsule and now the pneumococci can be ingested [16]. The formal representation of an antibody is graphically described below: k : ∆A A (AntyB)



12



58



where ∆A = pabbbba. Also we have to define the function that drives the joining of a virus and an antibody. B ∗1



z : vΓ1 y : vΓ2 if ρ(vΓ, a∆) < 2



(fjoin VA )



P1



z : vΓ1 B ∗1 x : m∆M



x : p∆ P2



P1 | P 2



→



The above rule states that, if there is an antibody that is able to recognise a virus, then the antibody binds it. The new complex is no more able to enter in a cell and moreover a new binder x : m∆ M is added. This binder has high affinity with phagocytic cells helping the complex ingestion. Once defined the antibody model we can extend the system (S1) leading to: x : ∆C



y : ∆ V1



z : ∆ V2



w : ∆T



k : ∆A (S10 )



C



V



T



A



(Cell)



(Virus)



(TCell)



(AntyB)



This system can perform the same sequence of transformations depicted in the previous section, without any differences. Moreover the antibody can bind to the virus so preventing cell infection. x : ∆C S10 →



y : ∆ V2 z : ∆ M V |A



C (Cell)



(Virus+AntyB)



w : ∆T T (TCell)



Notice that the complex (Virus-AntyB) is no longer able to interact with (Cell). Moreover it is possible to automatically infer all the possible future behaviours of the system, giving a powerful methodology for investigating complex systems.



6 Conclusions and perspectives We presented a formalism to model complex (biological) systems. The main objective is to determine the suitable abstraction to have a formal description of systems on top of which analysis and simulation can be implemented. We selected here the biological applicative domain and in particular the immune systems because handling these phenomena could help us to control, design and program complex systems as well as to re-construct systems from incomplete data. The main achievement of the present work with respect to the definition of Beta-binders is the inclusion in the formalism of the representation of shape spaces. This enhancement shows how the formalism proposed is flexible in specifying systems at different levels of abstraction. We worked out also the main feature of compositionality showing how a system 13
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can be specified incrementally by simply adding new descriptions to the ones already produced when new information becomes available. We are confident that this is a first step towards a theory of complex systems whose main brick is formal semantics of programming languages for concurrency (specifically process calculi). The study of process calculi and their definition since the beginning inspired by biological phenomena could lead to new biomimetic computational paradigms and primitives. The main goals of the new specification languages are to implicitly handle complexity in their semantic definition and to model, analyse, simulate and compare different systems. We feel this step very important because the major big step in research has been performed in the past when difficult concepts have been abstracted into good linguistic frameworks. Furthermore, the hierarchical nature of biological systems allows us to exploit the relation macro-world, meso-world and micro-world as a compilation problem. The impact of the above mentioned strategy is for sure on the life science side by helping biologists in their research, but also on the computer science side defining new techniques able to handle systems more complex than the actual ones. Furthermore the abstraction of biological models in terms of interaction/communication of active entities can help enhancing the understanding of many fields of computer science, besides of course complex systems theory. We mention here just two of them because are of relevant interest nowadays. Global computing and global computer have similar properties to biological systems because they are made up of autonomous and widely dispersed entities not centrally controlled, they include mobile code and appliances whose configurations vary over time and have incomplete information on the environment in which they work. If we can devise formalisms to handle biological systems, then we have good chances to improve the global computing field as well. The particular application of immune system design, analysis and simulation could lead to new ideas for developing information security framework that are self-adapting to the new context in which a treat is ongoing. Summing-up, we hope that the development of the present paper could lead to a larger applicability of the formalism presented in many different fields. In fact the abstraction molecules as processes and interaction as communication can be applied to any system whose evolution step is an interaction of some kind.
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Abstract. We advocate the use of qualitative models in the analysis of large biological systems. We show how qualitative models are linked to theoretical differential models and practical graphical models of biological networks. A new technique for analyzing qualitative models is introduced, which is based on an efficient representation of qualitative systems. As shown through several applications, this representation is a relevant tool for the understanding and testing of large and complex biological networks.



1 Introduction Understanding the behavior of a biological system from the interplay of its molecular components is a particularly difficult task. A model-based approach proposes a framework to express some hypotheses about a system and make some predictions out of it, in order to compare with experimental observations. Traditional approaches (see [6] for an interesting review) include ordinary differential equations or stochastic processes. While they are powerful tools to acquire a fine grained knowledge of the system at hand, these frameworks need accurate experimental data on chemical reactions kinetics, which are scarcely available. Furthermore, they also are computationally demanding and their practical use is restricted to a limited number of variables. As an answer to these issues, many approaches were proposed, that abstract from quantitative details of the system. Among others, let us stress the work done on gene regulation dynamics [7], hybrid systems [10] or discrete event systems [4], [3]. The goal of such qualitative frameworks is to enable system-level analysis of a biological phenomenon. This appears as a relevant answer to recent technical breakthrough in experimental biology: • microarrays, mass spectrometry, protein chips currently allow to measure thousands of variables simultaneously, • obtained measurements are rather noisy, and may not be quantitatively reliable. Microarrays for instance, are used for comparing the activity of genes between two experimental settings. A microarray experiment gives differential measure between two experimental settings. It delivers informations on the relative activity of each gene represented on the array. Despite many attempts made to quantified the output of microarrays, the essential output of the technique says, for example, that a gene G is more active in situation A than in situation B.
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In this paper, we use a framework developed in [25] for the comparison of two experimental conditions, in order to derive qualitative constraints on the possible variations of the variables. Our main contribution is the use of an efficient representation for the set of solutions of a qualitative system. This representation allows to solve systems with hundreds of variables. Moreover, this representation opens the way to finer analysis of qualitative systems. This new approach is illustrated by solving three important problems: • checking the accordance of a qualitative system with qualitative experimental data. • minimally correcting corrupted data in discordance with a model • helping in the design of experiments Our main focus here is to show how to use large qualitative models and qualitative interpretations of experimental data. In this respect our work could be used as an extension to what was proposed in [23], where basically the authors propose to analyze pangenomic gene expression arrays in E.coli, using simple qualitative rules. In the first section we establish links between differential, graphical and qualitative models.



2 Mathematical modeling In this section we show how qualitative models can be linked to more traditional differential models. Differential models are central to the theory of metabolic control [9, 11]. They also have been applied to various aspects of gene networks dynamics. The purpose of this section is to lay down a set of qualitative equations describing steady states shifts of differential models. For the sake of completeness, we rederive in a simpler case results that have been established in greater generality in [25, 22].



2.1 Modeling assumptions Let us consider a network of interacting cellular constituents, numbered from 1 to n. These constituents may be proteins, RNA transcripts or metabolites for instance. The state vector X denotes the concentration of each constituent. Differential dynamics



X is assumed to evolve according to the following differential equation:



dX = F(X) dt where F is an (unknown) nonlinear, differentiable function. A steady state X eq of the system is a solution of the algebraic equation: F(Xeq ) = 0. Steady states are asymptotically stable if they attract all nearby trajectories. A steady state is nondegenerated if the Jacobian calculated in that steady state is non-vanishing. According to the GrobmanHartman theorem, a sufficient condition to have nondegenerated asymptotically stable steady states is Re(λi ) < −C,C > 0, i = 1, . . . , n, where λi are the eigenvalues of the Jacobian matrix calculated at the steady state.
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Experiment modeling Typical two state experiments such as differential microarrays are modeled as steady state shifts. We suppose that under a change of the control parameters in the experiment, the system goes from one non-degenerated stable steady state to another one. The output of the two state experiment can be expressed in terms of concentration variations for a subset of products, between the two states. We suppose that the signs of these variations were proven to be statistically significant. Interaction graph The only knowledge we require about the function F concerns the signs of the derivatives ∂∂XFij . These are interpreted as the action of the product j on the product i. It is an activation if the sign is +, an inhibition if the sign is −. A null value means no action. An interaction graph G(V, E) is derived from the Jacobian matrix of F: • with nodes V = {1, . . . , n} corresponding to products • and (oriented) edges E = {( j, i)| ∂∂XFij 6= 0}. Edges are labeled by s( j, i) = sgn( ∂∂XFij ). The set of predecessors of a node i in G is denoted pred(i). The interaction graph is actually built from informations gathered in the literature. In consequence in some places it may be incomplete (some interactions may be missing), in others it may be redundant (some interactions may appear several times as direct and indirect interactions). It is an important issue that neither incompleteness nor redundancy do not introduce inconsistencies and this will be addressed in section 5. Negative diagonal in the Jacobian matrix For any product i, we exclude the possibility of vanishing diagonal elements of the Jacobian ∂∂ XFii . This can be justified by taking into account degradation and dilution (cell growth) processes that can be represented as negative self-loops in the interaction graph, that is for all i, (i, i) ∈ E and s(i, i) = −. Discussion In our mathematical modeling we suppose that the system starts and ends in non-degenerated stable steady states. Of course this is not always the case for several reasons: the waiting time to reach steady state is too big; one can end up in a limit cycle and oscillate instead of reaching a steady state. All these possibilities should be considered with caution. Actually this hypothesis might be difficult to check from the two states only. Complementary strategies such as time series analysis could be employed in order to assess the possibility of limit cycle oscillations. Positive self-regulation is also possible but introduces a supplementary complication. In this case for certain values of the concentrations degradation exactly compensates the positive self-regulation and the diagonal elements of the Jacobian vanish (this is a consequence of the intermediate value theorem). We can avoid dealing with this situation by considering that the positive self-regulation does not act directly and that it involves intermediate species. This is a realistic assumption because a molecule never really acts directly on itself (transcripts can be auto-regulated but only via protein products). Thus, all nodes can keep their negative self-loops and all diagonal elements of the Jacobian can be considered to be nonvanishing. Although the positive regulation may imply vanishing higher order minors of the Jacobian, this will not affect our local qualitative equations.



2.2 Quantitative variation of one variable We focus here on the variation of the concentration of a single chemical species represented by a component Xi of the vector X. Since we have adopted a static point of view, we are only interested in 1 and X 2 independently of the the variation of Xi between two non-degenerated stable steady states Xeq eq trajectory of the dynamical system between the two states. Let us denote by Xˆi the vector of dimension ni obtained by keeping from X all coordinates j that are predecessors of i in the interaction graph. Then, under some additional assumptions described and discussed in [22], we have the following result: 3
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Theorem 2.1 1 and X 2 is The variation of the concentration of species i between two non-degenerated steady states X eq eq given by   Z ∂ Fi −1 ∂ Fi 1 2 Xeq − X = dXk (1) − ∑ eqi i ∂ X ∂ Xk S i k∈pred(i) 1 to X 2 . ˆ eq where S is the segment linking Xˆ eq i i



Full proof is given in [22]. The above formula is a quantitative relation between the variation of concentrations and the derivatives ∂∂XFij . Now our next move will be to introduce a qualitative abstraction of this relation.



2.3 Qualitative equations We propose here to study Eq. 1 in sign algebra. By sign algebra, we mean the set {+, −, ?}, where ? represents undetermined sign. This set is provided with the natural commutative operations: ++− = ? +++ = + −+− = − +×− = − +×+ = + −×− = + ?+− = ? ?++ = ? ?+? = ? ?×− = ? ?×+ = ? ?×? = ? Equality in sign algebra ≈ is defined as follows: ≈ + − ?



+ − ? T F T F T T T T T



Importantly, qualitative equality is not an equivalence relation, since it is not transitive. This implies that computations in qualitative algebra must be carried with care. At least two major properties should be emphasized: • if a term of a sum is indeterminate (?) then the whole sum is indeterminate. • if one hand of a qualitative equality is indeterminate, then the equality is satisfied whatever the value of the other hand is. A qualitative system is a set of algebraic equations with variables in {+, −, ?}. A solution of this system is a valuation of the unknowns which satisfies each equation, and such that no variable is instantiated to ?. This last requirement is important since otherwise any system would have trivial solutions (like all variables to ?). Theorem 2.2 Under the assumptions and notations of Theorem 2.1, if the sign of relation holds in sign algebra: s(∆Xi ) ≈ ∑ s(k, i)s(∆Xk )



∂ Fi ∂ Xj



is constant, then the following (2)



k∈pred(i)



1 − X2 . where s(∆Xk ) denotes the sign of Xeq eqk k



By writing Eq. 2 for all nodes in the graph, we obtain a system of equations on signs of variations, later referred to as qualitative system associated to the interaction graph G. This will be used extensively in the next sections.
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2.4 Link between qualitative and quantitative The qualitative system obtained from Eq.2 is a consequence of the quantitative relations that result from Theorem 2.1. So the sign function maps a quantitative variation between two equilibrium points onto a qualitative solution of Eq.2. The converse is not true in general. For a given solution S of the qualitative system, there might be no equilibrium change ∆X in the differential quantitative model, s.t. each realvalued component of ∆X has the sign given by S. However, some components of the solution vectors are uniquely determined by the qualitative system. They take the same sign value in every solution vector. For such so-called hard components, the sign of any quantitative solution (if it exists) is completely determined by the qualitative system. We will use the previous properties to check the coherence between models and experimental data. By experimental data we mean the sign of the observed variation in concentration for some nodes. In particular, if the qualitative system associated to an interaction graph G has no solution given some experimental observations, then no function F satisfying the sign conditions on the derivatives can describe the observed equilibrium shift, meaning that either the model is wrong, either some data are corrupted. In the next section, we introduce a simplified model related to lipid metabolism, and illustrate the above described formalism.



3 Toy example: regulation of the synthesis of fatty acids In order to illustrate our approach, we use a toy example describing a simplified model of genetic regulation of fatty acid synthesis in liver. The corresponding interaction graph is shown in Fig. 1. Two ways of production of fatty acids coexist in liver. Saturated and mono-unsaturated fatty acids are produced from citrates thanks to a metabolic pathway composed of four enzymes, namely ACL (ATP citrate liase), ACC (acetyl-Coenzyme A carboxylase), FAS (fatty acid synthase) and SCD1 (StearoylCoA desaturase 1). Polyunsaturated fatty acids (PUFA) such as arachidonic acid and docosahexaenoic acid are synthesized from essential fatty acids provided by nutrition; D5D (Delta-5 Desaturase) and D6D (Delta-6 Desaturase) catalyze the key steps of the synthesis of PUFA. PUFA plays pivotal roles in many biological functions; among them, they regulate the expression of genes that impact on lipid, carbohydrate, and protein metabolism. The effects of PUFA are mediated either directly through their specific binding to various nuclear receptors (PPARα – peroxisome proliferator activated receptors, LXRα – Liver-X-Receptor α , HNF-4α ) leading to changes in the transactivating activity of these transcription factors; or indirectly as the result of changes in the abundance of regulatory transcription factors (SREBP-1c – sterol regulatory element binding-protein–, ChREBP, etc.) [13]. Variables in the model We consider in our model nuclear receptors PPARα , LXRα , SREBP-1c (denoted by PPAR, LXR, SREBP respectively in the model), as they are synthesized from the corresponding genes and the trans-activating active forms of these transcription factors, that is, LXR-a (denoting a complex LXRα :RXRα ), PPAR-a (denoting a complex PPARα :RXRα ) and SREBP-a (denoting the cleaved form of SREBP-1c. We also consider SCAP – (SREBP cleavage activating protein), a key enzyme involved in the cleavage of SREBP-1c, that interacts with another family of proteins called INSIG (showing the complexity of molecular mechanism). We also include in the model “final” products, that is, enzymes ACL, ACC, FAS, SCD1 (implied in the fatty acid synthesis from citrate), D5D, D6D (implied in PUFA synthesis) as well as PUFA themselves. Interactions in the model Relations between the variables are the following. SREBP-a is an activator of the transcription of ACL, ACC, FAS, SCD1, D5D and D6D [20, 13]. LXR-a is a direct activator of the 5
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Figure 1: Interaction graph for the toy model. Self-regulation loops on nodes are omitted for sake of clarity. Observed variations are depicted next to each vertex, when available.



transcription of SREBP and FAS, it also indirectly activates ACL, ACC and SCD1 [26]. Notice that these indirect actions are kept in the model because we don’t know whether they are only SREBP-mediated. PUFA activates the formation of PPAR-a from PPAR, and inhibits the formation of LXR-a from LXR as well as the formation of SREBP-a (by inducing the degradation of mRNA and inhibiting the cleavage) [13]. SCAP represents the activators of the formation of SREBP-a from SREBP, and is inhibited by PUFA. PPAR directly activates the production of SCD1, D5D, D6D [19, 27, 18]. The dual regulation of SCD1, D5D and D6D by SREBP and PPAR is paradoxical because SREBP transactivates genes for fatty acid synthesis in liver, while PPAR induces enzymes for fatty acid oxidation. Hence, the induction of D5D and D6D gene by PPAR appears to be a compensatory response to the increased PUFA demand caused by induction of fatty acid oxidation. Fasting-refeeding protocols The fasting-refeeding protocols represent a favorable condition for studying lipogenesis regulation; we suppose that during an experimentation, animals (as rodents or chicken) were kept in a fasted state during several hours. Then, hepatic mRNA of LXR, SREBP, PPAR, ACL, FAS, ACC and SCD1 are quantified by DNA microarray analysis. Biochemical measures also provide the variation of PUFA. A compilation of recent literature on lipogenesis regulation provides hypothetical results of such protocols: SREBP, ACL, ACC, FAS and SCD1 decline in liver during the fasted state [17]. This is expected because fasting results in an inhibition of fatty acid synthesis and an activation of the fatty
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acid oxidation. For the same reason, PPAR is increased in order to trigger oxidation. However, Tobin et al ([28]) showed that fasting rats for 24h increased the hepatic LXR mRNA, although LXR positively regulates fatty acid synthesis in its activated form. Finally, PUFA levels can be considered to be increased in liver following starvation because of the important lipolysis from adipose tissue as shown by Lee et al in mice after 72h fasting ([15]). Qualitative system derived from the graph As explained in the previous section, we derive a qualitative system from the interaction graph shown in Fig. 1. For ease of presentation, we denote by A the sign of variation for species A. System 1 (1) PPAR-a (2) LXR-a (3) SREBP (4) SREBP-a (5) ACL (6) ACC (7) FAS (8) SCD1 (9) SCAP (10) D5D (11) D6D



= = = = = = = = = = =



PPAR + PUFA -PUFA + LXR LXR-a SREBP + SCAP -PUFA LXR-a + SREBP-a - PUFA LXR-a + SREBP-a - PUFA LXR-a + SREBP-a - PUFA LXR-a + SREBP-a - PUFA + PPAR-a -PUFA PPAR-a + SREBP-a - PUFA PPAR-a + SREBP-a - PUFA



Observations 1 PPAR = + PUFA = + LXR = + SREBP = ACL = ACC = FAS = SCD1 = -



In the next section, we propose an efficient representation for such qualitative systems.



4 Analysis of qualitative equations: a new approach 4.1 Resolution of qualitative systems The resolution of (even linear) qualitative systems is a NP-complete problem (see for instance [29, 8]). One can show this by reducing the satisfiability problem for a finite set of clauses to the resolution of a qualitative system in polynomial time. Let us consider a collection C = {c1 , . . . , cn } of clauses on a finite set V of variables. Let {+, −, ?} a sign qualitative algebra. In order to reduce the satisfiability problem to the resolution of a qualitative system, let us code true into + and f alse into −. If c is a clause, let us denote by c¯ the encoding of c in a qualitative algebra formula. The following encoding scheme provides a polynomial procedure to code a clause into a qualitative formula. : clause sign algebra a ∈V → a¯ c1 ∨ c 2 → c¯1 + c¯2 ¬c → −c¯ The satisfiability problem for the set of clauses C is then reduced to finding a solution of the qualitative system: {c¯i ≈ + / i = 1, . . . , n} So a NP-complete problem can be reduced to the resolution of a qualitative system in polynomial time (with respect to the size of the problem). This shows that solving qualitative systems is a NP-complete problem. For example, the only pair of values which are not solution of −a¯ + b¯ ≈ + are (+, −). This corresponds to the only pair (true, f alse) that does not satisfy ¬a ∨ b. Several heuristics were proposed for the resolution of qualitative systems. For linear systems, set of rules have been designed [8]. This set is complete: it allows to find every solution. It is also sound: every solution found by applying these rules is correct. The rules are based on an adaptation of Gaussian 7
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elimination. However only heuristics exist for choosing the equation and the rule to apply on it. In case of a dead-end, when no more rule can apply, it is necessary to backtrack to the last decision made. As a result programs implementing qualitative resolution are not very efficient in general and only problems of small size can be resolved in reasonable time. For that reason we propose an alternate way to solve qualitative systems (linear or not).



4.2 Qualitative equation coding Our method is based on a coding of qualitative equations as algebraic equations over Galois fields Z/pZ where p is a prime number greater than 2. The elements of these fields are the classes modulo p of the integers. If x¯ denotes the class of the integer x modulo p, a sum and a product are defined on Z/pZ as follows: x¯ + y¯ = x + y x¯ × y¯ = x × y Galois fields have two basic properties which we use extensively: • Every function f : (Z/pZ)n → Z/pZ with n arguments Z/pZ is a polynomial function • if ⊕ denotes the operation f ⊕g = f (p−1) +g(p−1) , then every equation system p1 (X) = 0, . . . , pk (X) = 0 has the same solutions than the unique equation p 1 ⊕ p2 ⊕ . . . ⊕ pk (X) = 0. The following table specifies how the sign algebra {+, −, ?} is mapped onto the Galois field with three elements Z/3Z is used for that coding. sign algebra Z/3Z + → 1 − → −1 ? → 0



sign algebra Z/3Z e1 + e 2 → e1 .e2 .(e1 + e2 ) e1 × e 2 → e1 .e2 e1 ≈ e 2 → e1 .e2 .(e1 − e2 )



Finally a qualitative system {e1 , . . . , en } is coded as the polynomial e1 ⊕ · · · ⊕ en . A similar coding for the qualitative algebra {+, −, 0, ?} uses the Galois field Z/5Z and will not be presented here. With this coding, every qualitative system has a solution if and only if the corresponding polynomial has a solution without null component. Null solutions are excluded since ? solutions are excluded for qualitative systems. In general we will have to add polynomial equations X 2 = 1 to insure this.



4.3 An efficient representation of polynomial functions Recall that our purpose is to efficiently solve a NP-complete problem. There is no hope to find a representation of polynomial functions allowing to solve polynomial systems of equations in polynomial time. The coding of a qualitative system as a polynomial equation is obviously polynomial in the size of the system (number of variables plus number of equations). So finding the solution of a polynomial system of equations is itself a NP-complete problem. It is more or less the SAT problem. Nevertheless, there exists a representation of polynomial functions on Galois fields which gives, in practice, good performances for polynomials with hundreds of variables. This kind of representation was first used for logical functions which may be considered as polynomial functions over the field Z/2Z. This representation is known as BDD (Binary Decision Diagrams) and is widely used in checking logical circuits [2] and in model checkers as nu-SMV [5]. We present here this representation for the field Z/3Z. Generalizations to other Galois fields could be treated as well. The starting point is a generalization of Shannon decomposition for logical functions: p(X1 , X) = (1 − X12 )p[X1 =0] (X) + X1(−X1 − X12 )p[X1 =1] (X) + X1(X1 − X12)p[X1 =2] (X)
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where p is a polynomial function with n variables. This decomposition leads to a tree representation of the polynomial function: the variable X1 is the root and has three children. Each of these is obtained by instantiating X1 to -1, 0 or 1 in p(X1 , X). This representation is exponential (3 n ) as each non constant node has 3 children. It also depends on a chosen order on the variables. Then a key observation (see [2]), is that several subtrees are identical. They have the same variable as root variable and isomorphic children. If we decide to represent only once each type of tree, then the tree representation is transformed into a direct acyclic graph. With this representation there is no more redundancy among subtrees. The result may be a dramatic decrease in the size of the representation of a polynomial function. X
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Figure 2: From tree representation to direct acyclic graph for X 2 (Y + 1). The tree has 13 nodes while the DAG representing the same function has 5 nodes. A property of the Shannon like decomposition is that many operations on polynomial functions are recursive with respect to this decomposition. More precisely let pi (X1 , X) = (1 − X12 )pi0 (X) + X1(−X1 − X12 )pi1 (X) + X1(X1 − X12)pi2 (X) i = 1, 2 be two polynomial functions with p α (X) = p[X1 =α ] (X) , α = 0, 1, 2. Then for binary operations ∆ on polynomial functions, p1 ∆p2 = (1 − X12 )(p10 ∆p20 ) + X1(−X1 − X12)(p11 ∆p21 ) + X1 (X1 − X12 )(p12 ∆p22 ) This kind of recursive formula leads to an exponential complexity of any computation. Again, it is possible to take advantage of the redundancy by using a cache to remember each operation. This technique is known as memoisation in formal calculus. A 40% cache hit rate is commonly observed. More complex operations on polynomial functions are also implemented with a recursive scheme and memoisation. Let us just mention quantifier elimination as among the most useful for our purpose. This representation of polynomial functions on Galois fields has also several drawbacks: • the memory size heavily depends on the order of variables. The libraries implementing formal computations always have reordering algorithms. • for each order, there exists polynomial functions which are exponential in memory size. Nevertheless, in practice, this representation has proved to be very efficient for polynomial functions with several hundred of variables. The computations performed on our toy model and on another real size one used a program named SIGALI which is devoted to polynomial functions on Z/3Z representation. Several algorithms were added to this program in order to answer questions of biological interest.
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5 Qualitative models and experimental data In this section, we show how to compute some properties of a qualitative system, and eventually get some insights on the biological model it represents. The algorithms we derive heavily rely on the representation introduced above. Hence, not only they can deal in practice with computationally hard problems efficiently, but also they are expressed in a rather simple and generic fashion. Let M be a qualitative model represented by its associated interaction graph G(V, E). Recall that V is the set of variables. Let VO be the set of observed variables, and o i ∈ {+, −} for i ∈ VO the experimental observations. As explained in the previous section, the qualitative system derived from M can be coded as a polynomial function PM (X1 , . . . , Xn ). Roots of PM correspond to solutions of the qualitative system.



5.1 Satisfiability of the qualitative system A property of the coding described above, is that the system has no solution iff PM is equal to the constant polynomial 1. Alternatively if PM = 0, the qualitative equations do not constraint the variables at all. Now if some observations oi for i ∈ VO are available, checking their consistency with the model M boils down to instantiating Xi = oi in PM (X1 , . . . , Xn ), for all i ∈ VO , and testing whether the resulting polynomial is different from 1. We computed the polynomial PL associated to our toy example (see section 3) and it has roots. Recall that it does not guarantee the existence of some (quantitative) differential model conforming to the interaction graph depicted in Fig. 1. Satisfiability of the qualitative system is only a necessary condition for the model to be correct. The polynomial obtained by instantiating these observations into PL is different from 1, meaning that our model does not contradict generally observed variations during fasting. Large size models might advantageously be reduced using standard graph techniques. First we look for connected components in the interaction graph. A graph with several connected components represents a coherent qualitative model iff each component is coherent. Second, a node without successor except itself appears only in its associated equation. If this node is not observed, its associated qualitative equation adds no constraint on the other nodes. So, at least for satisfiability checking, this node can be suppressed and its qualitative equation removed from the system. This procedure is applied iteratively, until no node can be deleted. The resulting graph leads to a new qualitative system which is satisfiable iff the initial system is satisfiable.



5.2 Correcting data or model If the qualitative system, given some experimental observations, is found to have no solution, it is of interest to propose some correction of the data and/or the model. By correction, we mean inverting the sign of an observed variable or the sign of an edge of the interaction graph. In the general case, there are several possibilities to make the system satisfiable, and we need some criterion to choose among them. We applied a parsimony principle: a correction of the data should imply a minimal number of sign inversions. In the following, we show how to compute all minimal corrections for the data. Given (o i )i∈VO a vector of experimental observations which is not compatible with the model, we compute all (o 0i )i∈VO vectors which are compatible with the data and such that the Hamming distance between o and o 0 is minimal. By Hamming distance, we mean the number of differences between o and o 0 . The set of such o0 vectors might be very large; but again, by encoding it as the set of roots of a polynomial function, we obtain a compact representation. This procedure can be extended in a straightforward manner to corrections of edges sign in the interaction graph. This is done by considering these signs as variables of the model. For ease of presentation, we only detail data correction. 10
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Input: P, a polynomial function on variables V i ∈V Output: C, a polynomial function encoding all minimal corrections d, minimal number of corrections if P is constant then if P = 0 then Result: C = 0, d = 0 else Result: C = 1, d = ∞ end else let P0 , P1 , P2 be the Shannon decomposition of P with respect to variable Xi , and (C j , d j ) the result obtained by recursively applying the algorithm on Pj and i + 1 for j ∈ {0, 1, 2}   d j + 1 if i ∈ VO and oi 6= j (Xi − j) ⊕C j if i ∈ VO 0 0 let d j = and C j = dj otherwise Cj otherwise Result: d = min d 0j , C = end



∏0



j, d j =d



C0j



Algorithm 1: Algorithm for experimental data correction.



Let us illustrate this algorithm on our toy example: during fasting experiments, synthesis of fatty acids tends to be inhibited, while oxidation, which produces ATP, is activated. In particular ACC, ACL, FAS and SCD1 are implied in the same pathway to produce saturated and monounsaturated fatty acids. Expectedly, they are known to decline together at fasting. Suppose we introduce some wrong observation, say for instance an increase of ACL, while keeping all other observations given above. The polynomial obtained from PL including these new observations is equal to 1, and hence has no solution. Applying algorithm 1, we recover this error. Now if we wrongly change two values, say ACL and ACC to 1, the algorithm proposes a different correction, namely to change the observed value of SREBP to 1, which is more parsimonious.



5.3 Experiment design It is often the case that not all variables in the system under study can be observed. Biochemical measurements of metabolites can be costly and/or time consuming. By experiment design, we mean here the choice of the variables to observe so that an experiment might be informative. Let PM (XO , XU ) be the polynomial function coding for the qualitative system M. X O (resp. XU ) denotes the state vector of observed (resp. unobserved) variables. The polynomial function representing the admissible values of the observed variables is obtained by elimination of the quantifier in ∃XU PM (XO , XU ). Let PMO (XO ) denote the resulting polynomial function. For some choice of observed variables, it might well be that PMO is null, which basically means that the experiment is totally useless. Remark that no improvement can be found by taking a subset of X O The solution is either to add new observed variables or to chose a completely different set of observed variables. In order to assess the relevance of a given experiment (namely of a given observed subset), we suggest to compute the following ratio: number of consistent valuations for observed variables versus the total number of valuations of observed variables. A very stringent experiment has a low ratio. An experiment having a ratio value of one is useless. Again this computation is carried out in a recursive fashion. Let P be a polynomial function rep11
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resenting the set of admissible observed values. Let Rat(p) the percentage of solutions of P(X) = 0 in the space (Z/pZ)n , where n is the number of variables X. If P is constant then Rat(P) = 1 (resp. Rat(P) = 0) if P = 0 (resp. P 6= 0). Else, let P1 , P2 , P3 be a Shannon like decomposition of P(X) with respect to some variable of P. Then it is easy to prove: Rat(P) = (Rat(P0 ) + Rat(P1 ) + Rat(P2 ))/3 The relevance of this approach was assessed on our toy example: for each subset O of variables in the model, containing at most four variables, we computed Rat(PLO ). Expectedly, the lowest ratios (i.e. the most stringent experiments) were achieved observing four variables: either {SCAP, PUFA, PPAR-a, PPAR}, or {SREBP, SCAP, PUFA, LXR-a}, or {SREBP, PPAR-a, PPAR, LXR-a}. Interestingly, the procedure captures what might be though of as control variables, like PUFA/SCAP, SREBP/LXR-a and PPAR/PPAR-a. The first two pairs control the activation of fatty acids synthesis; the third one controls fatty acid oxidation. Indeed one can go even further: if we isolate some kind of control variables, we are naturally interested in knowing how they constrain other variables. Achieving this amounts to computing the set of variables which value is constant for all solutions of the system (the so called hard components). Recall that these hard components of qualitative solutions are also important with respect to the hypothetical differential model which is abstracted in the qualitative one. Indeed, all solutions of the quantitative equation for equilibrium change have the same sign pattern on the hard components. Algorithm 2 describes a recursive procedure which finds the set of hard components, together with their value. Input: P, a polynomial function on variables V Output: the set W ⊂ V × {0, 1, 2} of hard components, together with their values a boolean b which is true if P has at least one root if P is constant then if P = 0 then return (0, / true) else return (0, / false) end else let P0 , P1 , P2 be the Shannon decomposition of P with respect to variable Xi , and (W j , b j ) the result obtained by recursively applying the algorithm on Pj for j ∈ {0, 1, 2} let W = {(v, v0 )|v ∈ V, v0 ∈ {0, 1, 2}, ∀ j b j ⇒ (v, v0 ) ∈ W j } if there exists a unique j0 s.t. b j0 is true then add (i, j0 ) to W end end



return (W, b0 ∨ b1 ∨ b2 )



Algorithm 2: Determination of hard components



Let us set some of our previously found control variables of the toy example, to a given value, say PUFA to 1, and LXR to -1. Then applying the algorithm 2, the corresponding polynomial has the following hard components: ACL ACC SCAP SREBP-a PPAR-a



= = = = =



-1 -1 -1 -1 -1



FAS LXR-a SREBP PPAR



= = = =



-1 -1 -1 -1



which expectedly corresponds to the inhibition of fatty acids synthesis. 12
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5.4 Real size system We have used our new technique to check the consistency of a database of molecular interactions involved in the genetic regulation of fatty acid synthesis. In the database, interactions were classified as behavioral or biochemical. • a behavioral interaction describes the effects of a variation of a product concentration. It is either direct or indirect (unknown mechanism). • a biochemical interaction may be a gene transcription, a reaction catalyzed by an enzyme ... Such molecular interactions can be found in existing databases. They need a behavioral interpretation. All the behavioral interactions were manually extracted from a selection of scientific papers. Biochemical interactions were extracted from public databases available on the Web (Bind [1], IntAct [12], Amaze [16], KEGG [21] or TransPath [24]). A biochemical interaction may be linked to a behavioral interpretation in the database. The database is used to generate the interaction graph. While behavioral interactions directly correspond to edges in the graph, biochemical interactions are given a simplified interpretation. Roughly, any increase of a reaction input induces an increase of the outputs. The interaction graph which is built from the database contains more than 600 vertices and more than 1400 edges. It is clear that even though, the obtained graph is not a comprehensive model of genetic regulation of fatty acid synthesis in liver. Anyway our aim is to see how far this model can account for experimental observations, and propose some corrections when it cannot. We used our technique to check the coherence of the whole model. After reducing the graph with standard graph techniques as described in section 5.1, we found that the model was incoherent. The reduced graph has about 150 nodes. We developed a heuristic to isolate minimal incoherent sub-systems. It turned out that all the contradictions we detected resulted from arguable interpretations of the literature.



6 Conclusion In this paper we proposed a qualitative approach for the analysis of large biological systems. We rely on a framework more thoroughly described in [25], which is meant to model the comparison between two experimental conditions as a steady state shift. This approach fits well with state of the art biological measurement techniques, which provide rather noisy data for a large amount of targets. It is also well suited to the use of biological knowledge, which is most of the time descriptive and qualitative. This qualitative approach is all the more attractive that we can rely on new analysis methods for qualitative systems. This new technique is also introduced in this paper and is original in qualitative modeling. It relies on a representation of qualitative constraints by decision diagrams. Not only this has a major impact on the scalability of qualitative reasoning, but it also permits to derive many algorithms in a quite generic fashion. We plan to validate our approach on pathways which are published for yeast and E.Coli. Not only this pathways are of significant size but microarray data for this species are publicly available. Concerning the scalability of the methods, qualitative systems with up to 200 variables are handled within a few minutes. On the theoretical side, we study applications of our algebraic techniques to network reconstruction, as proposed in [30]. The problem is to infer direct actions between products, based on large scale perturbation data, in order to obtain the most parsimonious interaction graph. Our approach could lead to a reformulation of this problem in terms of polynomial operations. Indeed, finding a minimal regulation network from a minimal polynomial representation has already been described in [14], though it was 13
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applied to a rather different type of network. A similar approach tailored to the framework described in this paper could eventually lead to original and practical algorithms for network reconstruction. Acknowledgment This research was supported by ACI IMPBio, a French Ministry for Research program on interdisciplinarity.
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War of attrition with implicit time cost Anders Eriksson1 , Kristian Lindgren1 and Torbj¨orn Lundh2 1



Dept. Physical Resource Theory, 2 Dept. of Mathematics Chalmers University of Technology, SE-41296 G¨oteborg, Sweden



Many animals have a formidable arsenal of teeth, hooves or horns, and violent fights among these animals often result in death or serious injury. It is thus perhaps not surprising that there is a wide variety of ways in which animals settle disputes over food, mates or territory without resorting to violence. A common theme in such contests, is that the animals display until one of them gives up, leaving the prize to the animal that endured. It is then safe to assume that a cost can be associated with the length of the display, since otherwise animals would wait indefinitely. Maynard Smith and Price (1974, J. Theor. Biol., 47, p. 209) pioneered the waiting-game as a model of wars of attrition. In this game, there is a prize worth one unit of fitness, that goes to the winner of the contest. For instance, the prize could be a desirable territory, and the fitness is then the expected number of offspring in the territory. The loser has to settle for a less attractive territory, which entails k < 1 fitness units. It is assumed that the contest costs c fitness units per unit of time, and both contestants pay the cost until one of them gives up, losing the contest. Making standard assumptions of the mating structure of the population, e.g. abundance of waiting-times in the population obey the replicator dynamics, this model has been thoroughly investigated in the literature. The standard waiting-game assumes that all individuals in the population play the same number of games per unit of time. We investigate the co-evolutionary dynamics of a population where players engage in wars of attrition, where the time cost is not explicitly given, but instead depends implicitly on the strategies of the whole population (Eriksson et al. 2004, J. Theor. Biol., 230, p. 319). Each player participates in a series of games, where those prepared to wait longer win with higher certainty but play less frequently. The players in the population can be in one of two states: either they are involved in a contest with another player, or they are available for entering a new contest. The activity of the players in the population, during a generation, is modelled as a process that randomly selects pairs of available players to engage in contests. This leads to an implicit time cost, which is higher for players involved in longer games. The model is characterised by the ratio of the winner’s score to the loser’s score, in a single game. The fitness of a player is determined by the accumulated score from the games played during a generation. We derive the stationary distribution of strategies under the replicator dynamics. When the score ratio is high, we find that the stationary distribution is unstable, with respect to both evolutionary and dynamical stability, and the dynamics converge to a limit cycle. When the ratio is low, the dynamics converge to the stationary distribution. For an intermediate interval of the ratio, the distribution is dynamically but not evolutionarily stable. We find that our model has immediate implications for two earlier models that takes implicit costs into account. Hines (1977, J. Theor. Biol., 67, p. 141) proposed a model in which animals forage for food. When an animal finds a piece of food, with a given probability it may consume the food undisturbed, otherwise it enters a war of attrition for the food parcel. Here, it is assumed that engaging in competitions prevents foraging, so that there is a trade-off between the probability of winning a contest and the time spent foraging. It turns out that we can capture the evolutionary dynamics of this model within our model (assuming replicator dynamics), although the original model has four parameters and our model only has one. Cannings and Whittaker (1994, J. Theor. Biol., 167, p. 397) studied a modification of the model by Maynard Smith, similar to the one we present. They suggest a mechanism that implies more games for players that finish faster, but keep the explicit time cost. Unlike our model, their approach is restricted to positive integer waiting-times. Here, we are able to apply our results in the limit of long games and to calculate the stationary distribution analytically. Finally, we note that the dynamics of the population during a generation modelled here can be useful for studies of game-theoretic problems in general; one example could be the study of the Prisoner’s Dilemma game with refusal in which a player may quit a repeated game when encountering a deviation from cooperation. Here, the threat to abandon is equivalent to an outside option, where the value of the option is again implicit: it depends on the composition of the population.
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Modeling, inference and simulation of biological networks using Constraint Logic Programming (CLP) Eric Fanchon (1), Fabien Corblin (1,2) and Laurent Trilling (2) (1) Institut de Biologie Structurale, CNRS-CEA-U. Joseph Fourier, 41 rue J. Horowitz, 38027 Grenoble Cedex 1. (2) LSR-IMAG, U. Joseph Fourier, BP 53, 38041 Grenoble Cedex 9. Biology is now entering a new era in which molecular components have to be integrated into a system in order to reach new levels of understanding. Our objective consists in developing a computing tool allowing on one hand to infer models from properties which can be incomplete and qualitative, on the other hand to perform simulations or predictions starting from these (partially known) models. Such a tool should allow biologists to specify a network from the available data in order to obtain a class of models consistent with the data. More generally, the tool should be highly flexible to support the exploration of model properties in the context of incomplete knowledge. The concept of interaction network is a fundamental one in systems biology. Our work is based on the "asynchronous multivalued logic networks" proposed by R. Thomas, E. H. Snoussi et al. (1,2). This formalism has been used to model genetic, neuronal and immunological networks. Formally, it can be viewed as a discrete abstraction of a special class of Piecewise-Linear Differential Equations (PLDEs). It allows a qualitative analysis of the dynamical behavior of such differential systems. Another benefit of this type of formalism lies in the discreteness which lends itself very well to computational implementations. The interaction graph associated to the PLDE system defines the architecture of the network. The parameters characterize the strength of the (non-linear) interactions. Recently, this formalism has been extended by de Jong et al. (3) to take into account the so-called 'singular states' and 'sliding modes'. Singular states are states of reduced dimensionality located at thresholds or intersection of thresholds, and sliding modes are trajectories that slide along a threshold (or intersection of thresholds). This extended formalism is sound in the sense that every continuous trajectory of the original PLDEs is associated to a qualitative (discrete) trajectory of the discrete network. We show that logic networks of this type can be described formally and exploited via a Constraint Logic Programming (CLP) implementation. The CLP approach rests on the cooperation of solvers on various fields (tree, list, rational, real, boolean). Its advantages are that (i) the implementation is expressed in a very similar way to the formal specification, thus guaranteeing the correctness of the implementation, (ii) it is iterative - when new information become available, new constraints can be added to reduce further the space of possible models; (iii) many different queries can easily be posed to this formal specification due to its logical form. For example, queries equivalent to simulation (parameters known / computation of behavior) as well as inference of model parameters (information on behavior / computation of parameter values). Situations that are intermediate between simulation and inference are frequent. Indeed, the experimental characterization of behaviors (trajectories in phase space) is itself often partial, and a current challenge in the field is to be able to exploit all available partial knowledge to get more precise models. These principles are applied to the study of adhesion between human endothelial cells. The work is done in collaboration with experimental biologists (4). A submodel extracted from a larger network is presented (2 variables, 7 discrete parameters). We explain briefly the architecture of the implementation in the declarative language prolog IV (5). A preliminary version of the tool has been published (6) which did not take into account the existence of sliding modes. This was too restrictive and a full implementation is now available. A set of logical predicates defines the discrete transition rules corresponding to the type of networks studied (asynchronous multivalued networks with singular states). A given network is described by a set of discrete equations and a set of inequalities between parameters; these entities are derived from the
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architecture of the given network (number of nodes/genes and pattern of interactions: activation or repression of gene gi by gene gj with threshold θij). Observational knowledge is also described by constraints (logical predicates). This can be a direct measurement of a kinetic parameter, or knowledge about the behaviour of the system, such as, for example: “when the system is perturbed and set into state Sp, it returns to stable state S0 by going through at least one state in which the concentration of such protein P is above such threshold θ”. As illustrated in this example, this knowledge can be incomplete. It can nevertheless be formalized into a logical expression (after discretization) and exploited to make deductions about, for example, the possible values of the model parameters. As said in (ii) above, each new observation allows to add a new constraint which, in general, reduces the space of solutions. Likewise, hypotheses can be expressed as formal prolog queries in order to test their consequences. This provides a flexible tool to query model properties or, more generally, properties of a given network architecture. In the cell adhesion study, we exploit behavioral information resulting from the observation of the response of the cell culture after a perturbation. To illustrate the strength and the flexibility of the CLP approach, results will be commented concerning : some general properties of the model; the existence of stationary states; and the use of behavioral information to reduce the space of possible models. In particular, it is shown that imposing the existence of a path from the perturbed state to the adherent state eliminates a large number of models. If times permit, results from larger published models of developmental biology will also be presented: segmentation of the drosophila embryo (7) and the drosophila gap-gene system (8). (1) E. H. Snoussi, Dyn. Stab. Sys., 4, 189 (1989). (2) R. Thomas and M. Kaufman. Multistationarity, the Basis of Cell Differentiation and Memory. II. Logical Analysis of Regulatory Networks in Term of Feedback Circuits. Chaos, 11, 180-195 (2001). (3) H. de Jong, J.-L. Gouzé, C. Hernandez, M. Page, T. Sari, and J. Geiselmann. Qualitative Simulation of Genetic Regulatory Networks Using Piecewise-Linear Models. Bulletin of Mathematical Biology, 66, 301-340 (2004). (4) B. Hermant, S. Bibert, E. Concord, B. Dublet, M. Weidenhaupt, T. Vernet and D. Gulino-Debrac. Identification of Proteases Involved in the Proteolysis of Vascular Endothelium Cadherin during Neutrophil Transmigration. The Journal of Biological Chemistry, 278, 14002-14012 (2003). (5) A. Colmerauer. Prolog - Constraints Inside, Manuel de Prolog, PROLOGIA, Case 919, 13288 Marseille cedex 09, France (1996). (6) E. Fanchon, F. Corblin, L. Trilling, B. Hermant and D. Gulino. Modeling the Molecular Network Controlling Adhesion Between Human Endothelial Cells: Inference and Simulation Using Constraint Logic Programming. Computational Methods in Systems Biology 2004, V. Danos and V. Schachter (Eds.), LNBI 3082, 104–118, Springer-Verlag (2005). (7) Sanchez L, Thieffry D. A logical analysis of the Drosophila gap-gene system. J. Theor Biol., 211, 115-141 (2001). (8) Sanchez L, Thieffry D. Segmenting the fly embryo: a logical analysis of the pair-rule crossregulatory module. J. Theor. Biol., 224, 517-537 (2003).
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CONCENTRATION AND SPECTRAL ROBUSTNESS OF BIOLOGICAL NETWORKS WITH HIERARCHICAL DISTRIBUTION OF TIME SCALES A.N.GORBAN AND O.RADULESCU Abstract. We discuss here the robustness of the relaxation time using a chemical reaction description of genetic and signalling networks. First, we obtain the following result for linear networks: for large multiscale systems with hierarchical distribution of time scales the variance of the inverse relaxation time (as well as the variance of the stationary rate) is much lower than the variance of the separate constants. Moreover, it can tend to 0 faster than 1/q, where q is the number of reactions. We argue that similar phenomena are valid in the nonlinear case as well. As a numerical illustration we use a model of signalling network that can be applied to important transcription factors such as NFκB or TGFβ. Keywords: Complex network; Relaxation time; Robustness; Signalling network; Chemical kinetics; Limitation; Measure concentration



Recent progress in molecular biology showed that the development and the functioning of living organisms are controlled by large complex networks, such as genetic and signalling networks. These networks are dynamical and their time scales distribution is log-uniform, which means that there is an hierarchy of characteristic times. Some numerical studies [1] emphasized the robustness of gene networks functioning, with respect to changes of the constants. This is important for modeling: it shows that a precise knowledge of the constants is not needed. It also brings understanding on how nature deals with unavoidable variability: the regulation structures are robust. Very little is known on the origin of robustness. In our conception there are two intrinsically related sources of robustness. One has to do with size and concentration of measure on high dimensional metric–measure spaces [3, 2]. The second is related to topology and hierarchy of time scales. We discuss here the robustness of the relaxation time using a chemical reaction description of genetic and signalling networks. Relaxation time is an important issue in chemical kinetics. It is so for practical reasons because it says how long one has to wait until the end of a process. In biology, the reasons are slightly diﬀerent. A biological system is a hierarchically structured open system. Any biological model is necessarily a submodel of a bigger one. After a change of the external conditions, a cascade of relaxations takes place and the spatial extension of a minimal model describing this cascade depends on time. It is therefore important to know how the relaxation time depends on the size of the model and how robust is this against variations of the kinetic constants. First, we obtain some results for linear networks. Let us enumerate reactions in the order of their constants decrease: k1 > k2 > . . . > kq . If kinetic constants are all well separated then we can use  instead of >. The reaction graph is weakly ANG: University of Leicester, Leicester, LE1 7RH, UK, e-mail: [email protected]. OR: IRMAR, UMR CNRS 6625, Universit´e de Rennes 1, France, e-mail: [email protected]. 1
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A.N.GORBAN AND O.RADULESCU



ergodic (further we omit the adverb “weakly”), if for each two vertices (components) Ai , Aj (i = j) we can ﬁnd such a vertex Ak that oriented paths exist from Ai to Ak and from Aj to Ak . One of these paths can be degenerated: it might be i = k or j = k. The reaction constant kr 1 ≤ r ≤ q is the ergodicity boundary if the reaction graph for reactions with constants k1 , k2 , . . . , kr is ergodic, but for reactions with constants k1 , k2 , . . . , kr−1 it is not. For the relaxation time τ of the whole system the following estimate holds: a



(1)



1 1 ≥τ ≥a , kr kr



where a, a > 0 are some positive functions of k1 , k2 , . . . , kr−1 (and of the reaction graph topology [4]). The well known concept of stationary reaction rates limitation by “narrow places” or “limiting steps” should be complemented by the ergodicity boundary limitation of relaxation time. It should be stressed that the relaxation process is limited not by the classical limiting steps (narrow places), but by absolutely diﬀerent reactions. The simplest example of this kind is a catalytic cycle: the stationary rate is limited by the slowest reaction (the smallest constant), but the ergodicity boundary is the reaction constant with the second lowest value. In order to change the slowest relaxation time one should coordinately alter the lowest and the second lowest constant. In general, for large multiscale systems we observe concentration eﬀects: the variance of the inverse relaxation time (as well as the variance of the stationary rate) is much lower than the variance of the separate constants. Moreover, here we meet a “simplex–type” concentration ([2], pp. 234–236) and the variance of the relaxation time can tend to 0 faster than 1/q, where q is the number of reactions. For simplest linear reaction mechanisms with random constants k the estimate Var(1/τ ) ∼Var(k)/q 2 is proven. We argue that similar phenomena are valid in the nonlinear case as well. As an illustration we use a rather generic model of signalling network that can be applied to important transcription factors such as NFκB or TGFβ. The model consists of ﬁve reactions: (1) (2) (3) (4) (5)



R+F ↔C C+K ↔F 2F ∗ → 2F ∗ + R R→ F ↔ F∗



F is a transcription factor that forms a complex C with the repressor R. The complex is localized in the cytosol. The signal is represented by a kinase K that phosphorylates the repressor and frees the transcription factor. Nuclear F ∗ comes from cytoplasmic F by transport and controls the transcription of various genes among which the repressor R. In order to study the robustness of the system, we have performed ﬁve operations. In each one of these operations the reaction constants ki , kir of the forward and of the reversed reaction i have been divided by a scale factor. The eﬀects of these operations on the value of F ∗ at stationarity and on the relaxation time τ have been represented in Fig.1 in the presence and in the absence of a signal. Although the constants have been changed on four decades, the relaxation time have large plateaus where it is constant and its total variation is smaller than two decades. Without signal, robustness is less pronounced.
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SPECTRAL ROBUSTNESS OF BIOLOGICAL NETWORKS 1
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Figure 1. Robustness of the steady state and of the relaxation time τ of the signalling network. The response to the signal is the concentration F ∗ of transcription factor in the nucleus. Dynamics evolves on conserved hyperplanes F + F ∗ + C = C0 according to the reactions described in the text and to the law of mass action. The presence (K = 0) and the absence (K = 0) of a signal are represented by a continuous and a dotted line, respectively. Each subﬁgure correspond to a diﬀerent reaction whose constants were divided by scale. Unscaled constants are those of the reference [5].



Obviously, results as general as Eq. 1 do not work in the nonlinear case. For instance, the relaxation time diverges near a saddle-node bifurcation point. In this case there are no concentration eﬀects. Our simple model suggests that with some restrictions, concentration of the relaxation time might work in the nonlinear case as well. We do not know yet which are the restricting conditions and how to connect these eﬀects to topology. The observed phenomena can give a clue to robustness of relaxation characteristics of multidimensional networks with hierarchical distribution of time scales. It suggests that for systems with wide distributions of reaction rate constants, the relaxation time of the whole system is much more stable than the relaxation times of individual small fragments. In particular, the relaxation time of the whole system is much more stable than the relaxation times of the individual reactions. References [1] Von Dassow G. et al., The segment polarity network is a robust developmental module, Nature, 406 (2000), 188–192. [2] Gromov M., Metric structures for Riemannian and non-Riemannian spaces, Birkhauser Boston, Inc., Boston, MA, 1999. [3] Talagrand M., Concentration of measure and isoperimetric inequalities in product spaces, Inst. Hautes Etudes Sci. Publ. Math. No. 81 (1995), 73–205 [4] Gorban A.N., Bykov V.I., Yablonskii G.S., Essays on Chemical relaxation, Novosibirsk, Nauka Publ., 1986. [5] Hoﬀmann A., Levchenko A., Scott M.L., and Baltimore D., ”The IκB-Nf-κB signaling module: temporal control and selective gene activation”, Science, 298 (2002), 1241–1245.
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Dynamics and pattern formation in invasive tumor growth Evgeniy Khain, Leonard M. Sander [email protected] One of the most common and clinically aggressive forms of primary brain tumor is Glioblastoma Multiforme (GBM). Despite major advances in the fields of molecular biology and cellular biology, the overall prognosis still remains very poor. One of main reasons for such a high mortality and low success in medical treatment is the fact that GBMs are highly invasive. In-vitro experiments show that a growing tumor consists of two zones: an inner dense proliferative region and an outer less dense invasive region. This is the invasive nature of malignant gliomas that makes treatment to be a very difficult and challenging task. Malignant brain tumors are complex self-organized multicellular biological systems. Experiments with different types of cells show qualitatively different behavior. For wild type cells, the invasive region grows faster, and tumor remains spherically symmetric. On the other hand, the invasive region grows slower for mutant type cells, and there are indications of symmetry-breaking of spherically symmetric growth. We formulate a continuum model that captures these experimental findings, using two coupled reactiondiffusion equations for cells and nutrient concentrations. When the ratio of nutrient and cell diffusion coefficients exceeds some critical value, the plane propagating front becomes unstable with respect to transversal perturbations. The instability threshold and the full phase-plane diagram in the parameter space are determined. Based on our model, we can explain different patterns by different diffusion constants and proliferation rates of wild and mutant cells: wild type cells diffuse faster, but have lower proliferation rate, compared to mutant type cells. 87.18.Ed Aggregation and other collective behavior of motile cells 87.18.Hf Spatiotemporal pattern formation in cellular populations
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Reduction of complexity in dynamical systems: Tri Nguyen-Huu, Pierre Auge, Christophe Lett, Jean-Christophe Poggiale [email protected] Realistic ecological models must take into account processes which are going on in different levels: the individual, the population, the community level. This leads to mathematical models involving many variables and parameters, which are usually difficult to handle. In many cases, the time scales associated to processes going on at each level are different. At the individual level, the time scale is typically the day, at the population level, the year and at the community level, the evolutionary time scale. Aggregation methods take advantage of these time scales to build a reduced model governing a few global variables at a slow time scale. We present an application to a spatial model of a host-parasitoid community. We consider a square two-dimensional grid of spatial patches. The initial model (complete model) is described by a huge number of equations (20000 for a 100x100 square grid). We show that when the dispersal process becomes fast in comparison with local interactions, the dynamics of the metapopulation can be described by a two-equation model governing the total insect population densities on the grid (aggregated model). We present numerical simulations of both models. Our results show a good agreement between asymptotic behaviour of the complete model and the aggregated model for small differences in time scales. This allows using the aggregated model to make valid predictions about global host-parasitoid spatial dynamics.
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Emergent properties of metabolic systems and the effect of constraints on enzyme concentrations Sicard Delphine, Dillmann Christine, Fiévet Julie, Talbot Grégoire, Grima Laure & de Vienne Dominique UMR de génétique végétale, INRA/CNRS/INAPG/UPS, Ferme du Moulon, Gif sur Yvette, 91190, France, Phone : +33-01 69 33 22 42, Fax : +33-01 69 33 23 40, Email : [email protected]



Cell functioning and evolution rely on complex metabolic systems constituted of many components that communicate and interact with one another through networks. Several metabolic theories have been developed to predict the emergent properties of metabolic systems. However, the effects of constraints on the properties of such systems and on their evolution under selection have been poorly studied, whereas cell necessarily functions with limited resources. Using both theoretical and experimental approaches, we have studied the effect of constraints on enzymes concentrations and their consequences on metabolic fluxes and fitness. The theoretical developments were based on the metabolic control analysis, which provides a framework linking enzymatic parameters, such as enzyme activities, to a macroscopic output of the system, the metabolic flux. We analysed the effect of competition for space and energy by introducing an overall cost for producing enzymes or by limiting the range of variation of the enzymes concentration in a pathway. In addition, we studied the effect of co-regulation by introducing correlation between enzyme concentrations. Under those conditions, our modelling revealed new emergent properties of metabolic fluxes. First, the total enzyme concentration allocated to a pathway, which is positively correlated with flux, can respond to selection. Second, competition leads to a distribution of enzyme concentrations within the pathway that maximizes metabolic flux: selection can act to increase low enzyme concentrations and to decrease high enzyme concentrations until an optimal level. Third, co-regulation leads to metabolic flux consistently lower than the one obtained with competition alone, suggesting that co-regulation may be costly. Finally, a biochemical model for hybrid vigour can be derived. In vitro reconstruction of the first part of glycolysis and in vivo analysis of various Saccharomyces cerevisiae strains were carried out to test these predictions. In vitro experiments allowed us to estimate global enzymatic parameters and confirmed that a distribution of enzyme concentrations that optimizes flux can be predicted. “Test tube genetics” performed by varying in vitro enzyme concentrations allowed us to corroborate the metabolic mechanism for hybrid vigour. Finally, proteomics and biochemical analysis of a collection of S. cerevisiae strains showed that there is genetic variability at two levels of cell integration, enzyme concentrations and glycolytic fluxes, and that selection can act to increase or decrease flux. In conclusion, taking into account constraints on enzyme concentrations allowed us to develop new modelling and in vitro tools for metabolic optimization, and gave new insight in the understanding of metabolic system evolution.
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DISCRETE DELAY MODEL FOR THE MAMMALIAN CIRCADIAN CLOCK K. Sriram1 , Gilles Bernot1,2 and François Képès1,3 R , 93 Rue Henri Rochefort, Evry France-91000 1. Epigenomics Project, Genopole° 2. Laboratoire de Me´thodes Informatiques, UMR 8042 CNRS/Université d'Evry R 3. ATelier de Génomique Cognitive, CNRS UMR8071/Genopole° A circadian rhythm is an oscillation with a period of approximately 24 hr, which exhibits entrainment to environmental light dark (LD) cycles and shifting of phase by light stimulation. Even though many theoretical models with ordinary dierential equation (ODE) have been proposed based on the biochemical mechanisms for circadian rhythms [1], relatively few studies have been carried out with delay dierential equations (DDE) [2, 3, 4, 5]. Delayed feedbacks are common and occur naturally in many biological systems and in particular, the regulatory networks of circadian rhythms. Here, we propose a delay model for the circadian rhythm of the mammals [6] with three dynamical variables that has three delayed positive and negative feedback loops. The delayed positive feedback loops modelled by Michaelis-Menten kinetics that describes saturation behavior. The delayed negative feedback loops are modelled with Hill's type of equation that describes a switch like behavior. The form of interlocked positive and negative feedback loop is modelled along the same lines as that of Smolen et al. [5]. In formulating the present model, BMAL1 (B), PER-CRY (P) complex and REV-ERBα (R) protein concentrations are considered as the dynamical variables. The biological circuit is shown in Figure-1. The transcriptional activators CLOCK and BMAL1 form a heterodimer which positively regulates Per, Cry and Rev-Erbα genes. PER-CRY complex is taken as another dynamical variable because PER and CRY expressions are positively coregulated by BMAL1-CLOCK. Their phases are also similar and they both negatively regulate BMAL1 and CLOCK activity. REV-ERBα, the negative regulator of BMAL1 is taken as the third dynamical variable. Thus broadly, there are three negative and positive feedback loops, with BMAL1-CLOCK acting as positive limb and PER-CRY acting as negative limb. The following are the corresponding delay dierential equations:



dB dt



=



dP dt



=



dR dt



=



k1n1



v1 k1n1 v2 Pf (t − δ2 ) − k3 B + + R(t − δ3 )n1 k2 + Pf (t − δ2 )



(1)



k5n2



v3 k5n2 v4 B(t − δ1 ) + − k6 P k4 + B(t − δ1 ) + Pf (t − δ2 )n2



(2)



v5 k7n3 v6 B(t − δ1 ) + − k9 R k7n3 + Pf (t − δ2 )n3 k8 + B(t − δ1 )



(3)



Here, Pf is the free PER-CRY complex (Pf = P - B) and Pf = 0 if P < B, to account for the interlocked feedback loops between BMAL1 and PER-CRY complex proteins. v1,2,3,4,5,6 are the rates at which the proteins are synthesized and the production rate v3 of PER-CRY complex increases in the light phase. The other parameters are the Michaelis constants k1,2,4,5,7,8 , the Hill's coecients, n1,2,3 characterizing the degree 1
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of co-operativity of the repression processes; k3,6,9 are the rst order degradation constants of B, P and R respectively. In the model, the overall time delay for the positive and negative feedback is approximately one circadian cycle. Delayed BMAL1 activation (13hrs) of PER-CRY complex and REV-ERBα constitutes half of the circadian cycle. Delayed activation and suppression of BMAL1 and REV-ERBα respectively by PER-CRY complex and its own suppression (6hr) constitutes one quarter of the cycle. Repression of BMAL1 by REV-ERBα is assumed to be 6hr, which is another quarter of the circadian cycle. In totality, half of the circadian cycle amounts to delay in positive feedback loop (BMAL1 activation) and the other half is the negative feed back loop (PER-CRY and REV-ERBα put together). The interplay of delayed positive and negative feedback loops contribute to one circadian cycle (Figure-2). There are also other features exhibited by the model. The model shows entrainment to both shorter and



+



BMAL1 (B)



+ +



-



2



1



PERCRY (P)



2



1



-



2



3



REVERB (R)



Figure 1: Schematic representation of the present model for the mammalian rhythm. δ1 is the delay in the positive feedback from B to initiate the synthesis of PER-CRY protein. The delay δ1 is also the delayed positive feedback from B to initiate the synthesis of REV-ERBα protein. δ2 is the delay for to activate and suppress BMAL1 and REV-ERBα protein, respectively. δ3 is the time delay for REV-ERBα protein to suppress the production of BMAL1.
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Figure 2: Sustained oscillations generated by the model. The BMAL1 protein (in black continuous line) is approximately anti phase to proteins PER-CRY protein (black dotted lines) and REV-ERBα (black dashed dotted lines). The time series have been obtained by numerical integration of delay equations 1, 2 and 3 under constant darkness (DD) for the standard parameter set vs = 4nMh−1 , vd =0.97nMh−1 , vp =1.0nMh−1 , vm =0.7nMh−1 , vr =0.1nMh−1 , vc =1.0nMh−1 ,k1 =0.5nM ,k2 =2.0nM,k3 =0.21h−1 , k4 =0.9nM, k5 =0.6nM, k6 =0.45h−1 , k7 =0.1nM, k8 =0.1nM , k9 =0.45h−1 , n1=n2=n3=2.0, δ1 =13 hr, δ2 =6 hr, δ3 =6 hr



longer LD cycles. In all the LD cycles, the oscillator is entrained to 24 hr rhythm for the standard parameter set. When delay δ2 is varied under LD cycles, the model exhibits phase advance, phase delay and lack of 2
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entrainment, which are linked to physiological disorders. Apart from limit cycle, quasiperiodic and chaotic oscillations are also observed when the delay δ2 is varied under the inuence of constant periodic 12:12 LD cycles. Periodic forcing is known to bring about rich dynamical phenomena [7] and in our model constant periodic forcing with delay brings about a rich bifurcation diagram (Figure-3). The observed complex phenomena such as quasiperiodic and chaotic oscillations are linked to non 24hr sleep-wake syndrome and occurrence of cancer incidence, which may be a direct consequence of improper delayed circadian regulation due to Per gene mutation. The eects of mutant phenotype on the circadian period are well simulated by changing the parameters and time delay. The model also uncovers the possible existence of multiple
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Figure 3: (a) Bifurcation diagram obtained for the constant LD cycle with delay δ2 as the parameter. The 12:12 LD cycle simulated with vm taken a square wave function that is changed from the basal value of 0.7 to 1. (b) Chaotic time series of dynamical variable P, with 12:12 LD cycle for delay δ2 = 3hrs, (c) the chaotic attractor and (d) the power spectrum. P is the dynamical variable, namely PER-CRY complex. All the other parameters are kept constant with delay δ1 taken as 12hrs .
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Abstract. In biological systems, emergent properties develop when numerous individual molecular elements in a population are coupled in a non-linear manner. Under suitable conditions, the formation in vitro of a population of microtubules, a major component of the cellular skeleton (cytoskeleton), behaves as a complex system and develops a number of emergent phenomena. These preparations, which initially contain just two molecular species, a nucleotide and a protein, self-organise by reaction and diffusion and the morphology that develops is determined at a critical moment early in the process by weak external factors such as gravity and magnetic fields. Other emergent phenomena; namely, replication of form, generation of positional information, and collective transport and organisation of colloidal sized particles, develop. Microtubules are responsible both for cellular organisation and the transport of sub-cellular particles from one part of the cell to another. Frequently, this behaviour is triggered by some weak internal or external factor. The in vitro observations outlined illustrate how in a simple biological system, a complex behaviour may give rise to emergent phenomena outwardly resembling major biological functions.
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Over the last hundred years, enormous advances in biology have been made based upon the general concept of molecular reductionism. This has found its apogee in the molecular basis of DNA and RNA function and more generally with the association of molecular structure with function. The implication is that knowledge of the exact disposition of atoms in a molecule will eventually (if established for a sufficiently large number of proteins and other macromolecules) lead to a description of living systems. Many biologists make substantial efforts to identify individual molecular agents involved with a specific biological function. Molecular reductionism is, however, subject to limitations and most biologists realise that some biological properties or functions somehow arise simply because a large number of interacting molecular species are present. To anyone familiar with non-linear dynamics, this suggests that populations of biological molecules might behave as complex systems and develop emergent phenomena. Some scientists are asking whether some of the global properties of biological systems can be accounted for in terms of emergent properties and even whether life itself should be considered as such. Until recently, biologists have played little attention as to the manner by which populations of specific biological molecules might behave as complex systems. A major emergent phenomenon in many complex systems is self-organisation. Here, I would like to outline a very simple biological system of a population of microtubules in a test-tube, comprised initially of just two molecular species (a nucleotide and a protein) that behaves as a complex system and shows a number of emergent phenomena including self-organisation.



1. Self-organisation by reactive processes The 2nd law of thermodynamics teaches us that at equilibrium order will be progressively and ineluctably lost with time. Two miscible liquids, initially separated from one another, will slowly mix by way of diffusion and convection and the existing order progressively lost. One of the characteristic properties of living systems is order and self-organisation. This naturally raises the question as to the nature of the physical-chemical processes by which order and form spontaneously develop in an initially largely unstructured biological object such as an egg or seed. Biological processes are based upon biochemical and chemical reactions. However, normally solutions of reacting chemicals in a testtube do not self-organise. Because of this, for very many years, it was not believed possible that solutions of reacting chemicals or biochemicals could self-organise by reactive processes. Nevertheless, very slowly over the last hundred years, both theoreticians and experimentalists have progressively shown that this is not necessarily the case. Since the late 1930's, some theoreticians (Kolmogorov, Rashevsky, Turing, and Prigogine and co-workers) [1-5] have proposed that some particular types of chemical reaction might, due to being sufficiently far-from-equilibrium, show strongly non-linear reaction dynamics. They predicted that these non-linear dynamics could, in some cases, result in a macroscopic self-organisation of the sample. Some chemical systems originally discovered in the 1920's [6] and 1950's [7] have been shown to self-organise this way [8, 9]. At a molecular level, self-organisation results from a coupling of reaction and diffusion and the patterns that arise are comprised of periodic variations in the concentration of some of the reactants. Such structures are often called reaction-diffusion or Turing structures; the latter after the British mathematician who was one of the first persons to propose such a mechanism in 1952 [3]. Prigogine and co-workers called them 'dissipative' structures [5, 10] because a dissipation of chemical energy is required to drive and maintain the system sufficiently far-from-equilibrium such that self-organisation occurs. It is this flux or dissipation of chemical energy that provides the thermodynamic driving force for self-organisation. Rashevsky, Turing, Prigogine et al, and others, all proposed that biochemical mechanisms of this type might provide an underlying physical chemical explanation for biological pattern formation and morphogenesis. Although such terms were not used at the time, what these theoreticians predicted was that biological self-organisation could arise as an emergent phenomenon in a complex system by molecular processes of reaction and diffusion. A different aspect of these systems is the manner by which some reaction-diffusion systems may show bifurcation properties and can hence be sensitive to weak external factors. In the early 1970's, Kondepudi and Prigogine explicitly calculated that the presence of an external factor, such as



91



Microtubule self-organisation



4



gravity, or an electric or magnetic field, at a critical moment early in the process, might determine the self-organised morphology which subsequently develops [11]. The pioneer workers in this field were fully aware of the possible implications that their approach might have towards some problems in biology, and the concepts outlined above have aroused interest and debate at various times over the last 50 years. However, for a variety of reasons, the majority of biologists and chemists have not adopted this approach. Although the main reason is conceptual, another reason is the scarcity of simple experimental systems proven to self-organise this way. For example, in chemistry, it was not until 1990 that a chemical reaction, similar to those first discovered long ago by Bray (1921) [6] and Belousov (1951) [7] was finally accepted as the first example of a Turing-like structure [8, 9]. The same situation has prevailed in biology. Since the work of Turing and Prigogine and coworkers, many authors have compared the morphologies that occur in biological organisms with the mathematical predictions of reaction-diffusion theories. There is a whole body of literature in this area [12-14]. More recently, other workers [15, 16] have demonstrated that the patterns of calcium waves observed in vivo in the cytosol arise from reaction-diffusion processes. In spite of these advances, one of the elements lacking has been an example of a simple biochemical system in a test-tube that selforganises this way. Under suitable conditions, we have found that the in vitro formation of microtubules, a major component of the cellular skeleton (cytoskeleton), does behave this way. These preparations, which initially contain just two molecular species (a nucleotide and a protein) self-organise by reaction and diffusion and the morphology that develops is determined at a critical moment early in the process, by weak external factors such as gravity and magnetic fields. This behaviour is not a result of the sum of the properties of individual microtubules and cannot be understood in terms of molecular reductionism. On the contrary, it arises from the collective action of the entire microtubule population in which individual microtubules interact and communicate with one another by way of the chemical trails that they themselves form. These observations illustrate how in a simple biological system, reactive processes give rise to a population of interacting elements that behaves as a complex system and shows a number of emergent phenomena as a consequence. In addition to self-organisation, and its triggering by weak external factors, a number of other collective phenomena develop; namely, replication of form, generation of positional information, and collective transport and organisation of colloidal sized particles. These emergent phenomena, outwardly at least, resemble the major biological properties of microtubules and they may turn out to be of considerable biological significance.



2. Self-organisation in colonies of living organisms Colonies of living organisms provide many examples of self-organisation [17]. In many cases, structure and organisations develop, not by action at the level of the individual, but by way of the dynamics in which individuals, strongly coupled to one another in a non-linear manner, behave as a collective ensemble. Similar types of morphology often develop in spite of large differences in the nature and size of the individual element. Striped arrangements frequently arise; when they do, they are nearly always the result of an outside external perturbation that induces a directional bias on the actions of the individual. For example, over a distance scale of several centimetres some bacteria colonies form a stationary pattern. Observations at higher magnification show that the pattern is comprised of regions containing differing bacterial densities. At even higher magnification, the individual bacteria are seen to be undergoing a rapid, seemingly random movement. Individual bacteria interact indirectly with one another via trails in the concentration of chemical attractants and repellents that they themselves produce. It is by way of dynamic processes involving the collective movement of many bacteria that the stationary pattern arises. The energy source driving this process is the chemicals consumed by the bacteria. When it runs out, the bacteria stop moving and the pattern disappears. A similar mechanism is the basis for the self-organisation of ant colonies and other social insects. The behaviour of the population results essentially from the actions of individuals strongly coupled to one another by a form of chemical communication [17, 18]. A moving ant leaves behind itself trails of chemicals known as pheromones that attract or repel other ants. An ant encountering a
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trail of attractive pheromone will change its direction to follow this trail. This ant, will in its turn, deposit more pheromone on the trail thus reinforcing it. The progressive reinforcement of these chemical trails leads to the self-organisation of the ant population. Although the rules governing the behaviour of individual ants are relatively simple, the overall behaviour is extremely sophisticated. One of the advantages of this type of process is that ants rapidly establish the shortest route between a food source and the nest. Consider a situation where there are two food sources close to a population of ants; but where one of the food sources is closer than the other. As ants return to the nest with food, they leave behind themselves chemical trails. These trails are then followed by other ants who in their turn, deposit chemicals that reinforce the original trails. In such a way, progressively more and more ants follow the paths to the food sources. However, because the trail from the closer of the two sources is shorter, it takes less time for an ant to return to the colony. This results in a slightly larger number of ants taking the path to this food source, thus reinforcing the strength of the chemical trail of the shorter path at the expense of the longer path. Hence, progressively more and more ants take the shorter path to the closer food supply until they nearly all follow this route. This illustrates how self-organisation results from the progressive reinforcement of chemical trails by moving objects which themselves produce these trails. If, the two food sources are at approximately equal distance from the nest, then the ants still mostly accumulate on the path to one of the food sources. This comes about because any small factor which early in the process favours the reinforcement of one of the chemical trails over the other, will progressively lead to nearly all the ants using this pathway. Once the reinforcement of one pathway has gone sufficiently far, then the determining factor may be removed without affecting the subsequent behaviour. This is a simple example of a bifurcation due to a weak external factor in a self-organising complex system.



3. Microtubules Microtubules [19, 20] are a major filamentary component of the internal skeleton of cells (cytoskeleton). They have two major cellular roles; they organise the cell interior, and they permit and control the directional movement of intracellular particles and organelles from one part of the cell to another. Microtubules participate in many fundamental cellular functions including the maintenance of shape, motility, and signal transduction. They frequently organise or reorganise in response to weak internal and external stimuli of either physical or biochemical nature. Microtubules are a significant component of brain neurone cells and they make up the mitotic spindles that separate chromosomes during cell division. They play a determining role in the organisational changes that occur during the early stages of embryogenesis. Microtubule organisation is a fundamental cellular property affecting numerous biological functions and the viability of a cell is compromised when it does not occur correctly. Microtubules are long tubular shaped supra-molecular assemblies with inner and outer diameters of about 16 nm and 24 nm respectively. Although their length is variable, they are often several microns long. The walls of the tube are comprised of a protein, tubulin, and microtubules arise from the self-assembly of this protein by way of reactions involving the hydrolysis of a nucleotide, guanosine triphosphate (GTP), to guanosine diphosphate (GDP). Once microtubules form in this way, they continually grow and shrink by processes in which additional tubulin molecules are added to one end of a microtubule whilst other tubulin molecules are lost from the opposite shrinking end. This process is likewise associated with the hydrolysis of GTP to GDP. The system is hence chemically irreversible and there is a continual consumption and dissipation of chemical energy. Biologists have established in living cells that microtubule organisation and reorganisation results from the chemical dynamics of the reactive processes associated with their formation and maintenance. Microtubules can be readily formed and studied in vitro. A solution of purified tubulin, in the presence of an excess of GTP, when warmed from about 4°C to 36°C, assembles within a few minutes into microtubules. After the microtubules have formed, this reaction continues by processes in which the complex, tubulin-GTP, is added to the growing (+) end of a microtubule and tubulin-GDP is lost from the opposite shrinking (-) end. An unusual and important feature of microtubules is that they posses a reactive polarity, and the reaction dynamics at opposite ends of the microtubule are different. Due to this difference in reactivity, microtubules often grow from one end (+) whilst shrinking from
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the other end (-). When the rates of growth and shrinking are comparable, individual microtubules retain the same approximate length but change position at speeds of several µm per minute. This type of behaviour is termed 'treadmilling'. Another type of behaviour termed 'dynamic instability' occurs when individual microtubules either shrink or grow very abruptly. By modifying experimental conditions, such as buffer composition, it is possible to observe in vitro a very large range of microtubule reaction dynamics. A shrinking microtubule is capable of forming a trail of free tubulin. This tubulin is initially liberated in the form of the complex, tubulin-GDP. This progressively diffuses out into the solution. Simultaneously, excess GTP present reconverts the tubulin-GDP to tubulin-GTP. At this point, the tubulin-GTP can be incorporated into the growing ends of neighbouring microtubules. Because the incorporation of tubulin into the growing ends of microtubules increases strongly with tubulin-GTP concentration, neighbouring microtubules will preferentially grow into regions of higher tubulin-GTP concentration whilst avoiding those of lower concentration. Hence, for some types of microtubule reaction dynamics (and rates of tubulin diffusion) neighbouring microtubules can communicate with one another, and modify their rate and direction of growth, by way of the chemical trails that they themselves produce. In this way, a population of microtubules is capable of behaving as a complex system. It can self-organise and generate other emergent phenomena in a manner that shows many analogies with the way that ants and other social insects self-organise.



4. Microtubule self-organisation and other emergent phenomena 4.a. Self-organisation Under many conditions, microtubule solutions show neither temporal nor spatial selforganisation. However, in 1987 it was reported that they could show regular damped oscillations of assembly and disassembly [21]. In 1990, we reported experiments under different buffer conditions in which macroscopic self-ordering occurred [22]. When assembled in glass containers, measuring 40 mm by 10 mm by 1 mm, the microtubule solution progressively self-organises over approximately 5 hours to form a series of periodic horizontal stripes of about 0.5 mm separation. Once formed, the striped pattern remains stationary and it is stable for between 48 to72 hours, after which the system progressively runs out of reactants. In each striped band, all the microtubules are very highly oriented with respect to one another. The direction of orientation is at about either 45° or 135° to the direction of the stripe, but adjacent stripes differ from one another in having a different orientation from their neighbours. Hence, the microtubule orientation flips from left to right periodically up the length of the sample container. In addition to this orientational pattern, a pattern of variations of microtubule concentration is also present that coincides with the changes in orientation [23]. The microtubule concentration drops by about 30% and then rises again each time the microtubule orientation flips from acute to obtuse or vice versa (Figure 2). Experiments, that will not be described here, show that self-organisation contains both reactive and diffusive contributions and arises from processes involving the continual growth and shrinking of individual microtubules [24-26]. 4.b. Replication of form The structure is complicated, for each 0.5-mm stripe also contains within it another series of stripes of about 100 µm separation. These, in their turn, contain other sets of stripes of about 20 µm, 5 µm and 1 µm separation [24, 27]. In samples made up in a 15 mm diameter test tube, an additional level of ordering of several mm arises. These large stripes contain the lower levels of organisation already mentioned. Hence, similar types of pattern spontaneously arise over distances ranging from a few microns up to several centimetres. So here, we already see two emergent phenomena; selforganisation and replication of form. The range of dimension over which these microtubule structures occur is typical of those found in many types of higher organisms. Cells are about 10 µm in size, eggs are often about 1 mm, and a developing mammalian embryo is several centimetres long. Self-organisation also arises when
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Figure 1 Schematic illustration of a microtubule growth and shrinking". Tubulin-GTP is added to the growing end of a microtubule (+) and tubulin-GDP is lost from the other shrinking end (-). During this process, GTP is hydrolysed to GDP.



Figure 2. Self-organised microtubule structures as formed in optical cells, 40 mm by 10 mm by 1 mm, positioned vertical. Microtubules were formed by warming a solution containing 10mg/ml of tubulin from 4°C to 36°C in the presence of an excess of GTP. Microtubules form within 2-3 minutes after warming the solution, and the structure shown progressively develops over the next 5-6 hours. The structure once formed is stationary and the solution is stable for about 3 days. The strong optical birefringence indicates that the microtubules are highly aligned. The structure is photographed through crossed polars (0° and 90°) with a wavelength retardation plate at 45°. The retardation plate produces a uniform mauve background. Microtubule orientations of about 45°, such that their birefringence adds to the birefringence of the wavelength plate, produce a blue wavelength shift whereas orientations at about 135° subtract from the birefringence and result in a yellow interference colour. The alternating blue and yellow stripes arise from periodic variations in microtubule orientation from obtuse to acute.



Figure 3. Replication of form. The striped structure, as shown in figure 2, is itself comprised of stripes of smaller periodicity. Photographs A) and B) show one of the individual stripes at higher magnification. Separations of approximately 100 µm and 20 µm are clearly visible. C) is a photograph of the structure that forms in a 15 mm diameter test tube.
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samples are prepared in small containers (50-200 µm) of dimensions comparable to those of cells and embryos. 4.c. Positional information Another feature of these structures and organisations is that they contain a considerable amount of positional information. This is clearly seen in the self-organised morphology, shown in Figure 4, in which the pattern has a clearly defined centre. Moreover the centre of the pattern is positioned in the centre of the sample. Thus, in some way or other, the microtubules have worked out where the centre of the sample is. In addition, the positional information thus produced is expressed and manifested in a clear-cut manner. The generation of positional information is a basic phenomenon underlying embryogenesis and biological pattern formation. Its creation by reactive processes in a simple in vitro preparation, initially devoid of it, is an important feature of the observed behaviour. 4.d Dependence of self-organisation on gravity. The difference in conditions leading to the two different morphologies shown (figures 2 and 4) is merely the orientation of the sample with respect to gravity during self-organisation. Striped morphologies occur when the microtubules are prepared rectangular sample cells that are upright, but concentric circles arise when they are prepared in the same containers lying horizontal, flat down [28]. This fact indicates that gravity in some way intervenes in the self-organising process. Once formed, the structures are stationary and independent of their orientation with respect to gravity. To establish at what moment during self-organisation the sample morphology depends on the gravity direction, we carried out the following simple experiment [24]. Twenty samples of purified tubulin in the presence of GTP (at 4°C) were placed vertical. Samples were simultaneously warmed to 36°C to instigate microtubule formation. Consecutive cells were then turned from vertical to horizontal at intervals of one minute and left in this position for the rest of the self-organising process and examined 12 hours later after the structures had formed. Twenty minutes after instigating microtubule formation, when the last sample was rotated from vertical to horizontal, there are no obvious signs of any striped structure. Since the structures form while the cells are flat, one might expect that they would all form the horizontal pattern. This is the case for samples turned during the first few minutes. However, samples which were upright for six minutes or more all formed striped morphologies similar to preparations that remained vertical all the time. The final morphology depends upon whether the sample container was horizontal or vertical, at a critical time six minutes after instigating assembly, early in the self-organising process. This can be described as a bifurcation between pathways leading to two different morphological states, and in which the direction of the sample with respect to gravity determines the morphology that subsequently forms. An obvious question is; what would happen if gravity was not present at the bifurcation time? To answer this we carried out an experiment under conditions of weightlessness produced in a freefalling rocket of the European Space Agency. This produced conditions of weightlessness for the first 13 minutes of the self-organising process. We found that, contrary to reference samples assembled on an on-board 1g centrifuge, samples assembled under conditions of weightlessness did not self-organise [27]. This result shows that under the conditions used in this experiment, the presence of gravity at the bifurcation time actually triggers self-organisation. To study the effects of weightlessness, it is not necessary to go to the trouble, expense, and risk-to-life, of carrying out experiments in space. Gravity effects may be substantially reduced in ground-based laboratories using simple inexpensive methods such as clinorotation and magnetic levitation. We have also carried out experiments using these methods and observed behaviour very close to that obtained in space-flight [29] 4.e. Proposed molecular mechanism In far-from-equilibrium systems that self-organise, bifurcations are associated with an instability in the initially homogenous state. When self-organisation arises from a chemical processes, as in the present case, then this instability will involve reactive elements. For the microtubule case, we would hence expect a chemical instability, involving the relative concentrations of microtubules and free tubulin, to occur close to the bifurcation time. This is the case. Frequently, the kinetics of microtubule self-assembly, after an initial increase due to the formation of microtubules from the tubulin solution, remains at a stationary level. In general, microtubule solutions showing this type of
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Figure 4. The morphology that forms is dependent on the gravity direction. A different stationary morphology forms when the sample container is positioned horizontal during self-organisation. For this morphology, the centre of the sample is determined by the centre of the pattern. This illustrates the generation of positional information.



Figure 5. Bifurcation behaviour of self-organised microtubule preparations. The morphology that forms is determined by the gravity direction at a critical time early in the process.. The photographs show the final stationary morphologies for samples rotated from upright to horizontal at different times, t, during the first twenty minutes of self-organisation. Samples that remained vertical for 6 minutes or more formed striped structures as though they had remained vertical throughout the entire period of structure formation
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behaviour do not self-organise. However, microtubule preparations that do self-organise do not show this type of assembly kinetics. Instead, after an initial rapid increase, corresponding to the formation of microtubules from tubulin, the microtubule concentration shows an overshoot and progressively decreases over the next 30 minutes to a value about 20% lower than at the maximum [24, 30]. The maximum in the microtubule concentration occurs approximately six minutes after instigating microtubule assembly, and coincides with the bifurcation time when self-organisation is determined by gravity. Microtubule self-organisation depends not only upon the presence of gravity at an early critical moment. It also depends on other weak external factors, such as magnetic fields, sheering and weak vibrations and geometrical factors [30, 31]. These experiments strongly suggest that any factor, which at the bifurcation time, leads to a privileged direction of microtubule orientation, will trigger self-organisation. This conclusion provides an important clue to the molecular mechanism by which self-organisation occurs. Microtubules are continually growing from one end and shrinking from the other. For appropriate values of reaction dynamics, the shrinking end of a microtubule will leave behind itself a chemical trail of high tubulin-GDP concentration. Excess GTP in the reaction mixture then converts tubulin-GTP back to tubulin-GTP. At this point, the tubulin-GTP is again available either to be incorporated in the growing end of a neighbouring microtubule, or to nucleate with other tubulin-GTP molecules to form a new microtubule. During this time, the tubulin freely diffuses into the surrounding solution. Likewise, growing microtubule ends produce regions depleted in tubulinGTP. Because reactions rates increase with increasing concentration, neighbouring microtubules will preferentially grow into regions of high tubulin-GTP concentration whilst avoiding those of low concentration. We postulated that for appropriate reaction dynamics, the chemical trails produced by individual microtubules, can modify and determine the direction of growth of their neighbours [27]. Thus neighbouring microtubules will "talk to each other" by depleting and accentuating the local concentration of active chemical. Under such circumstances, the coupling of reaction with diffusion will progressively lead to macroscopic variations in microtubule orientation and concentration. When the microtubules first form from the tubulin solution, they are in a phase of growth and are distributed uniformly through the solution in an isotropic manner. At this stage, there is almost no disassembly from their shrinking ends. However, the rapid initial growth of the microtubules depletes the concentration of free tubulin in solution and this in turn provokes the partial disassembly of the microtubules. This partial disassembly manifests itself as the 'overshoot' in the assembly kinetics. When partial disassembly starts to occur, just prior to the bifurcation time, it leads to the formation of the chemical trails outlined above. The isotropic arrangement of microtubules is now unstable, for at this time, orienting just a few microtubules will induce their neighbours to grow along the same orientation. Once some microtubules have take up a specific orientation, then neighbouring microtubules will also grow into the same direction. Orientational order will then spread from neighbour to neighbour, and so on. The process mutually reinforces itself with time and leads to selforganisation. Hence, in agreement with experiments, any small factor that at the instability (bifurcation time) directly orients microtubules, or leads to a privileged direction of microtubule growth, will trigger self-organisation. 4.f. Numerical simulations To investigate whether such an explanation is realistic we carried out computer simulations of a population of growing and shrinking microtubules, incorporating microtubule reaction dynamic consistent with experimental values, [32, 33]. Simulations involving just a few microtubules, demonstrated both the formation of the tubulin trails outlined above and the growth of neighbouring microtubules into these trails, along their direction. When the simulations were extended to a population of about 104 microtubules on a two-dimensional reaction space, 100 µm by 100 µm, then after 2-3 hours of reaction time, a self-organised structure comprised of regular bands of about 5 µm separation developed [32, 33]. This structure is comparable with the experimental self-organised structure that arises over a similar distance scale. In addition, the simulations also predict an 'overshoot' in the microtubule assembly kinetics. At the calculated 'overshoot', the simulations predict that the strongly shrinking microtubules result in strong fluctuations of concentration and density (3%). For self-organisation to occur, the algorithm also requires the presence, at this critical moment, of a small asymmetry in the reaction-diffusion process. The asymmetry acts either by directly
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Figure 7 Proposed mechanism for the formation of the self-organised structure. Microtubules are chemically anisotropic, growing and shrinking along the direction of their long axis. This leads to the formation of chemical trails, comprised of regions of high and low local tubulin concentration from their shrinking and growing ends respectively. These concentration trails (density fluctuations) are oriented along the direction of the microtubule. Neighbouring microtubules will preferentially grow into regions where the local concentration of tubulin is highest. In A.), microtubules have just formed from the tubulin solution. They are still in a growing phase and have an isotropic arrangement. In B), microtubule disassembly has started to occur at the bifurcation time. This produces trails of high tubulin concentration from the shrinking ends of the microtubules. In C) microtubules are growing and forming preferentially into these tubulin trails. The isotropic arrangement shown in B) is unstable. Once a few microtubules start to take up a preferred orientation then neighbouring microtubules will also grow into the same orientation. Once started, the process mutually reinforces itself with time and leads to self-organisation. At the instability, any small effect that leads to a slight directional bias will trigger self–organisation. Gravity acts by way of its directional interaction with the macroscopic density fluctuations present in the solution.



Figure 8. Numerical simulations (A) containing only reactive and diffusive terms predict macroscopic self-organisation comparable with experiment (B).
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Figure 9. Transport of colloidal polystyrene particles during microtubule self-organisation. Images of the preparation at different times during self-organisation; A), 20 min; B), 40 min; C), 60 min; D), 5 hours. The numerous small dots are polystyrene beads of 1.1 µm diameter. Several have been highlighted and the coloured lines indicate their trajectories. During the first hour of self-organisation, the microtubules orient along the direction indicated by the bead trajectories.



Figure 10 Microtubule self-organisation also results in the organisation of colloidal particles. The photograph shows the distribution of 1.0 µm diameter fluorescent polystyrene particles in a self-organised preparation. This pattern coincides with the microtubule pattern. The particle distribution was homogenous prior to self-organisation.
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orienting some microtubules, or by making tubulin diffusion faster along one direction than the others. The latter favours the growth of microtubules along this direction and triggers self-organisation by the orientational effect thus produced. Gravity, by interacting with the density fluctuations produced by strongly shrinking microtubules at the 'overshoot' (bifurcation time), gives rise to increased molecular transport along the vertical direction and so triggers self-organisation. Magnetic fields and sheering, on the other hand, act by directly orienting microtubules at the bifurcation time. Hence, gravity and magnetic fields may break the symmetry of the initially homogenous state and thus lead to the emergence of form and pattern. Gravity and magnetic fields can thus intervene in a fundamental cellular process and will indirectly affect other cellular processes that are in their turn dependent upon microtubule self-organisation. Other external factors, such as vibrations, have the same effect. Processes of this type could form a general type of mechanism by which outside environmental factors are transduced into living systems. Such processes may have played a role in the development of life on earth. 4.g .Collective particle transport and organisation The computer simulations outlined above also suggest an explanation for another emergent property of this system; namely the directional transport and organisation of transport of colloidal sized particles [34]. One of the major biological properties of microtubules is the transport of subcellular particles, such as chromosomes and vesicles, from one part of a cell to another. For a variety of reasons, we suspected that the self-organising process could also result in collective particle transport. This turned out to be the case. We observed the following behaviour. When 1 µm diameter colloidal polystyrene particles were added to the initial preparation of tubulin and GTP [34] then about 15 minutes into the self-organising process, all the beads start to move in the same direction at speeds of several µm per minute. The direction of movement corresponds to the direction of microtubule orientation that develops at this time. When self-organisation is complete after about 5 hours, then there is no further particle transport. Particle transport does not occur when self-organisation is not triggered by gravity, or if microtubules are assembled under different reactive conditions such that self-organisation does not occur. Numerical simulations of the self-organised arrangement at different times during the process, show that the parallel fronts of oriented microtubules shown in figure 8A, cross the reaction space at speeds of several µm per minute [32]. These travelling fronts correspond to variations in microtubule concentration of at least 30%. As the microtubule preparation is extremely viscous, they also correspond to waves of differences in viscosity of several thousand poises. Such travelling waves, comprised of variations in concentration and viscosity, would be quite capable of transporting colloidal sized particles along with them. Moreover, the distribution of particles, which was initially homogenous, takes on a pattern coincident with that of the microtubules. So, in addition to being to transported, the colloidal beads are also themselves organised by the self-organising process [34]. We believe that this comes about in the following way. The speed of particle transport depends on the reaction rate and is strongly dependent on the initial tubulin concentration. During self-organisation, regions of different microtubule concentration develop in the sample. As these develop, the rate of particle movement will not be the same everywhere. Particles will hence tend to accumulate into different regions of space in a manner analogous to that which cars travelling at different speed aggregate into clusters or form traffic jams.



5. Conclusions Under appropriate conditions, in vitro microtubules preparations behave as a complex system. They self-organise and show a number of other emergent phenomena by way of a reactiondiffusion process, which shows analogies with the way ants and other social insects self-organise. The principal emergent properties that develop; self-organisation, collective particle transport, and their triggering by a weak factor, outwardly resemble the major features of microtubule behaviour in living systems. It may turn out that the mechanism and emergent properties outlined above are of major biological significance. Although biologists have long known that the self-organising behaviour of microtubules in living systems arises from their reaction dynamics, as yet they do not view this in terms of emergent properties in a complex system.
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The question thus naturally arises as to whether the processes outlined above might also occur in vivo; and in particular whether or not they might arise during the cell cycle and the early stages of embryogenesis. One of the characteristic properties of microtubule self-organisation by reaction and diffusion is its dependence on various external factors such as gravity. It is known that cellular functions are modified when cells are cultured under conditions of weightlessness [35, 36]. Recent experiments on cell lines cultured under conditions of weightlessness show a disorganised microtubule network compared to control experiments under normal gravity conditions [37-40]. This latter behaviour is consistent with the in vitro observations reported here and raises the possibility that the processes outlined above might occur in living cells. Rashevsky, Turing, Prigogine and co-workers, first developed their theories as a possible underlying physical-chemical explanation for biological self-organisation during embryogenesis. They predicted a way by which macroscopic chemical patterns could spontaneously develop from an initially unstructured egg. Although there is evidence that microtubule self-organisation by reaction and diffusion occurs during drosophila embryogenesis [23, 41, 42], it is too early to affirm whether or not this process plays a role in determining the body plan of the resulting organism. What we can say is that non-linear reaction dynamics can in principle account for biological self-organisation and pattern formation, and that an important cellular component, microtubules, behaves this way in a testtube. The overall phenomenological behaviour of the microtubule preparations shows a qualitative resemblance to some aspects of living organisms in the following ways. Firstly, macroscopic ordering appears spontaneously from an initially homogenous starting point. Secondly, the final state depends upon small differences in conditions at a critical moment at an early stage in the process. This is reminiscent of what occurs during biological development, when after a certain stage, cells of identical genetic content take different developmental pathways to form different cell types. Just after bifurcating, a non-linear system could be described in biological vocabulary as being ‘determined but not yet differentiated’. The mechanism of self-organisation outlined above shows significant differences from the type of reaction-diffusion scheme originally proposed by Turing. In the Turing system, the molecules communicate with one another by diffusion (fast diffusion of the inhibitor and slow diffusion of the activator). In the microtubule system, on the other hand, as for ants, communication occurs essentially by way of the chemical trails that the microtubules produce by their own reactivity. It is a reaction-diffusion system, since without tubulin diffusion at the appropriate rate, self-organisation would not occur. Another difference with the Turing scheme is the reactive anisotropy and heterogeneity of the microtubule system. In a normal reaction-diffusion scheme there is no inherent anisotropy in the reactive process. This is not the case for an individual microtubule. Here, reactive growing and shrinking can lead to chemical trails along only one specific direction. The system has an in-built propensity for symmetry breaking under the effect of a weak external factor. In addition, in a microtubule preparation, chemical reactions can only occur at the ends of individual microtubules, and these ends are often several microns apart. The solution, once microtubules have assembled, is hence chemically heterogeneous and this factor likewise favours self-organisation. It may be that the specific type of mechanism encountered here, based on reactive growth and shortening of tubes or rods, is particularly suited to self-organisation. At present, it is not yet clear whether these processes are widespread in biology or if they are limited to microtubules. The results outlined above demonstrate how a very simple biological system comprised initially of just a protein and GTP, and without DNA, can show a complex behaviour and develop emergent phenomena that outwardly resemble certain biological functions. These phenomena, which may be of considerable biological importance, are not the sum of properties of individual molecules, but come about spontaneously as a consequence of non-linear reaction dynamics in a population of strongly interacting elements.
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An overview of the quest for regulatory pathway in microarray data Nizar Touleimat, Florence d’Alche-Buc, Marie Dutreix [email protected] An overview of the quest for regulatory pathway in microarray data Nizar Touleimat(1,2), Florence dAlché-Buc(2) and Marie Dutreix(1) 1 Institut Curie, UMR 2027 CNRS, Bat 119, Centre Universitaire, 91405 0RSAY 2 Programme Epigenomique, Genopole, LAMI, 523 Place des Terrasses F-91000 EVRY Complex regulatory networks allow living cells to respond and adapt to a large set of stimuli coming from their environment. Understanding these networks is one of the major challenges to modern molecular biology. The recent developments of biotechnological tools that allow to study global transcriptional response (i.e. variation of expression of all the genes of a cell) open a new field of investigation and knowledge building. However, the tremendious amount of data generated requires new methods of data mining, classification, normalization, comparison, crossing thinking. Here, we will try, through a concrete exemple, to present the different analysis that can be done starting from a define set of genes and looking for the regulatory pathway that control there expression. The first challenge is to define as precisely as possible the set of genes to study. A potentially regulated gene group may be constructed in two different ways : by ranking differentially expressed genes in a supervised analysis comparing to classes of conditions (i.e with or without stimuli) or by clustering genes by their expression profiles in hierarchical classification or kinetic profile similarity. Once a set of genes determined, many questions arise. Has this cluster of genes any biological signification? Are the genes co-regulated and if so, by what? Are they specific to the studied stimulus? Do they share more biological characteristics (i.e. gene locus, function)? In order to answer these questions, we used a simple method based on the systematic analysis of the set of genes and its comparison to the full set of data. Genes within a set can be compared for shared qualities like conserved sequence patterns, common promoter sequences, common functions or molecular processes. The informations are considered as relevant if the frequency of these qualities within the group studied are significantly different from their distribution in the whole set of genes. In some cases, the respective chromosome gene positions can indicate a correlation between genes within the given set. ChIP-on-chip data analysis and transcriptional factor data indicates transcriptional factors that could control the expression of this set of gene. Analysis of the average behavior of our set of genes in other experimental conditions (with one or more experimental parameter changing) using laboratory data as well as published microarray allow to test the persistence of the gene clustering in different conditions. The integration of all this data enables us to find potential common regulators for genes grouped by their transcriptomic response to a stimulus. This method must respect some limits and precautions. As the gene clustering based on the gene expression profiles and intensities is the first step of our methodology, the coherence of the gene groups and the quality of our analysis are bound to be strongly affected by the quality of the gene clustering. Another limit comes from the crossing of our gene clustering with data from other laboratories. Raw data are not always accessible and different normalization methods are applied. The number of genes data available strongly vary from an experiment to another and from a laboratory to another. We will illustrate the full process of analysis starting from a group of genes clustered according to their expression profiles after irradiation with ?-rays of Saccharomyces cerevisiae.
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