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Chapter 14 Experimental Results on the Effects of Multi-Parent Recombination: an Overview A.E. Eiben Leiden University and CWI Amsterdam [email protected], [email protected] Abstract This chapter is concerned with multi-parent recombination operators that can apply more than two parents to create offspring. After a brief overview of various operators from the literature, a summary of the results of experimental research into the advantages of using more parents is given.



14.1 Introduction In natural evolution, reproduction mechanisms are either asexual or sexual. In the case of asexual reproduction one parent creates one or more offspring, whereas sexual reproduction requires two parents. The majority of the species on earth reproduces in an asexual manner, showing the power of asexual reproduction. However, it is the higher level species that use sexual reproduction, suggesting that sexual reproduction is more advanced. In simulated evolution, that is in evolutionary algorithms, many technical features are inspired by natural mechanisms. In particular, abstract variants of sexual and asexual reproduction are implemented as search operators. Some evolutionary techniques, e.g., evolutionary programming, work exclusively with mutation (i.e., they implement a simplification of asexual reproduction), while others, e.g., genetic algorithms and evolution strategies, use recombination (i.e., they implement a simplification of sexual reproduction) and mutation. There are several papers investigating the advantages and disadvantages of mutation with respect to crossover [18,19, 20,23,35,40]. At the moment, the question of whether mutation or crossover is preferable (or rather, which one is preferable under certain circumstances) is still an open research issue. Technically, the question concerns the arity of the reproduction operators. Mutation and crossover have arity one and two, respectively, and the question is whether unary or binary operators are preferable for typical optimization problems. From a purely technical point of view, there is no need to restrict the arity of reproduction operators to one or two. In general, a reproduction operator can have an arity from one up to the population size. Hereby the analogy with natural evolution breaks down; to our knowledge there are no species on earth that would apply multi-parent reproduction mechanisms where genetic material of more than two parents is mixed in one reproductive action. Simulating such reproduction operators, however, is no problem. The main goal of this chapter is to present experimental results on the performance of multi-parent reproduction mechanisms. To this end, let us start with setting © 1999 by CRC Press LLC



some conventions on terminology. The term population is used for a multiset of individuals that undergo selection and reproduction. This terminology is maintained in genetic algorithms, evolutionary programming and genetic programming, but in evolution strategies, all m individuals in a (m,l) or (m+l) strategy are called parents. Here, however, the term parents is used only for those individuals that are selected to undergo recombination. That is, parents are those individuals that are actually used as inputs for a recombination operator; the arity of a recombination operator is the number of parents it uses. An individual is called a donor if it is a parent that actually contributes to (at least one of) the alleles of the child(ren) created by the recombination operator. This contribution can be, for instance, the delivery of an allele, as in uniform crossover in bitstring GAs, of participating in an averaging operation, as in intermediate recombination in ES. As an illustration, consider a steady-state GA where 100 individuals form the population and two of them are chosen as parents to undergo uniform crossover to create one single child. If, by pure chance, the child only inherits alleles from parent 1, then parent 1 is a donor, and parent 2 is not.



14.2 Multi-Parent Reproduction Operators An early paper mentioning multi-parent recombination is [8] on solving linear equations. It presents the definition of three different multi-parent recombination mechanisms, called majority mating, mating by crossing over, and mating by averaging. All of these operators are defined in a general way, that is, they can be applied to any number of m parents. Unfortunately, only very little is reported on the performance of these operators. The recombination mechanism of [27] for evolving models for a given process utilizes four models to create one new model. The mechanism called stochastic iterated genetic hill-climbing (SIGH) applies a sophisticated probabilistic voting mechanism, where m "voters" (m being the size of the population) determine the values of a new bit-string, [1]. SIGH is shown to be better than a GA with 1-point and uniform crossover on four out of six test functions and the overall conclusion is that it is "competitive in speed with a variety of existing algorithms." Global recombination in evolution strategies is known from the seventies. It allows the use of more than two recombinants, [2,37] because the two donors are drawn randomly for each position (gene) of the new offspring. These drawings take the whole population of m individuals into consideration. The multi-parent character of global recombination is thus the consequence of redrawing the donors, therefore, probably more than two individuals contribute to the offspring, but their number is not defined. It is clear that investigations on the effects of different numbers of parents on algorithm performance could not be performed in the traditional ES framework. The option of using multiple parents can be turned on or off; that is, global recombination can be used or not, but the arity of the recombination operator is not tunable. Experimental © 1999 by CRC Press LLC



studies on global versus two-parent recombination are possible, but so far there are almost no experimental results available on this subject. In [37] it is noted that "appreciable acceleration" is obtained by changing from the asexual to bisexual scheme (i.e., adding recombination using two parents to the mutation-only algorithm), but only "slight further increase" is obtained when changing from bisexual to multisexual recombination (i.e., using global recombination instead of the two-parent variant). Let us note that the terms bisexual and multisexual are not appropriate: individuals have no gender or sex, and recombination can be applied to any combination of individuals. The p-sexual voting recombination from [30] is applied for the quadratic assignment problem. The operator produces one child of p parents. Let us remark again that the name p-sexual is somewhat misleading, as there are no different genders and no restriction on having one representative of each gender for recombination. In the experiments it "worked surprisingly well," but comparison between this scheme and usual two-parent recombination is not performed. An interesting attempt to combine genetic algorithms with the Simplex Method in [5] resulted in the ternary simplex crossover. The simplex GA performed better than the standard GA on the DeJong functions. This idea has also been extended to an n+l parents version, where n is the dimensionality of the space, [6, 33]. Uniform crossover with two as well as with three parents in a GA using integer representation is compared on the problem of placing actuators on space structures in [22]. Based on the experimental results, the authors conclude that the use of three parents did not improve the performance. Scanning crossover has been introduced in [13] as a generalization and extension of uniform crossover in GAs creating one child from r parents. The name is based on the following general procedure for scanning parents and thus building the child from left to right. Letx1, ...,xr be the selected parents of length L and let x denote the child. Procedure scanning begin INITIALIZE (put markers at the 1st position in each parent) for i=1 to i=L CHOOSE j from 1, ...,r let i-th allele of x be the i-th allele of parent j UPDATE position markers end The above procedure provides a general framework for a certain style of multi-parent recombination, where the precise execution, hence the exact definition of the operator, depends upon the mechanisms CHOOSE and UPDATE. In the simplest case, UPDATE can shift the markers one position to the right. This is appropriate for bit-strings, integer and floatingpoint representation. Scanning can also be easily adapted to order-based representation, where each individual is a permutation, if UPDATE shifts to the first allele which is not yet in the child. This guarantees that each offspring will be a permutation, if the parents are permutations themselves. © 1999 by CRC Press LLC



Depending upon the mechanism used to CHOOSE a parent (and thereby an allele), there are three different versions of scanning. The choice can be deterministic, choosing the allele with the highest number of occurrences and randomly breaking ties (occurrence based scanning). Alternatively, it can be random, either unbiased, following a uniform distribution thus giving each parent an equal chance to deliver its allele (uniform scanning), or be biased by the fitness of the parents, where the chance of being chosen is fitness proportional (fitness based scanning). Uniform scanning for r = 2 is the same as uniform crossover, although creating only one child, and the occurrence-based version is very much like the voting or majority mating mechanism discussed before. Diagonal crossover has been introduced in [13] as a generalization of 1-point crossover in GAs. In its original form, diagonal crossover creates r children from r parents by selecting (r - 1) crossover points in the parents and composing the children by taking the resulting in r chromosome segments from the parents 'along the diagonals.' Later on, a one-child version was introduced and used, [42]. Figure 14.1 illustrates both variants. It is easy to see that for r = 2 diagonal crossover coincides with 1-point crossover and, in some sense, it also generalizes traditional 2-parent n-point crossover.



Figure 14.1 Diagonal crossover (top) and its one-child version (bottom) for 3 parents A so-called triadic crossover is introduced and tested in [32] for a multimodal spin-lattice problem. The triadic crossover is defined in terms of two parents and one extra individual for creating a child, but technically the result is identical to the outcome of a voting crossover on these three individuals as parents. A comparison between triadic, 1-point and uniform crossover is © 1999 by CRC Press LLC



done, where triadic crossover turned out to deliver the best results. Genepool recombination ( GPR) and its variants were introduced in [31,43] as a multi-parent recombination mechanism for discrete domains. It is defined as a generalization of two-parent recombination (TPR). Applying GPR is preceded by selecting a gene-pool consisting of would-be parents. Applying GPR, two parent alleles are recombined to form the allele of an offspring, and the two parents are drawn from the gene-pool. Similar to global recombination in evolution strategies, the arity of the operator is not defined in advance. GPR is shown to converge about 25% faster than TPR for ONEMAX, and its extension to continuous domains outperforms the corresponding two-parent operator on the spherical function. A recombination mechanism with tunable arity in ES is proposed in [38]. The ( m,k,l,r) - ES provides the possibility of freely adjusting the number of parents (called ancestors). The parameter r stands for the number of parents and global recombination is redefined for any given set of r parents. The discrete version randomly chooses one of the parent's alleles, while the intermediate version takes the average of all parent alleles as the allele of the child. Observe that r-ary discrete recombination coincides with uniform scanning crossover, while r-ary intermediate recombination is a special case of mating by averaging. At this time there are no experimental results available on the effect of r within this framework. Related work in Evolution Strategies also uses r as the number of parents as an independent parameter for recombination [7]. For purposes of a theoretical analysis, it is assumed that all parents are different, uniform, randomly chosen from the population of m individuals, and r-ary intermediate and discrete recombinations are defined similar to [38]. Investigations are limited to the special case of r = m on the spherical function. By this assumption it is not possible to draw conclusions on the effect of r, but the analysis shows that the optimal progress rate is a factor m higher than that of the traditional (m, l) evolution strategy, for both recombination mechanisms. A very particular mechanism is the Linkage Evolving Genetic Operator (LEGO) as defined in [39]. The mechanism is designed to detect and propagate blocks of corresponding genes of potentially varying length during the evolution. Although the multi-parent feature is only a side effect, LEGO is a mechanism where more than two parents can contribute to an offspring. A recent generalization of global intermediate recombination in evolution strategies can be found in [11]. The new operator is applied after selecting r parent individuals from the population of m, and the resampling of the two donors for each i takes only these r individuals into consideration. In this way, the original mechanism is kept as intact as possible, while a gradual variation between the two extremes r = 2 and r = m is facilitated. Note that this operator differs from the ones defined in [7,38].



14.3 The Effects of Higher Operator Arities In the last few years a number of papers have studied the effect of operator arity on EA performance. Most papers consider numerical optimization © 1999 by CRC Press LLC



problems as test functions. In the EC literature, there are a number of such functions that are repeatedly used for performance assesment of various agorithm variants. In the this survey we refer to these functions by their common names and omit the exact formulas that can be retreived from the referred articles. Extensive treatment of such test functions can be found in [3,37]. The performance of scanning crossover for different number of parents is studied in [13] in a generational GA with proportional selection. A canonical GA with bit representation is applied for function optimization (DeJong functions F1-F4 and a function from Michalewicz) and an orderbased GA for graph coloring and the TSP. Different mechanisms to CHOOSE in the general scanning procedure are tested and compared. For the function optimization problems, the number of generations needed to reach a solution is used as a performance measure. For the graph coloring problem, the percentage of runs that found a solution forms the basis of comparison, while, for the TSP, the length of the best tour found is used. On the numerical optimization test suite, more parents perform better than two; for the TSP and graph coloring, 2 parents turn out to be advisable. Comparing different biases in choosing the child allele, on four out of the five numerical problems, fitness-based scanning outperforms the other two and occurrence-based scanning is the worst operator. In this chapter only the definition of diagonal crossover is given; there are no experiments with this operator. Diagonal crossover is investigated in [12]. It is compared to the classical 2parent n-point crossover and uniform scanning in a steady-state GA with linear ranked biased selection (b = 1.2) and worst-fitness deletion. The test suite consists of two 2-dimensional problems (DeJong's F2 and a function from Michalewicz) and four scalable functions (after Ackley, Griewangk, Rastrigin and Schwefel). When monitoring the performance, two different measures were used; namely, efficiency (speed) and success rate (percentage of cases when an optimum was found). Speed was measured by the total number of function evaluations (averaged over all runs). The performance of diagonal crossover using r parents and n-point crossover (for two parents) showed a significant correspondence with r, respectively, n. The best performance was always obtained with high values, between 10 - 15, where 15 was the maximum tested. Besides, diagonal crossover is always better than n-point crossover using the same number of crossover points (r = n - 1), thus representing the same level of disruptiveness. For illustration we present the optimal number of parents and the corresponding success rates in Table 14.1. An interesting observation in [12] is that for scanning the relation between r and performance is less clear than for diagonal crossover, although the best performance is achieved for © 1999 by CRC Press LLC



more than two parents on five out of the six test functions. A concise overview of all experiments in this study can be found in [16]. The interaction between selection pressure and the parameters r for diagonal crossover, respectively, n for n-point crossover is investigated [42]. A steady-state GA with tournament selection (tournament size between 1 - 6) combined with random deletion and worst-fitness deletion is applied to the Griewangk and the Schwefel functions. The disruptiveness of both operators increases in parallel as the values for r and n are raised, but the experiments show that diagonal crossover consistently outperforms n-point crossover. The best option proves to be low selection pressure and high r in diagonal crossover combined with worst-fitness deletion. Test function F2 Ackl Grie Mic Ras Schw



Scanning Xover #par succ. 7 .91 (.73) 8 .90 (.84) 10 .48 (.22) 10 .72 (.57) 5 .10 (.00) 2 02(.02)



Diagonal Xover #par succ. 11 . 88 (.38) 15 . 89 (.00) 14 . 32 (.04) 15 . 76 (.34) 13 . 28 (.00) 15 24(.00)



N-point Xover #Xover pnts succ. 11 .84 10 . 24 10 . 15 15 . 60 15 . 06 10 . 10



Table 14.1 Optimal number of parents and corresponding success rates. Within brackets the results for 2 parents. The aforementioned studies have given sufficient indication that using multi-parent operators with higher arities can increase GA performance. Such an increase, however, does not always occur, and the most recent studies shifted the focus of attention from showing that it occurs to investigating when it occurs. Such an analysis implicitly assumes a relationship between the characteristics of the test functions and the observed GA behavior. Unfortunately, it is very difficult to characterize the commonly used test functions. Motivated by the difficulties to characterize the shapes of numerical objective functions, the effects of operator arity are studied on fitness landscapes with controllable ruggedness [14]. The NK-landscapes of Kauffman [26], where the level of epistasis, hence the ruggedness of the landscape, can be tuned by the parameter K, are used for this purpose. The multiple-children and the one-child version of diagonal crossover and uniform scanning are tested within a steady-state GA with linear ranked biased selection (b = 1.2) and worst-fitness deletion for N = 100 and different values of K. Two kinds of epistatic interactions, nearest neighbor interaction (NNI) and random neighbor interactions (RNI) are considered. As the NKlandscapes are randomly generated, the exact optimum is not known for any combination of N and K. This study uses the "practical global optimum" (being the highest value ever found during the tests) as the basis of performance comparison. The quality of a particular algorithm variant is evaluated by the distance to this practical global maximum which is © 1999 by CRC Press LLC



computed by D = (fmaximal - fobtained)/fmaximal where fobtained is the best value found by the given variant. Similar to earlier findings. [12], the tests show that the performance of uniform scanning cannot be related to the number of parents. The two versions of diagonal crossover behave identically, and for both operators there is a consequent improvement when increasing r. However, as the epistasis (ruggedness of the landscape) grows from K = 1 to K = 5, the advantage of more parents becomes smaller. On landscapes with significantly high epistasis (K = 25), the relationship between operator arity and algorithm performance seems to diminish; see Figure 14.2 for illustration, where the error at termination D is shown for



Figure 14.2 Effect of the number of parents (horizontal axis) on D (vertical axis) on NK-landscapes with nearest-neighbor interaction, N= 100, K= 1 (left), K = 25 (right). nearest-neighbor interaction. The final conclusions of this investigation can be very well related to works of [18,35] and [23] on the usefulness of (2parent) recombination. It seems that if and when crossover is useful, i.e., on mildly epistasic problems, then multi-parent crossover is more useful than the 2-parent variants. A recent investigation analyses diagonal crossover in detail on numerical optimization problems pursuing two research objectives [17]. First, trying to find connections between the structure of the fitness landscape and the performance of diagonal crossover, i.e., establishing on what kind of © 1999 by CRC Press LLC



landscapes it is advantageous to increase the number of parents. Second, trying to disclose the source of increased performance of the diagonal crossover with more parents if and when it is superior to 2-parent recombination. As for the first goal, the functions in the applied test suite are characterized by their modality, separability and the arrangement of local otpima. Regarding the second goal, a number of working hypotheses are formed based on two observations. It is observed that the increase in the number of parents in diagonal crossover automatically leads to an increased number of crossover points. It can be the case that higher performance is not the result of using more parents, but simply comes from being more disruptive by using more crossover points. Furthermore, it is noticed that when applying diagonal crossover, r parents create r children in one go. In a steady-state GA, the population is updated, i.e., offspring are inserted, after each application of crossover (followed by mutation), which means that a GA using 10 parents diagonal crossover has more information before performing the selection step than a GA using the 2 parent version. In other words, GAs with higher operator arity have a bigger generational gap which might cause a bias in their favor. Based on these observations the following working hypotheses are made. Hypothesis 1: using more crossover points leads to better performance. Hypothesis 2: bigger generational gap leads to better performance. Hypothesis 3: using more parents leads to better performance. These hypotheses are tested by using a steady-state GA with uniform random parent selection and worst fitness deletion on eight different numerical optimization test functions. Performance is measured by accuracy (error at termination), speed (median number of fitness evaluations before termination), and success rate, if the first two measures are inconclusive. Unfortunately, the outcomes do not provide sufficient basis for wellgrounded conclusions on the relationship between the structure of the fitness landscape and the performance of diagonal crossover. A surprising result is that on Rosenbrock's saddle (DeJong's F2) increasing r decreases the performance. This function is low-dimensional (n = 2), unimodal, and nonseparable, but none of the other functions with these features led to such behavior. As for the working hypotheses, Hypothesis 2 is clearly rejected by the similar behavior of the one-child, respectively, original variant of diagonal crossover. Hypothesis 1 is supported by the increasing performance of n-point crossover if n is increased. This, however, does not imply rejection of Hypothesis 3, i.e., that better performance for higher ns would come only from having more crossover points. In fact, diagonal crossover was better than n-point crossover on all but two functions: on Rosenbrock's saddle (F2) and on the Fletcher-Powell function (multi-modal, nonseparable, with a random arrangement of local optima). On the Fletcher-Powell function, diagonal crossover was very similar to n-point crossover, indicating that increased performance for higher rs and ns seems to be the result of crossover's effect as macro mutation, which effect is intensified by more crossover points. An illustration is given in Figure 14.3. © 1999 by CRC Press LLC



The working of multi-parent recombination operators in continuous search spaces, in particular within evolution strategies, is investigated in [11]. This study compares r-ary global intermediate recombination as defined at the end of Section 14.2, r-ary discrete recombination, which is identical to uniform scanning crossover, and diagonal crossover with one child. The main working hypothesis is that increasing the number of parents leads to increased evolutionary algorithm performance in terms of achieved accuracy, i.e., distance from the global optimum at termination. This is divided into two sub-hypotheses A) Increasing the number of parents from one to two leads to increased evolutionary algorithm performance. B) Increasing the number of parents from two to larger numbers leads to increased evolutionary algorithm performance.



Figure 14.3 Fletcher-Powell function. Top: effect of the number of parents, respectively crossover points on accuracy. Bottom: populations best fitness during a run as a function of time (number of fitness evaluations), for r = 18, N = 17. © 1999 by CRC Press LLC



Note, that sub-hypothesis A amounts to hypothesising that recombination and mutation works better than mutation alone. Experiments are performed on unimodal landscapes (sphere model and Schwefel's double sum), multimodal functions with regularly arranged optima and a superimposed unimodal topology (Ackley, Griewangk and Rastrigin functions). Furthermore, two functions with an irregular, random arrangement of local optima are studied, the Fletcher-Powell function and the Langerman function. A classification of the investigated fitness landscapes is presented in order to find relationships between fitness landscape characteristics and performance of operators; see Table 14.2. The results indicate that a diversity of possible outcomes can occur and whether the working hypotheses hold or not depends upon the particular combination of objective function and recombination operator. Subhypothesis A holds in more than 80% of the cases studied, but a further increase of the number of parents beyond two (sub-hypothesis B) does not necessarily have an advantageous affect on the accuracy achieved. In fact, there might be no significant impact, or even a negative impact; it can happen that A holds, but increasing the number of parents above two leads to worse results. All in all, out of the 21 cases (3 operators, 7 test functions), multi-parent recombination leads to a deterioration of solution quality in only 2 cases, it has no significant effect in 7 cases, and in the majority of the cases (12 out of 21 in total) it has a postive effect. These outcomes imply that, athough there is no guarantee for success, it is reasonable to try multi-parent recombination in an ES. SEPARABILITY



MODALITY UNIM ODAL



MULTIMODAL



YES



Sphere



Rastrigin (regular)



NO



Schwefel



Ackley (regular) Griewangk (regular) Fletcher-Powell (irregular) Langerman (irregular)



Table 14.2 Characterization of the test functions. It is very interesting to consider the results on the randomly arranged fitness landscapes. On the Fletcher-Powell function, there was no correlation between the number of parents and the ES performance [11], while in a genetic algorithm higher arities of diagonal crossover do lead to better performance [17]. This observation discloses that the same operator can behave differently on the same function, depending upon the evolutionary algorithm in which it is used. Furthermore, the Fletcher-Powell function and the Langerman function are of the same type, nonseparable and multimodal with an irregular, random arrangement of local optima. Still, the behavior of the evoution strategy is different: there is no clear effect of © 1999 by CRC Press LLC



using more parents and the Fletcher-Powell function, while an advantage of higher arities, can be observed on the Langerman function. This prevents general conclusions on ES behavior on quasi-random landscapes. Let us note that introducing operator arity as a new parameter implies an obligation of setting its value. Since, so far, there are no reliable heuristics on setting this parameter, finding good values may require numerous tests. A way to circumvent this problem can be based on previous work on adapting or self-adapting the frequency of applying different operators [10, 41], or using a number of competing subpopulations [36], each applying an operator with a different arity. A first assessment of this technique can be found in [15], where subpopulations with greater progress, i.e., with more powerful operators, become larger. As a "side-effect," this study also compares six-parent diagonal crossover and two parent one-point crossover within the traditional one population scheme on seven different fitness landscapes that have been specifically designed for studying the effect of crossover. On all of these landscapes (Onemax, Plateau, Plateau-d, Trap, Trap-d from [35], Twin Peaks from [18], and Royal Road from [28]), the multi-parent operator is superior. As an illustration we present the mean best fitness values found and the number of fitness evaluations needed to find an optimum for these two operators. 6-parent diagonal crossover nr. of steps



1-point crossover



Problem



mean best



mean best



nr. of steps



Onemax



100.0



3095



100.0



5691



Twin Peaks



100.0



3839



100.0



6021



Plateau



100.0



8060



97.6



25021



Plateau-d



99.2



23479



93.9



35063



Trap



189.8



3701



168.3



-



Trap -d



138.8



-



136.7



-



Royal Road



595.8



10228



480.2



30050



Table 14.3 Diagonal crossover with 6 parents vs. 1-point crossover. Note: all problems are to be maximized; the number of steps is undefined (-) if no runs found the optimum.



14.4 Conclusions Although the idea of using more than two parents for recombination in an evolutionary problem solver has occurred repeatedly in the history of the field, investigations explicitly devoted to the effect of operator arity on EA © 1999 by CRC Press LLC



performance are still scarce. It is, of course, questionable whether multiparent recombination can be considered as one single phenomenon showing one behavioral pattern. The present overview shows that there are (at least) three different types of multi-parent mechanisms with tunable arity. 1. Operators based upon allele frequencies among the parents. 2. Operators based upon segmenting and recombining the parents. 3. Operators based upon numerical operations of (real valued) alleles. In general, it cannot be expected that these different schemes show the same response to raising operator arities. There are also experimental results supporting differentiation among various multi-parent mechanisms. For instance, there seems to be no clear relationship between the number of parents and the performance of uniform scanning crossover, while the opposite is true for diagonal crossover [14]. Studies on multi-parent operators also have to consider possibly different behavior on different types of fitness landscapes. So far, there is not enough experimental data to support general conclusions. Some studies indicate that on irregular landscapes, such as NK-landscapes with relatively high K values [141 or the Fletcher-Powell function [11 ], they do not work. Meanwhile there are also results indicating the opposite on the Fletcher-Powell function [ 17] and on the Langerman function [I 1 ]. This stresses the importance of more experimental and theoretical research, following the tradition of studying the (dis)advantages of two-parent crossovers under different circumstances, [18, 23, 35, 40]. Finally, let us conclude this chapter with the following note. Even though there are no biological analogies of recombination mechanisms where more than two parent genotypes are mixed in one single recombination act, computer simulations allow for studying such mechanisms. Although there is still much to be investigated, there is already substantial evidence that applying more than two parents can increase the performance of EAs. Considering multi-parent recombination mechanisms is thus a promising design heuristic for practitioners and a challenge for theoretical analysis.
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