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Abstract—In this article we present the performance evaluation of different algorithms to distribute video frames from network cameras to multiple concurrent clients in real-time. The algorithms evaluated in this paper rely on a pool of buffers shared by all the clients. We implement these algorithms in the VLC media player and study their performance in terms of frame rate, hardware resource usage and decoding errors. Moreover, we compare their performance to the VLC streaming algorithm. Experimental results show that well designed algorithms combined with a sufficient number of buffers significantly outperform the VLC streaming algorithm.



I. I NTRODUCTION Video over IP transmission has become popular since the advent of high-speed networks, good video encoding algorithms (reducing bandwidth usage while preserving the image quality [1], [2]) and very inexpensive video hardware; joining all of them in devices known as network cameras. The applications of network cameras include surveillance, positioning, target tracking, environment monitoring, etc. The usual scenario consists of multiple concurrent clients connected to such devices in order to receive the video stream in real-time. Transmission of multimedia content over networks is an important research topic. Networks often suffer from packet losses and one of the biggest challenge of video delivery is to deal with these losses. To cope with packet losses, error resilience schemes (such as data partitioning and flexible macroblock ordering), error concealment and forward error correction are commonly used [1]–[3]. Also, another solution is to design congestion control algorithms adapted to real-time multimedia streaming [4]–[6]. Recently, cross-layer approaches are more and more used to deliver multimedia content as they obtain very good performance [7], [8]. Even if the literature concerning multimedia delivery is extensive [9]–[12], those works study this problem from the transport and/or end-user point of view, not from the one of the streaming server. Therefore, one can notice the problem of distributing video frames from a network camera to multiple clients is still an open research problem [13]. Our work has been focused on studying this challenging problem at the server side (i.e., the camera). Several solutions can be used to deliver the video stream of a camera to several concurrent clients. The easiest solution is to store one frame in memory and then send it to all the clients as illustrated in Figure 1(a). However, a new frame can
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only be stored when all the clients have finished to read the current frame. This leads to poor performance as all the clients get the same frame rate determined by the client with the slowest connection. Another solution is to allocate one buffer for each client (see Figure 1(b)). Once a client has finished to read its buffer, the camera stores a new frame in its buffer. This solution provides each client with an optimal frame rate. Although this solution works with few clients, it is impossible to allocate one buffer per client in practical scenarios that involve hundreds of clients. Network camera



Network camera



(a) One shared buffer



Client 1



Client 1



Client n



Client n



(b) One buffer per client



Figure 1. Basic streaming solutions based on a pool of buffers for network cameras: (a) is the easiest solution with poor performance while (b) is the optimal solution that is not feasible in practical scenarios.



In practice, the camera has limited hardware resources and can only offer a small number of buffers. In that case, the main issue is the performance, in terms of frame rate, of the clients with a fast connection. Indeed, while clients with a slow connection read the available buffers, the camera cannot write new frames in these buffers. In a previous work [14], we proposed different algorithms to manage a pool of buffers. The objective of these algorithms is to offer the best frame rate to clients with a fast connection even if many clients with a slow connection are connected to the camera. The frame rate performance was evaluated using Scilab [15] but no implementation in real hardware was done due to infrastructure limitations. Nowadays, the scenario has been changed and several softwares already enable streaming in an easy-to-use (and also easy-to-study) way. For instance, the VLC media player is a well known open-source software for playing and streaming multimedia content [16]. The output stream of a network camera can serve as an input to VLC allowing to use the streaming algorithm implemented in the software. Moreover, VLC is an open source project that allows to develop its own algorithms inside the platform.
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In this paper, we evaluate and compare the VLC streaming solution with the algorithms developed in [14]. We implement these algorithms in VLC to obtain a fair comparison. We present the experimental results and compare the performance of both solutions in terms of frame rate, hardware resource usage and decoding errors. One of the most important result is that there is no decoding error for the clients with a slow connection when using the algorithms proposed in [14]. The paper is organised as follows: Section II introduces the two streaming solutions considered in this paper, the VLC implementation and algorithms based on a pool of buffers. Section III compares the performance of both solutions. Finally, we conclude and provide the future work in Section IV. II. N ETWORK CAMERA STREAMING ALGORITHMS This section introduces the two solutions adopted to distribute video frames from a camera network to multiple clients. A. VLC streaming algorithm VLC already implements a streaming algorithm that relies on a HTTP server integrated in the platform. The HTTP server uses a single, fixed-size (5,000,000 bytes) circular buffer to store the data stream. The HTTP module writes the processed stream to the buffer, while a separate host thread reads data from the buffer and sends it to the clients. The host thread listens for new client connections and serves each connected client sequentially, allocating a separate buffer for each. For each client, the host thread must copy data from the server buffer to the client buffer, if the latter is empty or if its content has already been sent to the client. Then the host thread performs a single send operation for the data in the client buffer that has not been sent yet, and moves on to the next client in the list. The client connections are non-blocking, which means that multiple send operations can be required. In between these operations, the client’s position in the server buffer could be overwritten if the client connection speed is too slow. In this case, the server updates the client’s position to the latest data available and continues the process. Note that this phenomenon will cause decoding errors when the client decodes the stream. B. Frame allocation and replacement algorithms
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Figure 2.
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When there is no free buffer (i.e., at least one client is connected to each buffer), the camera thread discards the current frame. Each buffer holds a frame with a timestamp of the time at which the frame has been generated and a reference count that indicates how many clients are using that buffer. For instance, two clients are reading the first buffer in Figure 2 (buffer at the top) so the reference count is equal to two. The timestamp and the reference count are used by the camera and client threads. Note that a free buffer is a buffer with a reference count equals to zero. Frame replacement algorithm. The camera thread implements the frame replacement algorithm which chooses the buffer, among all the free buffers in the pool (i.e., buffers with a reference count equals to 0), to write the new frame. Three algorithms are considered: • • •



Oldest First (OF): the algorithm selects the buffer containing the frame with the oldest timestamp; Newest First (NF): the algorithm selects the buffer containing the frame with the newest timestamp; Any (ANY): the algorithm selects the first available buffer.



In [14], the authors observe that the frame replacement algorithm does not impact the frame rate of the client with a fast connection. Indeed, this algorithm affects which frames are in the pool but not the rate of new frames in the system. Frame allocation algorithm. The client thread runs the frame allocation algorithm which selects the frame to send to the client. The frame allocation algorithm can only select a frame with a newer timestamp compared to the last frame transmitted to the client. Considering all the buffers that verify the previous condition, five algorithms are considered:



We quickly present the algorithms developed in [14]. More details can be found in the original paper. The server involves two parts as shown in Figure 2: a camera thread reads the frames from the hardware and writes them into the pool of buffers, while a client thread picks a new frame from the pool and sends it to the corresponding client. There is one client thread per connected client and the number of buffers is generally much smaller than the number of customers. Also, the camera thread can only write a frame in a buffer that is not currently being read by a client because it will produce an uncompleted and invalid frame at the client side. Thus, the camera and client threads require to be synchronized to avoid simultaneous access [17].



282



• • •



•



•



Oldest First (OF): the algorithm selects the buffer containing the frame with the oldest timestamp; Newest First (NF): the algorithm selects the buffer containing the frame with the newest timestamp; Maximum Reference Count (MAX): the algorithm selects the frame contained in the buffer with the maximum reference count. Ties are resolved using the timestamp and picking the newest frame; Maximum Reference Count/Oldest First (MOF): the algorithm selects the frame contained in the buffer with the maximum reference count. Here ties are resolved using the timestamp and picking the oldest frame; Any (ANY): the algorithm selects the first usable frame.



2014 IEEE INFOCOM Workshops: 2014 IEEE INFOCOM Workshop on Communication and Networking Techniques for Contemporary Video 3



The algorithms OF and NF only rely on the timestamps, while MAX and MOF use the timestamp and the reference count. ANY serves as a reference to evaluate the others algorithms. Unlike the frame replacement algorithm, the allocation algorithm greatly impacts the performance in terms of frame rate. In Section III, we will see that this algorithm also affects significantly the CPU usage. Implementation. We implemented the frame replacement and allocation algorithms into the HTTP module of VLC, which is an output module. Therefore, the HTTP module is at the end of VLC’s content processing pipeline, and thus allows the algorithms to work with encoded video frames. Two main changes are required in VLC for this implementation: • Modify the structure for the memory allocated to the stream data on VLC’s HTTP server, using a pool of frame buffers instead of a single circular buffer. This change effectively turns the HTTP module into the camera thread described in [14]; • Modify the HTTP host thread to spawn one client thread per client connected, instead of serving each connected client. Since VLC’s host thread serves every connected client, it cannot block while sending data. However, a client thread only sends data to the client it serves, and therefore establishes a blocking connection in the VLC implementation. If a non-blocking connection is used, the thread might need to perform multiple send operations for the same data and this produces a steep rise in CPU usage, even when few clients are connected. A blocking connection ensures that each client thread is only active when it is needed. III. P ERFORMANCE EVALUATION We now present the performance evaluation of the algorithms and a comparison with the VLC streaming solution. A. Simulations parameters To evaluate the performance of each streaming algorithm, we use a video sequence with a resolution of 854x480 (Full Wide Video Graphics Array format). The video contains 14802 frames and is encoded at 29.97 Frame Per Second (FPS). The encoding uses Motion JPEG that compresses each frame separately, which is a key point because it avoids any error propagation if a client skips some frames. Moreover, if the encoding is done using any motion compensation algorithm as in the H.264 format, this may incur error propagation if losses happen [1]. A part of future work will be to design the frame allocation and replacement algorithms when dependencies exist between the frames. The aim of the algorithm developed in [14] is to offer the best frame rate to clients with a fast connection even if many clients with a slow connection are connected to the camera. Thus our simulations involve two clients with a fast connection with up to 260 clients with a slow connection. The connection speed of slow clients is in the range of 149 - 151 KiB/s, while



fast connections are equal to the localhost speed, enabling the clients to read all the transmitted frames. At the beginning of each simulation, the clients connect to the server. Once all the clients are connected, the performance measurement begins. The frame rate is computed by dividing how many different frames are displayed during the measurement by the simulation time. In order to get the CPU and physical memory usage, we use the command top [18]. All the simulations runs on a single computer Dell Inspiron N4020 with a processor Intel Pentium T4500 at 2.3 GHz. Thus the computer simulates both the server and client parts. The operating system is Ubuntu 11.10. Table I resumes the simulations parameters. Table I S IMULATIONS PARAMETERS Encoding format Encoding speed Video resolution Number of fast connection clients Fast connection speed Number of slow connection clients Slow connection speed



Motion JPEG 29.97 FPS 854x480 2 localhost speed 0 - 260 149 - 151 KiB/s



B. Frame rate for fast connection clients We present the performance in terms of frame rate for one of the clients with the fastest connection in order to study how increasing the number of clients will reduce the performance of fast connection clients. We do not present the results for the slow connection clients as the aim is to maximise the frame rate for fast connection clients under heavy load. First, note that we set the replacement algorithm to NF for all the simulations in the rest of the paper, because we observed that the frame replacement algorithm does not affect the frame rate, which is consistent with the results in [14]. Figure 3 shows the performance of the frame allocation algorithms with 8 and 12 buffers. The experimental results differ slightly from the simulations in [14]. In practice, the algorithms MAX, MOF and ANY perform similarly while the Scilab results exhibit better performance for the algorithms based on the reference count. This result is very interesting as the algorithm ANY is very easy to implement. Another difference is the slope of the algorithm OF. In the simulations, the transition from good (30 FPS) to bad (5 FPS) performance is very fast. Also, Figure 3 shows that algorithms based on a pool of buffers are more effective than the VLC streaming algorithm if the number of buffers is sufficient. Indeed, when there are more than 10 buffers, experimental results show that the MAX, MOF and ANY algorithms outperform the VLC implementation under heavy load. For instance, considering the case with 250 slow connection clients connected to the network camera, the VLC algorithm offers a frame rate (for the fast connection client) of 18 FPS against 24 FPS for the MAX algorithm if 12 buffers are available (see Figure 3(b)). This represents an improvement of 50%.
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Figure 3. Comparison of the frame allocation algorithms in terms of FPS for the client with the fastest connection. For the simulations, we set the frame replacement algorithm to NF and we only vary the frame allocation algorithm. 100
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Figure 4. Comparison of the hardware resource usage (CPU and physical memory) for VLC and the algorithms proposed in [14]. For the simulations, we set the frame replacement algorithm to NF and we only vary the frame allocation algorithm.



C. Hardware resource usage The next results present the CPU and physical memory usage given by the command top. CPU. Figure 4(a) and Figure 4(b) present the CPU usage (i.e., the amount of time used by the processor to complete the task) at the server side (the camera) when streaming with VLC and the different frame allocation algorithms. The results point out that the algorithms based on a pool of buffers always use less CPU than the VLC algorithm, even when the performance in terms of frame rate are better. For instance, if 250 slow connection clients are connected, VLC



offers 18 FPS to the client with the fastest connection and used 90% of the CPU. However, the algorithms MAX, MOF and ANY combined with 12 buffers give a frame rate of 24 FPS (Figure 3(b)) while the CPU usage is around 60% (Figure 4(b)). We also observe that the CPU usage decreases when the number of clients with a slow connection increases. This can be explained as the probability to find a free buffer decreases with the number of slow connection clients. In the case where no free buffer is available, the camera thread sleeps until a buffer gets free and thus the task uses less CPU time.
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This observation also explains why the frame rate (Figure 3) and CPU usage (Figure 4(a) and Figure 4(b)) curves are similar. Indeed, the algorithms MAX, MOF and ANY obtain the same performance in terms of frame rate and CPU, while the algorithms NF and OF use less CPU but also present worse performance in terms of frame rate. For the algorithm OF combined with 12 buffers, we observe in Figure 3(b) that the frame rate decreases quickly when 90 slow connection clients are connected, which corresponds to the steep CPU decrease in Figure 4(b). Physical memory. In Figure 4(c) and Figure 4(d), we propose to compare the physical memory usage of the different streaming solutions. The physical memory corresponds to the column RES when running the command top. For the algorithms proposed in [14], the simulations show that the memory usage does not vary much, but the tendency is to use less memory when the FPS grows. For instance, the algorithms MAX, MOF and ANY use less memory than NF and OF in Figure 4(d). Moreover, when the number of buffers increases, the frame rate is larger and we can see that the memory usage is also lower. This last point is however not intuitive as it seems natural to use more memory if there are more buffers. This phenomenon may be a consequence of the memory management that the operating system does to handle the server and the clients (each a separate VLC process) on the same machine. Compared to VLC, the performance in terms of physical memory usage is similar and we do not have significant improvements as with the frame rate and the CPU. D. Decoding errors for slow connection clients The final results concern the decoding errors that happen for slow connection clients. As already explained in Section II, the client’s position in the server buffer could be overwritten if the client connection speed is too slow causing decoding errors at the client side. The goal of this part is to quantify the number of errors and their impact on the decoded stream. Simulations setup. The following simulations only involve one slow connection client connected to the server. The client has a connection speed of 150 KiB/s. We propose to compare the VLC algorithm with the frame allocation algorithm MAX (combined with the frame replacement NF), with 8 buffers available at the server. To obtain the decoding errors, we modify VLC’s decode module to detect the errors reported by the decoding functions that are normally presented as debug messages during VLC’s execution. Thus we can count the errors and output the results at the end of each simulation. Results. For each algorithm we run 10 simulations of 5 minutes. Table II resumes the average results. For our implementation of the replacement and allocation algorithms, there is no decoding error and the FPS at the server and at the client side are similar. With VLC, the results show that many decoding errors happen and also the frame rate at the client is much lower than at the camera.



Table II D ECODING ERRORS AND FPS STATISTICS FOR ONE CLIENT WITH A SLOW CONNECTION



Decoding errors Errors per minute FPS at the client FPS at the server



VLC algorithm 149.8 29.27 0.72 1.24



Algorithms in [14] 0 0 1.47 1.49



As explained in Section II, the decoding errors are a consequence of overwriting the client’s position in the server buffer. More specifically, while the host thread sends data from the client buffer to the client, the HTTP module continues to write new video data to the HTTP server buffer. Nevertheless, the client buffer does not always contain complete frames. So when, for example, half a frame is copied to the client buffer, the other half in the server buffer could be overwritten by new data before the client buffer’s content has been sent to the client. This results in the client receiving only half of a frame, which VLC cannot decode correctly. When this happens, VLC discards the incomplete frame and the video seems to be frozen on the last correctly decoded frame until a new decodable frame is received. This explains why the camera and client frame rates are different. It is important to note here that the VLC streaming algorithm will produce this type of decoding errors even when there is no packet loss during data transmission from server to client: slow clients will receive incomplete frames even when using reliable connections. In contrast, this does not happen when using the frame allocation and replacement algorithms. IV. C ONCLUSION AND FUTURE WORK In this paper, we presented the performance evaluation of various streaming algorithms developed for the server side of network cameras. Based on an implementation in VLC, we study the performance of these algorithms in terms of frame rate, hardware resource usage and decoding errors. The experimental results point out that streaming strategies based on a pool of buffer (as introduced in [14]) may outperform the VLC streaming algorithm. Indeed, if there are enough buffers, clients with a fast connection have a best frame rate in scenarios under heavy load. The CPU and physical memory usage are also improved compared to VLC. Finally, there is no decoding error for the clients with a slow connection which ensures that the stream can be played correctly. In a future work, we plan to to develop an encoding method with motion compensation such as H.264/AVC [1], in order to evaluate our algorithms against the top-of-the-line used standards. We also plan to investigate the impact of the streaming algorithms on the quality of experience perceived by the clients. Indeed, we noted in [14] that there is a tradeoff between the frame rate and the jitter of the transmission, and it has been demonstrated that this parameter is highly related with the users quality perception [19], [20].
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