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This letter introduces a study to precisely measure what an increase in spike timing precision can add to spike-driven pattern recognition algorithms. The concept of generating spikes from images by converting gray levels into spike timings is currently at the basis of almost every spike-based modeling of biological visual systems. The use of images naturally leads to generating incorrect artificial and redundant spike timings and, more important, also contradicts biological findings indicating that visual processing is massively parallel, asynchronous with high temporal resolution. A new concept for acquiring visual information through pixel-individual asynchronous level-crossing sampling has been proposed in a recent generation of asynchronous neuromorphic visual sensors. Unlike conventional cameras, these sensors acquire data not at Neural Computation 27, 561–593 (2015) doi:10.1162/NECO_a_00703



c 2015 Massachusetts Institute of Technology 



562



H. Akolkar et al.



fixed points in time for the entire array but at fixed amplitude changes of their input, resulting optimally sparse in space and time—pixel individually and precisely timed only if new, (previously unknown) information is available (event based). This letter uses the high temporal resolution spiking output of neuromorphic event-based visual sensors to show that lowering time precision degrades performance on several recognition tasks specifically when reaching the conventional range of machine vision acquisition frequencies (30–60 Hz). The use of information theory to characterize separability between classes for each temporal resolution shows that high temporal acquisition provides up to 70% more information that conventional spikes generated from frame-based acquisition as used in standard artificial vision, thus drastically increasing the separability between classes of objects. Experiments on real data show that the amount of information loss is correlated with temporal precision. Our information-theoretic study highlights the potentials of neuromorphic asynchronous visual sensors for both practical applications and theoretical investigations. Moreover, it suggests that representing visual information as a precise sequence of spike times as reported in the retina offers considerable advantages for neuro-inspired visual computations. 1 Introduction Object recognition is a fundamental task of the visual cortex. In recent years, several feedforward architectures have proven to be successful at object recognition, such as HMAX (Riesenhuber & Poggio, 2009) and the neocognitron (Fukushima, 1980). Extensions of these methods can be found in Serre and Poggio (2007) and Mutch and Lowe (2006), including spiking neurons variations operating in the temporal domain (Masquelier & Thorpe, 2007). These methods, however, have limited performance when compared to brain circuits that currently still outperform artificial systems effortlessly (Pinto, Cox, & DiCarlo, 2008) in robustness, generalization, and efficiency. Visual object recognition is an extremely difficult computational problem. The main lock is that every object provides an almost infinite number of different 2D projection onto the retina (DiCarlo & Cox, 2007). We believe that the brain uses fundamentally different principles of computation with respect to current state-of-the-art artificial vision systems based on the static analysis of sequences of images to efficiently solve this problem. Spike-based computational models for visual processing might shed light on how the brain tackles the problem of vision and deliver the next generation of powerful artificial sensory systems. In this study, we focus only on spike-based approaches to artificial vision. The past decade has seen a paradigm shift in neural coding. An increasing number of studies have shown that spikes open wide possibilities for
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coding schemes, some of which have profound implications on the nature of neural computation (Rieke, Warland, de Ruyter van Steveninck, & Bialek, 1999; Maass & Bishop, 1999). This shift has been motivated by the observation that in some situations, processing is far too fast to be compatible with conventional rate based codes. The current accepted idea is that information might be encoded in the precise timing of spikes that allows neurons to perform computation with just one spike per neuron (Thorpe, 1990), using time to first spike as an information carrier. Initially supported by theoretical studies (Thorpe, Delorme, & van Rullen, 2001), this hypothesis has been confirmed by experimental investigation (Johansson & Birznieks, 2004; Petersen, Panzeri, & Diamond, 2001). The results shown in this letter suggest that one of the main reasons for the performance gap between artificial and biological lies in the acquisition process of visual information. Existing models mimicking biological visual systems rely on the use of images. Spike timings are usually artificially created from gray levels (Delorme, Gautrais, van Rullen, & Thorpe, 1999). The image is initially filtered to determine local positive or negative contrasts using gaussian Laplacian filters; then the computed values are used to determine a latency that will define when artificial neurons fire. The first firing neurons correspond to the portions of the image where the local contrast is highest (Delorme & Thorpe, 2001; Delorme et al., 1999). Spikes generated from images are then fed into a second layer to determine an orientation map that will serve as features. The receptive fields used for that purpose are usually oriented Gabor filters (Gabor, 1946). Spikes are then generated by neurons with selectivity to specific orientations. Neurons respond at shorter latency when the orientation of an edge in the image matches the shape of their receptive fields. The use of images implies a stroboscopic acquisition of visual information at a low sampling frequency, usually ranging from 30 to 60 Hz. Spikes generated from images are then redundant, as the gray values in consecutive images do not vary significantly and are artificially timed with low temporal resolution. They are thus unable to describe the full dynamics of observed scenes. On the contrary, retinal outputs are massively parallel and data driven: ganglion cells of biological retinas fire asynchronously according to information measured in the scene (Gollisch & Meister, 2008) at millisecond precision, and sensory acquisition is constantly adjusted to the dynamics of the scene. Several sensory systems carry significant information about stimuli in the timing of their spikes. This has been clearly demonstrated in subcortical areas, like the retina (Gollisch & Meister, 2008; Berry, Warland, & Meister, 1997) and lateral geniculate nucleus (LGN) (Liu, Tzonev, Rebrik, & Miller, 2001; Reinagel & Reid, 2000). In visual cortex, while isolated neurons are able to emit spikes with a precise timing in vitro (Mainen & Sejnowski, 1995), the timescale at which spikes carry information is still debated. Although some studies argue that spike times of cortical neurons are too noisy to carry information (Shadlen & Newsome, 1998; Softky & Koch, 1993), a growing body of evidence
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suggests that cortical neurons not only possess surprising precision but also carry visual information that cannot be recovered by counting spikes over long temporal windows (Reich, Mechler, & Victor, 2001; Kara, Reinagel, & Reid, 2000; Haider et al., 2010; Buracas, Zador, DeWeese, & Albright, 1998). While evidence suggests that this timing information is carried at timescales ranging from one to at most few tens of milliseconds (Panzeri, Brunel, Logothetis, & Kayser, 2010), the features of the stimulus that are specifically carried by these precise spikes, and the functional role of this precision, are still unclear. In this letter, we inquire as to what can be gained from using high temporal resolution spikes and measure the implication of the spiking precision in a spike-based pattern recognition task. We will use information theory tools to measure whether a degradation of the temporal precision of generated spikes has an impact on recognition results and the separability of classes of objects. More important, we will study raw spike signals to determine the amount of information carried out by these spikes at different temporal resolutions. We will also provide measurements for Gabor-like features, as they are widely used by recognition systems. The goal is to determine the amount of information lost along the hierarchical processing architecture. Several experiments will be presented, showing how lowering the temporal resolution of acquired spikes affects drastically the amount of available information to perform a recognition task. We will show that the use of low temporal precision spikes leads to a loss of almost 70% of information about visual scenes for a conventional 30 Hz sampling if compared to the millisecond precision of the retina. In this study, we rely on the use of recently developed neuromorphic event-based visual sensor. These sensors are an alternative to acquisition using a fixed frequency; the idea is to sample a time-varying signal not on the time axis but on the amplitude axis, leading to nonuniform sampling rates that match the dynamics of the input signal. Recently this sampling paradigm has advanced from the recording of one-dimensional signals to the real-time acquisition of 2D image data. The dynamic vision sensor (DVS; Lichtsteiner, Posch, & Delbruck, 2008) and the asynchronous timebased image sensor (ATIS; Posch, Matolin, & Wohlgenannt, 2011) used in this letter contain a matrix of autonomously operating pixels each triggered by a change in amplitude, or event, that elicits the generation of a spike. The detected event is asynchronously transmitted off the sensor and together with the pixels x,y-address and polarity of the change—positive for increasing and negative for decreasing illumination. As a result, image information is not acquired frame-wise but conditionally only from parts in the scene where and when there is new information. In other words, only information that is relevant—because it is unknown—is acquired, transmitted, and processed. Compared to conventional imaging devices, neuromorphic acquisition naturally leads to low computational cost and efficient use of resources that allows us to process dynamic scenes in real
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time (Rogister, Benosman, Ieng, Lichtsteiner, & Delbruck, 2011; Ni, Pacoret, Benosman, Ieng, & R´egnier, 2011; Benosman, Ieng, Posch, & Rogister, 2011; Camunas-Mesa et al., 2012; Benosman, Clercq, Lagorce, Ieng, & Bartolozzi, 2014; Lagorce, Ieng, & Benosman, 2013; Clady et al., 2014). This type of event-driven acquisition is fundamentally different from frame-based acquisition that, because often only a very few pixels change between two consecutive frames, leads to the acquisition of large amounts of redundant data. This temporal inefficiency is most striking when the system is dealing with temporarily static or slowly changing scenes. Given the frame structure of the acquired image data, all methods generating spikes operate on entire images, thus often handling information already processed in previous frames to generate redundant spikes and artificial timings. There is currently a widespread belief in the field of artificial vision that high visual acquisition rates are useful only when a fast-changing stimulus must be observed. Neuromorphic visual sensors, as biological ones, allow us to acquire the true dynamics of observed scenes, fast or slow, by adapting the sampling frequency of the dynamics of the scene. As we will show, precise temporal information allows a better description of a wide range of dynamic scenes and provides richer information about their visual content, even for slowly changing scenes.



2 Artificial Asynchronous Event-Based Visual Sensors Biomimetic, event-based cameras are a novel type of vision device that are driven by events taking place within the scene; they are unlike conventional image sensors, which use artificially created timing and control signals (e.g., a frame clock), which have no relation to the source of the visual information. The event-based cameras (dynamic vision sensor (DVS; Lichtsteiner et al., 2008) and asynchronous time-based image sensor (ATIS; Posch et al., 2011) that are used throughout this letter contain a matrix of autonomous pixels (128 × 128 for the DVS and 304 × 240 for the ATIS), each asynchronously generating spike events that encode relative changes in pixel illumination. Inspired by the human retina, these sensors perceive visual information from a dynamic natural scene with much greater temporal resolution than most conventional vision sensors (down to 1 μs). Moreover, temporal redundancy of information, which is present in frame-based acquisition systems, is removed entirely. Events are transmitted asynchronously by the sensor in the form of continuous-time digital words containing the identity (or address) of the sender pixel using the AER (address-event representation) protocol (Lazzaro, Wawrzynek, Mahowald, Sivilotti, & Gillespie, 1993). Both the DVS and the ATIS rely on the same circuit to trigger events. The ATIS, however, has five times more pixels than the DVS. We used the DVS
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Figure 1: Event-based cameras acquisition principle. (a) 304 × 240 pixel array ATIS. (b) Typical signal showing the logarithm of the luminance of a pixel located at [x, y]T . (c) Asynchronous temporal contrast events generated by this pixel in response to this light variation.



for simple stimuli experiments and the ATIS for more complex ones where the higher number of pixels provides higher accurate measurements. 2.1 Event-Based Acquisition: From Luminance to Asynchronous Events. Let us define fx,y as the intensity of a pixel at [x, y]t . Each pixel of the sensor asynchronously generates polarized spikes, called events, at the exact time when change in the logarithm of the total amount of light  log( fx,y ) is larger than a threshold I since the last event, as shown in Figure 1. The logarithmic relation allows the sensor to perform a relative contrast coding, implementing a form of adaptation where the perceived contrast is a constant fraction of the background illumination. The sensor responds to small variations in dim conditions and larger changes under bright illumination. We thus define an event occurring at time t at the spatial location [x, y]T as e(x,y,t) = p, where p is the polarity of the event and takes the values +1 or −1, signifying an increase or decrease in relative intensity respectively. Since natural environments are low-frequency systems and the changes in intensity in most parts of the visual field are on the order of seconds (only a few areas may undergo rapid changes), the dynamic sensor can provide a sparse map of a visual scene at very low computational cost compared to frame-based acquisition. 2.2 Gabor-Like Orientation-Selective Cells for Asynchronous Visual Feature Extraction. To compute orientation primitives, we implement an artificial neural network layer composed of orientation-selective cells Xu,v,θ , k with [u, v]T ∈ [1 .. Nn ]2 and θk ∈ [1 .. nOri ]. Each set of nOri oriented neurons has a fixed LRF × LRF receptive field RF u,v that overlaps with its spatial neighbors in both directions by an amount Lol
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Figure 2: Spatial structure of a spatiotemporal Gabor function used for extraction of horizontal primitives (θk = θ0 = 0). (a) Gabor function and the parameters used to control the spatial frequency and receptive field size of the orientation cells. (b) The parameters σ and λ control the width of the receptive field in the antipreferred direction of the cell, while (c) parameters σ and γ control the length of the oriented receptive field in the preferred direction of the cell.



The activation function of each neuron combines a 2D-oriented Gabor function (FS ) and a temporal decay function (FT ),  FS (ei , Xu,v,θ ) = exp −



2 2 x2 i,u,v + γ yi,u,v



k



2σ 2







  xi,u,v , cos 2π λ



(2.1)



where xi,u,v = (xi − xu,v ) cos θk + (yi − yu,v ) sin θk and yi,u,v = −(xi − xu,v ) sin θk + (yi − yu,v ) cos θk , [xu,v , yu,v ]T are the center of the considered receptive field. Gabor parameters are tuned such that the function fits well to the defined neighborhood, as illustrated in Figure 2. σ sets the main lobe thickness so L that lobes of different orientations do not overlap too much: σ = 2nRF , (see ori Figure 2b). γ ensures that the spatial decrease of the main lobe reaches 95% at neighborhood frontiers γ = L4σ (see Figure 2c). λ sets the secondary RF lobe’s thickness, tuned so that there is only one (negative) secondary lobe in each side of the main lobe λ = 4σ (see Figure 2b).   (ti − t j ) FT (ti , t j ) = exp − τdec



(2.2)



where τdec = 15 dTMax , dTMax being the maximum delay beyond which the old events are no longer considered in the calculation of neuron activity. This parameter must be tuned in relation to the dynamics of the observed scene.
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The temporal evolution of each neuron activity is then computed each time a new event ei occurs: Au,v,θ (ti ) = Au,v,θ (ti−1 )FT (ti , ti−1 ) + δeu,v FS (ei , Xu,v,θ ) k



k



i



k



(2.3)



with  δeu,v i



=



1,



if [xi , yi ]T ∈ RF u,v ;



0,



else



.



(2.4)



As soon as the activity of a neuron exceeds a threshold ATh , it emits a spike and generates an inhibitory signal to all oriented neurons, which share the same receptive field. This signal resets the activity of targeted neurons to −ATh /2. This inhibition signal is inspired by the biological winner-takeall networks where the lateral inhibitory connections allow networks to exist in an optimal firing state by allowing other neurons to remain below threshold and prevent them from excessive firing. The processing of asynchronous orientation extraction may be summarized by algorithm 1. The algorithm can be used in both offline and online mode. In offline mode, the events are acquired offline in a file and fed
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into the algorithm serially such that each input event updates the action potential of the artificial neurons. We have used the offline mode to compute the temporal precision of the algorithm. To implement real-time orientation features, the same algorithm can be used in online mode (see the moving bar experiments shown in Figure 5). 3 Temporal Precision Estimation and Stimuli Recording In order to show that artificial neurons can preserve the temporal precision of the input information coming from the asynchronous sensor, we proposed different stimulation platforms to get repeatable recordings from different objects. We describe these platforms and the information theory– based tools in this section. 3.1 Stimulation Platforms 3.1.1 Motorized Platforms. In several experiments, the visual stimulus consists of a moving black pattern printed on white paper. The relative motion between the neuromorphic camera and the pattern is provided by motorized platforms (see sections 4.1 and 4.2 for details). 3.1.2 Digital Micromirror Device–Based Platform. The mechanical parts involved in motor-based stimuli presentation can have uncontrolled slow jitters and hysteresis, leading to lack of repeatability and, hence, erroneous results in information calculation. We used a (608 × 684) digital micromirror device (DMD) to project a sequence of frames on a screen (see Figure 3) to get more repeatable recordings from natural objects. The sensor was then motionless, resulting in higher trial-to-trial repeatability during the recordings. Furthermore, unlike a classical video projector, which is typically limited to a 60 Hz frame rate, the DMD device can reach up to 4 kHz, approaching the temporal precision of the sensor. It can be used to display stimuli at a period of 500 μs with an absolute error of less than 1 μs. The DMD generates a smooth motion of the image with temporal dynamics similar to those present in real scenes. Moreover, it can simulate repeatable saccadic motions with much higher precision compared to motor-based pan-tilt systems. An image of each natural object was first binarized. The motion was then simulated by moving the object, pixel by pixel, from an image to the next. The resulting sequence is a set of three simple motions—horizontal, oblique, and vertical—so that the final position matches the initial state. A synchronization signal synchronizes the sensor with the beginning of pattern sequences and ensures trial-to-trial repeatability. This timing signal is used to separate the recording into distinct trials with accurate timing in relation to the presented stimulus onset.
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Figure 3: Natural stimuli recording. A DMD device projects sequences of images at a high frame rate (2 kHz) to simulate a motion of the object with high repeatability. ATIS pointing to the screen is connected to the DMD to ensure synchronization.



3.2 Estimation of Temporal Precision Using a Mutual Information Measure as a Function of Temporal Resolution. Information theory has been widely used in neural systems to understand the mechanism and information provided by spike train data (Strong, Koberle, de Ruyter van Steveninck, & Bialek, 1998). The information carried by neurons is generally measured as the ability to discriminate various stimuli based on their spike train response. Information-theoretical approaches based on Shannon and Fischer information measures have been applied to neural data to study the temporal performance of spike trains. Here, we have used Shannon’s information measure (Shannon, 1948) to compute the mutual information (I(S; R)) between a set of stimuli S and the associated set of response R, given as I(S; R) =



 s



P(s)



 r



 P(r|s) log2



 P(r|s) , P(r)



(3.1)



with P(s) the probability of stimulus s, P(r|s) the conditional probability of occurrence of response r given a presentation of stimulus s, and P(r) the marginal probability of response r across all trials irrespective of stimuli presented.
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To measure the overall information given by the spatiotemporal spike patterns of the neurons, we first defined event information: if an event e(x, y, t) is defined as the firing of a pixel [x, y] at time t, then the event information, I(e) equivalent to I(x, y, t)—we drop the reference for stimuli in equation 3.1 for simplicity—is the information available from this pixel in the time interval around its spiking time t. To measure the mean information carried by a spatiotemporal spike pattern, we chose one of the recorded trials as a reference trial. The mean event information is computed by measuring the reliability with which each event in this trial occurs in the other remaining trials. To estimate the encoding temporal precision of the spike events, we reduced the effective temporal resolution by binning the spiking event in a larger temporal range (T). To compute the probabilities P(r) and P(r|s), the response of the pixel was defined as a binary bit. Thus, if the pixel [x,y] fired at times t and t  in the reference trial and nth trial, respectively, then for a given effective temporal resolution T, the response of the pixel in trial n was assigned as



rn =



⎧ ⎪ ⎨ 1, ⎪ ⎩



0,



if |t − t  | ≤



T 2 .



(3.2)



otherwise



We define the encoding temporal precision of the spike event pattern as the minimum temporal resolution window at which maximum information is obtained. The information breakdown toolbox for Matlab using a direct method and quadratic extrapolation (QE) (Strong et al., 1998) for bias correction has been used to compute the Shannon mutual information (see Magri, Whittingstall, Singh, Logothetis, & Panzeri, 2009 for details). 3.3 Temporal Features and Linear Discriminant Analysis. We have used mutual information measure to quantify the ability of a linear classifier to decode different stimuli based on the spike pattern obtained from the sensor. Using this information measure, we then show that sampling the events at large temporal windows (close to frame-based regime) leads to poor performance of the linear decoder. Figure 4 shows the temporal binning method used in this case. The top of the figure shows the original spike trains generated from a sample pixel for five presentations of the same stimulus. Each of the spike trains is arranged so that it is aligned with the stimulus onset time. For the original case (the left-most case), the bins are formed by dividing the spike trains into windows of the size of the physical time-stamping resolution of the sensor. For the center and right-most part, the bin sizes are increased by 5 and 30 times, respectively. To find the new spike times, the bins are labeled as 1 or 0 depending on the occurrence of the spikes in them. If one or more spikes occur in the bin, it is labeled as 1 irrespective of the number of spikes
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Figure 4: Temporal binning of spike trains from a pixel at different resolutions. The top figure shows the original spike trains from five trials of stimulus presentation. The black lines in the second row show the boundaries of the bins. In the left-most case the spikes are divided into bin sizes that reflect the physical time stamping resolution of the sensor. In the center and right-most cases, the size of the window is increased to 5 and 30 times the original, respectively. The bottom row shows the relabeled bins. A bin is labeled 1 if at least one spike occurs in it; otherwise it is labeled 0. This resampling leads to new time stamps of the spikes. The spikes in the right-most case will have only two time stamps, and the ones in the center will range over five different time-stamp values.



that have occurred; otherwise it is labeled as 0. Irrespective of the temporal resolution used, all of the original spikes are considered so that the change in information is due only to the temporal binning window and not the number of spikes used. This resampling is applied to spike trains from all of the pixels that have spiked in at least one trial of stimulus presentation. For a given trial, the spike trains from all of the pixels lead to a spatiotemporal pattern that can be used to discriminate among different stimuli. To classify the stimuli, we first computed feature vectors based on distances, D, between the outputs provided from the tested patterns, X, and i the outputs provided from reference patterns, Yref . The choice of the used distance D is experiment dependent (see section 4.2 for details).
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1 i We then defined the feature vector [D(X, Yref , . . . , D(X, Yref ), . . . , K T D(X, Yref )] as a K-dimensional point, encapsulating the distance of the spike-pattern of decoded stimuli from each of the K reference spike patterns; K is set to 2 or 3 in our experiments. This choice is essentially motivated to improve the readability of the results: K-dimensions spaces with K > 3 cannot be easily represented. Furthermore, our purpose is not to determine the best representative space for better discrimination between the stimuli but to demonstrate that the precise timing improves discrimination performance. Using the feature vectors, we trained and used a linear discriminant classifier to classify each trial of stimuli S to be from predicted class Sp . We use linear discriminant analysis to classify the stimuli into respective classes using their spatiotemporal event patterns. The linear discriminant analysis (or Fisher linear discriminant; Ripley, 1996) assumes that the samples from each class are from a gaussian distribution with the same variance. The mean of the individual classes is determined by calculating the average across all points. We chose this method because it is the simplest test of linear separability between the feature clusters. Again, we are more interested in comparing the performance of the features themselves rather than developing a universal classifier. To study the effect of varying temporal resolution, the computation of distance was performed after binning the data at different temporal window sizes (Magri et al., 2009). The performance of the decoding algorithm was quantified as the mutual information between the presented and predicted stimuli (I(S; S p )), defined as



I(S; S p ) =



 s,s p



P(s)Q(S p |S)log2



Q(S p |S) , Q(S p )



(3.3)



where Q(S p |S) is the so-called confusion matrix, whose values represent the fraction of times that a stimulus S was predicted by the decoder to be Sp p and Q(S ) = s P(s)Q(S p |S). This measure of performance is more detailed than reporting just the fraction of errors in prediction as it also takes into account the information contained in the distribution of decoding error (i.e., the off-diagonal elements of the confusion matrix). The above measure was computed using the information breakdown toolbox (Magri et al., 2009) with the Panzeri-Treves (PT) method (Panzeri & Treves, 1996) for bias correction. 4 Experiments 4.1 Precise Timing Preservation Through Dynamic Orientation Feature Extraction. We first show that our model of V1 orientation-selective cells extracts orientation information from the visual scene while preserving
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asynchrony with a very high temporal accuracy. Preservation of precise relative timing is a fundamental property that has to be shared by early stages of visual processing to ensure the decoding of a visual stimulus without loss of information. We believe that this precise timing information is crucial for performing complex visual tasks such as object recognition. Three experiments using different platforms and visual stimuli are performed in order to demonstrate that the precise timing is preserved through dynamic feature extraction. 4.1.1 Oriented Bar–Based Experiment. The experimental setup is shown in Figure 5a: a black bar printed on a white rotating disk is used as the visual stimulus to the asynchronous vision sensor. This experiment uses the DVS sensor. First, we show that the V1 orientation-selective cells fire with high repeatability for an input stimulus that is highly precise across trials. To measure this precision, we measure the instantaneous orientation of the bar as a function of time for a constant rotation speed of the disk. If precise timing is maintained throughout the processing chain, orientation-selective cells should fire with a temporal pattern that replicates the input stimulus periodicity. Spatiotemporal-oriented spikes (dots in time-space representation; see Figure 5b) are computed. We considered eight orientations with one orientation-selective cell per orientation, centered on each pixel with a 15 × 15 receptive field. The preservation of relative timing from the input to the output of orientation-selective cells can be estimated by measuring the variation of the interlobe time interval for the different orientations spike rates (see Figure 5c). Since the bar rotates at constant speed, the input stimulus period is constant. We also find this periodicity in spike rates, where a highly repeatable temporal pattern appears. We measured this output period as Trot = 139.17 ± 0.52 ms (mean ± STD). Thus, the temporal variability of output period is less than 0.4% of its value. This basic test suggests that for a simple stimulus, the orientation-selective cells can preserve the precision of input stimuli events. 4.1.2 Temporal Information, a Fundamental Characteristic of Spike Trains. Here we demonstrate this claim with the support of information-theoretic analysis. In brief, the mutual information (abbreviated to “information” in the rest of the letter) between visual stimuli and spike trains quantifies the reduction of uncertainty about which stimulus is presented, gained by a single trial observation of the spike train. Information quantifies how salient the variations of the stimulus-to-stimulus spike trains are as compared to the variability of the spike trains for a fixed stimulus. We measured this information for raw events from the sensor and timed oriented events from orientation-selective cells at different effective temporal resolutions,
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Figure 5: Event-based orientation computation. (a) The experimental setup used to compute orientation-selective cells. A black bar rotates at constant speed in the DVS field of view. (b) Spatiotemporal representation of orientationselective cell spikes computed from the DVS events flow. Each dot represents an oriented spike generated by one of the orientation-selective cells. (c) All of the oriented spikes that occurred in the region of the rotating bar are gathered for each of the eight considered orientations. Each plot represents the firing rate for each orientation. Measuring the variation of inter-lobe time interval Trot on each firing rate allows us to estimate how well relative timing is preserved by the orientation-selective cells computation.



applying a gradual temporal smoothing, ranging from 0.5 ms to 50 ms, with a step size of 0.5 ms. Since we want to compute the intrinsic temporal precision of the pixels, the stimulus sequences must be repeated with high precision throughout the trials. This ensures that the variation in the response from the pixels is due to the intrinsic characteristics of the sensor, and because of stimulus
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variability. To ensure repeatability of stimuli, we used the DMD platform as explained in section 3.1. The information measure we perform relies on the probability estimates of the responses of the pixels and orientation cells. It is therefore strongly affected by sampling bias errors that are introduced because we can make only a finite number of measurements of these responses. To improve the probability measures, it is important to take as many samples as possible so that all possible responses occur many times. As we increase the number of measurements, the sampling biases decrease at the cost of time and power required for analyzing the measured data. To improve the estimates without having to sample a large number of trials, a correction factor may be added. In our case, we have done this using either quadratic extrapolation or Panzeri-Treves methods available within the information toolbox (Magri et al., 2009). The accuracy of this measure depends on the ratio of the number of measurements taken for each stimulus to the number of responses measured. To obtain an accurate measure for the mutual information, we recorded using the ATIS the responses of the orientation-selective cells to five different natural stimuli images (bicycle, car, face, plane, and boat), four of which are shown in Figure 6a. We considered four orientation-selective cells for orientations, 0, π4 , π2 , 3π , 4 assigned to each pixel of the neuromorphic sensor. Next, the information is computed for different effective temporal resolutions for both the input spike trains from the sensor and the output spike trains of the orientationselective cells. This has been done by binning the original events streams at different temporal window sizes. Figure 6b shows the amount of information conveyed by the response of orientation-selective cells, averaged over all of the cells sharing the same orientation. It also shows the amount of information conveyed by raw events output by the neuromorphic sensor. The mean information is computed over all of the pixels that have fired during the presentation of different stimuli. Raw spike trains from the sensor and the responses of the orientationselective cells have the same optimal temporal resolution (the smallest temporal window size at which the maximum of information about the stimuli is obtained), estimated to be around 4 ms in this case. This corresponds to the native temporal precision of the used neuromorphic sensor. Smaller and larger temporal bins lead to a loss of information. If the temporal binning is small, the sensor’s temporal jitters and nonidealities induce variability that affects the information computation. If the temporal binning is too large, the dissimilarity between different stimuli is lowered as information is lost. The analysis shows that, as expected, the maximal information from the orientation cells lies at the native temporal resolution of the sensor. More important, further processing must operate at this precision in order to fully exploit the acquired information content. The 4 ms temporal precision is related to the properties of the neuromorphic sensor. The intrinsic latency of the single pixel of the sensor can range
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Figure 6: Evolution of information as a function of the effective temporal resolution for natural stimuli images. (a) Snapshots (accumulation of events for 10 ms) of spatiotemporal pixel firing pattern for four different natural stimuli among the five used for information computation. The spikes were generated by placing black and white images of objects in front of the sensor and performing a set of saccadic motions to images. The spatiotemporal pattern generated by the sensor was used as an input to the orientation-selective cells. (b) Average information per pixel at different effective temporal resolutions. The graph shows the amount of mean information obtained from pixel events (dashed line) and orientation neurons (solid lines) using a temporal window of increasing sizes. The mean information obtained from pixel events reaches a maximum at a temporal resolution of about 4 ms. The same temporal precision seems to provide the maximum value of mean information per orientation event.



from 10 μs to around 400 μs (Posch et al., 2011) depending on biases and luminance levels. Although the actual pixel dynamic scale is in microseconds, the precision of the sensor tends to fall if a high number of pixels are active in a short time window. This is due to the process of time multiplexing (serializing) the activity of all of the pixels on a single bus; collisions of events
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are handled by an arbitration scheme that delays synchronous events, resulting in a loss of temporal precision of up to 4 ms for the observed highly textured scenes. In more ideal conditions, using precisely timed high-speed blinking LEDs generating a low number of events as input stimuli and removing all other luminance sources, we found a temporal precision close to the theoretical range up to around 350 μs. 4.1.3 Control Experiment for Estimation of Intrinsic Encoding Precision of the Sensor. To test our assumption regarding the relatively low optimal temporal resolution highlighted by the information analysis of natural stimuli data, we performed a control experiment using an LED array that can form different alphanumeric characters switching on and off at a rate of 500 Hz. Since the intensity of the LED array is changing, no motion is needed to sense the visual scene. Further, to reduce the variability in luminance from ambient and artificial light sources, the experiment was performed in dark so that the LEDs were the only source of illumination. The mutual information was measured by binarizing the pixel responses in the temporal window size varying from 1 μs up to 20 ms (with a step size of 50 μs up to 1 ms, and then at steps of 0.5 ms up to 50 ms as the information does not change further at these scales). Similar to the results obtained in experiments using natural stimuli, the evolution of mutual information (see Figure 7b) rises from zero to its maximum value and decreases if the temporal window size is further increased. The maximum amount of information is obtained at a 350 μs window size, which corresponds to the width of the spikes in the raster plot (see Figure 7b) corresponding to the activation of one pixel to the LED flash. Because there is no motion in this experiment and since the LED control is very accurate, this resolution reflects the intrinsic variability of the sensor itself. This shows that the 4 ms precision that we obtained for the natural stimuli case is not due to the jitters in the pixel itself, but to uncontrollable factors arising from limitations in communication bandwidth due to the complexity of the stimuli presented. 4.2 Performance of Linear Discriminator for Stimulus Classification. To show how precise timing may improve pattern classification, we used a simple linear discriminator and spatiotemporal features (see section 3.3) to discriminate patterns using the events from the stimuli of section 4.1. We then used the information measure calculation on the confusion matrix obtained from the linear classification at different temporal resolutions to test how the information and the accuracy of the decoder are affected as events are compressed by temporal binning. In the following experiments, we show that the information decreases as we move toward longer time intervals (closer to a frame-based regime). To classify these patterns, we have defined a distance metric based on the original Victor-Purpura distance (Victor & Purpura, 1996, 1997). It provides
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Figure 7: Characterization of intrinsic temporal precision of events from the ATIS sensor. (a) Normalized average information per pixel at different effective temporal resolution. The maximum information is conveyed at an effective precision of approximately 350 μs. (b) Raster plot showing the activity of one pixel for 2500 trials of one stimulus. Each dot represents a spike, and each row is one trial.



a measure for estimating the distance between spike trains obtained from single neurons. A multineuron extension of the Victor-Purpura metric (Aronov, Reich, Mechler, & Victor, 2003) used labels to indicate the neuron of origin for each spike. The cost of adding, deleting, or moving a spike is then dependent on both its timing and origin. Since in the case of the asynchronous visual sensor, spikes are defined as three-dimensional events (e(x, y, t)) and since the spatial relationships between the pixels from which the spikes originate are known, we do not need to explicitly label the pixel at which the event occurs. Instead, we compute the cost of placing a spike of one spike train in another spike train as the Euclidean distance between this spike and its nearest-neighbor spike in the second spike train. Let Px and Py be defined as the resampled spike patterns generated from two stimuli, X and Y, for a single trial. Then the distance D(Px , Py ) is computed as the total sum of the cost of placing each event of pattern Px in the spike pattern Py , D(Px , Py ) =







j



j



j



(Pxi , Py ) : Pxi , Py  ≤ Pxi , Py  ∀ j,



(4.1)



i j



where Pxi , Py ∈ R3 are events from event patterns Px and Py , respectively.
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Figure 8: Information obtained from a linear classifier for spatiotemporal patterns sampled at different temporal window sizes. The information increases rapidly with the initial window size, but further increase in the window size leads to a decrease in information.



Using these features, we trained and used a linear discriminator to classify a trial from stimulus S into a predicted class Sp . The information extracted from the linear classifier is computed as the information between the presented and predicted stimulus (i.e., the information in the confusion matrix; see Quiroga & Panzeri, 2009). 4.2.1 Natural Stimuli Discrimination Task. In this first experiment we used the ATIS sensor the natural stimuli are provided by the DMD projector (see section 3.1). To generate the features for classification, three spatiotemporal patterns—one trial for each of the first three stimuli (bike, car, and plane)— are taken as reference patterns (Bikeref , Carref and Planeref ). In 100 trials, all of the remaining three stimuli are used as the trial sets to be classified. For each of these trials, the feature vector is defined as [D(X, Bikere f ), D(X, Carre f ), D(X, Planere f )]T , where X is the spatiotemporal response for the trial and D is distance metric, based on the spatiotemporal Victor-Purpura distance (Victor & Purpura, 1996, 1997). Figure 8 shows that when temporal windows that correspond to typical camera frame rates (16–20 ms) are used, some information about the stimuli is lost, whereas the use of event-driven sensors and asynchronous processing allows the system to adapt to the stimuli and obtain more information from the scene. Further, the information obtained by the decoder is higher than the information extracted from raw spikes from the pixels (see Figure 6b). The spatiotemporal features are computed such that they tend to reduce some noise in the response, thus making the patterns linearly separable at lower temporal binning windows. Apparently the shape of the curve in Figure 8 is a compromise between the evolution of the information at the output of the sensor in ideal conditions (see Figure 7a) and in natural conditions (see Figure 6b).
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Figure 9: Classification vector representation for a set of three stimuli. Each three-dimensional point in the figure indicates the distance between the spatiotemporal patterns of stimuli from the three spatiotemporal reference patterns (bike, car, and plane). (a) Temporal window of 0.5 ms. (b) Temporal window of 16 ms. The clusters in the second case overlap more and lead to a larger classification error.



Figure 9 shows that information is larger at a sampling window size of 0.5 ms than at 16 ms, resulting in more distinct clusters that allow better reliability in stimuli classification. The feature vector obtained from the trials for each of the stimuli is represented in the reference space as different dots for temporal binning windows of 0.5 ms and 16 ms, respectively (see Figures 9a and 9b, respectively). This can also be quantified as the ratio of intercluster distance to intracluster distance, which is 5.9 in the former case and 4.37 for the latter. Due to the used neuronal network and Victor-Purpura’s multineurons’ (labeled) spike time metric, the pattern is represented by its dynamical appearance, coded in relative time intervals between the spike output from the orientation-selective cells. Dynamic appearance-based representations are admittedly known to be weakly robust, and the generalization of the approach to a greater diversity of patterns would require further developments, involving multiple scale, velocity, and direction neuronal multilayered network, already proposed in frame-based acquisition contexts (Masquelier & Thorpe, 2007; Escobar, Masson, Vieville, & Kornprobst, 2009). However, such multilayer networks would imply theoretical assumptions as, for example, which time-based encoding, rate (Escobar et al., 2009) or
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rank (Masquelier & Thorpe, 2007) coding, should be chosen for the final outputs; this remains an open question in neuroscience. To prevent any bias that such assumptions could present, we have focused our study on a unique low-level layer that exists similarly in such architectures. Beyond this, the results of this experiment demonstrate that if a timebased coding of the information is considered for a pattern recognition task, a high temporal resolution is required. In particular, Figure 8 shows that processing at a lower resolution implies a loss of information. This is consistent with biological experiments where it was observed that the temporal precision of the neuronal responses in the visual thalamus is significantly higher when movies at much higher frame rates than normal are displayed (Butts et al., 2007). In addition, their data demonstrate that millisecond precision of spike times is required to decode spatial image details. In the same vein, our results show that the discrimination power of temporal features is also increased at this temporal precision, which is naturally provided by an asynchronous event–based sensor and is preserved by event-driven-based computations as our model of orientation-selective cells. Finally, the approach developed here concerns moving objects. In the following experiment, we addressed this issue with static objects, mimicking the biologic mechanism of ocular saccades during fixation. It is also the occasion for us to highlight the importance of high temporal resolution precise timing using another pattern recognition scheme. 4.2.2 Character Discrimination Task. In this experiment, the stimuli are printed characters, scanned by performing saccades. The generated events are then passed through the layer (see section 2.2) consisting of orientationselective cells with eight different preferred orientations (0, π8 , π4 , 3π , . . . , 7π ) 8 8 to generate orientation events for each trial of character display. The characters are then classified with a linear discriminator with leave-one-out cross-validation (Fisher, 1936; Ripley, 1996) using two distinct feature sets: first by computing the mean activity of the orientation cells across the whole trial and than by taking into account the variation of activity of the orientation cell across the trial. Figure 10a shows the experimental setup. Characters are printed on a rotating cylinder used for a fast horizontal scroll, coupled with vertical saccades realized by a pan tilt unit (PTU), on which the DVS sensor is mounted. This setup simulates reading from left to right rather than flashing characters in an artificial manner. Figure 10b shows the evolution of the number of active cells over time when the asynchronous Gabor orientationselective cells are applied for eight orientations. Since we are only interested in the temporal signature of the sensor, the activity of all of the orientationselective cells is summed together across space. These results show a temporal pattern that clearly defines the character’s shape and motion. Thus, if the same motion is used to record different characters, namely, reading from left to right combined with ocular saccades,
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Figure 10: Temporal signature of moving characters. (a) Setup used to acquire characters’ temporal signatures. Characters are printed on a cylinder that rotates around its axis. To excite the direction parallel to the character scroll, the pan tilt unit produces vertical saccades. (b) Asynchronous temporal coactivation of orientation-selective cells for a scrolling character for a temporal time-stamping precision of 1 μs.



it may be possible to recognize shapes from their temporal signature. In comparison, averaging activities over time introduces confusion between patterns, as shown in Figure 11. The characters shown were chosen according to the similarity of their mean activation (see A and V, for example). This average signature, represented below each character, represents the number of active cells of each orientation during a time window of 16 ms. Precise timings provide an additional mechanism to carry visual information
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because they make it possible to disambiguate the visual features, which provoke responses with a similar time-average rate but a different temporal profile. These qualitative results indicate that the use of all of the information contained in the precise timing of spikes allows the construction of specific temporal signatures that make the recognition and classification of visual patterns much easier. To highlight this observation, we performed a quantitative analysis to compare the performance of temporal signature and mean activity as features to classify different characters. Since we are interested only in temporal information, the features are computed by suppressing the spatial information of the events and only taking into account the time and orientation of each event as in Figure 11. We created the first data set by compressing the temporal dimension and computing the mean spike rate of each orientation detector across the whole trial so as to obtain a 4 × 1 matrix per trial. The second set is created by binning the time stamps of each orientation detector events into N equal bins so as to obtain the temporal information in the form of a 4 × N matrix per trial. We use two characters, Q and H, as references to compute the classification features similar to those used in previous analysis. For each of these reference characters, we compute the mean of the features across all the trials for the two different data sets to get reference trials Qmean , Hmean for the mean activity case and Qtemporal , Htemporal for the case of temporal signature. We use these to classify 1000 trials each of three different characters (A, L, O). For each trial, X, we compute the mean activity matrix and the temporal activity matrix. For the temporal activity case, the temporal response of orientation neurons is sampled into 2000 bins leading to a bin size of approximately 4 to 5 ms. This binning window is chosen based on the temporal precision calculation of the sensor, obtained from section 4.1. The classification vector for each trial is then defined as a two-dimensional vector [Dmean (Xmean , Hmean ), Dmean (Xmean , Qmean )] for the mean activity features and [Dtemporal (Xtemporal , Htemporal ), Dtemporal (Xtemporal , Qtemporal )] for the case of temporal signature features. The distance D for the temporal case is computed as the sum of the l1 distance between the N-dimensional temporal signature over each orientation for the trial X and the reference character R (H or Q): Dtemporal (Xtemporal , Rtemporal ) =



 ori



i (|Xori − Riori |),



(4.2)
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i whereXori , Riori are event activity in bin i of orientation detector ori for the trial X and the reference character R respectively. Similarly, since we have only one bin per orientation (N = 1) in the case of the mean activity features, the distance in this case is simply the sum of the absolute difference of the mean activity of the four orientation detectors



What Can Precise Timing Add to Pattern Recognition?



585



Figure 11: Asynchronous temporal coactivation of orientation-selective cells (to the right of each character) for a set of characters and their corresponding mean activation (below each character). The temporal signature allows to disambiguate between two characters that have similar mean activation.
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of the trial X and the reference character. The motivation behind using l1 distance instead of l2 distance is the fact that the temporal signature feature is a high-dimensional set and the l1 norm is observed to be better than l2 norm in distance contrast when comparing distances of two N-dimensional points from a query point (the reference signatures Htemporal and Qtemporal in this case) (Aggarwal, Hinneburg, & Keim, 2001). Figure 12 shows the feature clusters for both the temporal signature case (see Figure 12a) and the mean activity case (see Figure 12b). Reducing the temporal information of the orientation events leads to very close and overlapping clusters. Further, the mean activity distance varies a lot because the mean spiking events can vary across trials. When we use the temporal information, this effect is spread over the entire trial, thus leading to low variation between trials. Further, because the characters O and L are closer to Q and H, in temporal signature, their distance clusters are closer to the respective axes. The mean cross-validation error using linear discriminator varies from 26% in case of mean activity features to less than 1% when using the temporal signature of the orientation neurons. The temporal signature used here differs from the one used in the previous experiment as we examine the distribution of the orientations without explicitly labeling their spatial origin. This information is implicitly (and partially) coded in time because of the scanning of the pattern performed through the camera motion. This scheme would involve a less complex connectivity in upper neuronal layers, as the spatial information over all the pattern would be collected from the same receptive field and not by regrouping the information provided by several receptive fields (as it is performed in the previous experiment through the multineurons’ VictorPurpura’s distance). This obviously would imply multidirectional saccadic eye movements and mixing with a computation of the motion flow in order to capture the spatial integrality and coherence of the pattern. Both schemes coexist and cooperate probably in the higher-level cortical areas, as discussed in section 6. In both cases, our results show that a high-resolution temporal precise timing is required for pattern recognition.



5 Event-Driven Data Versus Sampled Data Computation The same temporal granularity obtained by event-based sensors can be obtained by high-frequency frame-based cameras; however, the sampling strategy is completely different, as in the first case it is adapting to the stimulus dynamics and in the second it is fixed. A frame-based camera should have a frequency equal to the maximum limit of the event-based camera, but this leads to the waste of a lot of resources. It is thus interesting to compare the computational cost of both approaches in order to quantitatively estimate the benefits of event-driven computation. Event-based acquisition is a radically different process from sampled acquisition in the sense that
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Figure 12: Distance features obtained for the characters A, O, and L. Each point in the figure represents the two-dimensional feature vector given by the distance of the temporal signature matrix (a) and mean activity matrix (b) of a trial from the corresponding mean matrices of reference characters H and Q. In the case of the temporal signature (a), the l1 distance between activity of O and Q is much smaller; thus, the cluster for O lies closer to the x-axis. Similarly, the temporal activity of cells in the case of L is closer to the reference H, and thus the cluster lies near the y-axis. In the case of mean activity features (b), the distances of the three characters are much closer to one another and form many small clusters even for the same character because of the variation in the total number of orientation events (i.e., mean spike count) across trials.



it is purely input driven. The more informative a visual scene is (in term of light changes), the larger will be the amount of data to process. On the other hand, frame-based acquisition results in a constant amount of data regardless of the content of the scene. Consequently, the delivered information is not the same; a direct measure of computational cost will not make
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sense. Qualitatively, it is evident that in case of a small change in the visual scene, conventional cameras will produce a high amount of redundant information, while the asynchronous visual sensor would provide only a few events, resulting in a much lower computational load and therefore cost. In addition, the power consumption required to sample images increases with the increase in the frame rate. The bio-inspired retina-like sensor avoids these problems by virtue of its design. Each pixel in the sensor operates at a subthreshold levels and requires very low power for operation. Using data obtained in our experiment, we give an overview of the difference between the workings of the conventional camera and eventbased neuromorphic silicon sensor. Considering a simple on-off pixel, a traditional frame-based camera operating at 30 frames per second and at a resolution of 128 × 128 pixels will generate 492 kE per second (1000 pixel events per second). The sensor we used generates, on average, 81 kE per second in the LED-based control experiment, 130 kE per second for printed alphabet stimuli, and 194 kE per second in case of natural image stimuli. Using an equivalent algorithm complexity, the computational cost of the event-based sensor is not only less than that of a frame-based camera but also depends on the visual scene with which it is presented. 6 Discussion Here we show that the use of high-precision timing information may lead to a new paradigm shift in both understanding how visual spike-based processing should be tackled and in current methods of sensory acquisition and processing. In addition, the asynchronous acquisition of visual information permits a more dynamical approach to the problem in question, specifically, by adapting the system dynamics and the allocation of computational resources in a flexible way to the dynamics of the external stimulation. This paradigm change is even more fundamental in the way in which it preserves the information content of the visual stimulus, which is irremediably lost if low temporal resolutions are used corresponding to the range of conventional frame-based snapshot acquisitions. We believe that the widespread use of low temporal resolution is unrelated to the biology of the visual system (Gollisch & Meister, 2008; Berry et al., 1997), but is rooted in the visual depictions found in art and photography extending back to the origins of painting and is therefore optimal for reproducing high-quality movies, rather than for extracting information, as needed in artificial vision. Like biological retinas, the artificial sensors used in this work do not encode static images but instead transmit incoming information instantaneously. Both are entirely asynchronous; biological retinas exhibit precision to the order of 1 millisecond, while event-based sensors are precise to the order of 1 microsecond. This precision can be used to derive precise timed models of the retina (Lorach et al., 2012). Here, precise time refers to the
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relative time between events rather than an absolute measure of time. After acquisition and transmission, the notion of absolute time is clearly no longer possible. As we have shown in the experiments presented here, temporal information appears to be essential because of the inherently dynamic nature of visual scenes. Our work here does not seek to deny that spatial information is crucial for visual processing; rather, our purpose is mainly to show that neglecting temporal information adds to the difficulty of the problem, as much of the relevant information resides in its arrival time. This begs the question of what the connection between time and space might be, a subject for future investigation. It seems likely that two processes with different timescales and latency are involved: a fast and immediate form of temporal processing based on precise timing for which we provide evidence in this letter, but also a slower form of processing involving the integration of activity of cellular responses more relating to mean activities and images. The remaining challenge will be to address an open question in the field, which concerns the link between an immediate and a slower form of processing, which necessitates averaging of information over time. The development of this new form of camera also allows us to bridge the gap between two fields that engage in little communication, namely, the fields of artificial vision and visual neuroscience. This approach was advocated by D. Marr in his last work (Marr, 1982), yet relatively few have followed this approach, not due to a lack of enthusiasm but because, artificial vision historically has relied on images. While some have advocated the use of spike-based computation for artificial vision (Mahowald, 1982), the approach has remained limited in the field of computational neuroscience. Leaving behind the notions of low temporal resolution usually related to images and grayscale represents a major obstacle for members of the artificial vision community. However, new sensors have emerged, some attempting to combine temporally asynchronous acquisition with classic image acquisition, while others employ purely temporally asynchronous luminance acquisition techniques, a logical extension of the initial principle (Posch et al., 2011). Aside from the reduction in computation time and energy, this new generation of sensors opens the way for new research in artificial vision because they will permit an in-depth study of the relationship of space, time, and luminance, also leading to the fusion of two fields of research that until now have remained largely separate. From a physiological perspective, converging evidence suggests that neurons in early stages of sensory processing in primary cortical areas, including both vision and other modalities, use the millisecond precise time of neural responses to carry information. In the brain, there has been evidence of a high precision of neural coding in different sensory structures (Berry et al., 1997; Reinagel & Reid, 2000; Buracas et al., 1998; Mazer, Vinje, McDermott, Schiller, & Gallant, 2002; Blanche, Koepsell, Swindale, & Olshausen, 2008). In the recognition task, objects were animated with a global jittering motion that bears some resemblance to fixational eye movements.
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