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SU M MA RY In this paper, we examine an efficient, practical method to calculate approximate, finite-frequency waveforms for the early signals from a point source in 3-D acoustic media with smoothly varying velocity and constant density. In analogy to the use of Feynman path integrals in quantum physics, we obtain an approximate waveform solution for the scalar wave equation by a Monte Carlo summation of elementary signals over a representative sample of all possible paths between a source and observation point. The elementary signal is formed from the convolution of the source time function with a time derivative of the Green’s function for the homogeneous problem. For each path, this elementary signal is summed into a time series at a traveltime obtained from an integral of slowness along the path. The constructive and destructive interference of these signals produces the approximate waveform response for the range of traveltimes covered by the sampled paths. We justify the path-summation technique for a smooth medium using a heuristic construction involving the Helmholtz–Kirchhoff integral theorem. The technique can be applied to smooth, but strongly varying and complicated velocity structures. The approximate waveform includes geometrical spreading, focusing, defocusing and phase changes, but does not fully account for multiple scattering. We compare path-summation waveforms with the exact solution for a 3-D geometry involving a low-velocity spherical inclusion, and with finite-difference waveforms for a 2-D structure with realistic, complicated velocity variations. In contrast to geometrical-ray methods, the path-summation approach reproduces finite-frequency wave phenomena such as diffraction and does not exhibit singular behaviour. Relative to the finite-difference numerical method, the path-summation approach requires insignificant computer memory and, depending on the number of waveforms required, up to one to two orders of magnitude less computing time. The sampled paths and associated traveltimes produced by the path summation give a relation between the medium and the signal on the waveform that is not available with finite-difference and finite-element methods. Furthermore, the speed and accuracy of the path-summation method may be sufficient to allow 3-D waveform inversion using stochastic, non-linear, global search methods. Key words: inversion, lateral heterogeneity, synthetic waveforms, wave equation, wave propagation.



IN TR O DU C TI O N It is important to have computationally efficient methods for modelling finite-frequency or broad-band wave propagation in structures with strong velocity variations in three dimensions. Such methods may allow non-linear inversion of waveform data for problems in fields such as seismology and ocean acoustics, where complicated velocity structures or wavefields are expected. This inversion would make use of much more of
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the information contained in high-quality waveform data sets than do existing techniques such as first arrival time inversion. Existing methods for modelling scalar, acoustic or elastic wave propagation are variations on three, basic, complementary approaches—ray, frequency–wavenumber summation, and numerical calculations such as finite differences and finite elements. Ray-based techniques are efficient and can be used with complicated media, but are valid only if the wavelengths involved are much smaller than any characteristic length in © 1999 RAS



Path-summation waveforms the medium, or, equivalently, these techniques are valid only at very high frequencies. These methods cannot produce finitefrequency phenomena such as diffraction and head waves, and they fail at singular regions of the finite-frequency wavefield, for example near caustics. However, there are many formal and ad-hoc extensions to ray theory that recover some of these phenomena in the high-frequency limit. In contrast to raybased methods, frequency–wavenumber of modal-summation techniques are valid for a broad range of frequencies and can produce exact waveforms, but these methods are only applicable for relatively simple and highly symmetric structures. Finally, numerically intensive techniques such as finite elements and finite differences can accurately model full wave phenomena in complicated structures, but these methods typically require large to very large computing resources and computing time. Other hybrid techniques, such as Kirchhoff–Helmholtz–Fresnel and related boundary-integral methods, may combine features and advantages from the three basic approaches, but they also retain some of the disadvantages and limitations. In this paper, we introduce an efficient ‘path-summation’ technique to obtain approximate waveforms due to finitefrequency, scalar wave propagation from a point source with arbitrary source time function in media with smooth, 3-D velocity variations. These waveforms are approximate solutions to the scalar wave equation; this equation represents the acoustic case with constant density. The path-summation method combines many of the advantages of the three basic, existing approaches, and it may be fast and accurate enough to allow imaging of complicated 3-D structures through non-linear inversion of waveforms. The path-summation method constructs an approximate solution to the scalar wave equation by Monte Carlo summation over the contributions of elementary signals ‘propagated’ along a representative sample of all possible paths between the source and observation points (Fig. 1a). The elementary signal is given by the convolution of the source time function with a time derivative of the Green’s function for the homogeneous problem. This elementary signal is summed into a waveform at an offset time given by a traveltime (integral of slowness) along each path. The amplitude of the resulting waveform is scaled by a factor that depends on the distance of the observation point from the source, the number of paths used, and other quantities. The constructive and destructive interference of the elementary signals contributed by each path produces a waveform that converges towards the approximate response for the portion of the medium and range of traveltimes covered by the sampled paths. For example, the constructive interference of elementary signals from a large number of paths with nearly identical traveltimes will produce prominent features on the waveform. In contrast, the interference of signals from many paths with well-distributed traveltimes will converge to a flat trace. This procedure for obtaining a solution to the scalar wave equation forms an analogue to the Feynman path-integral technique (Feynman 1948; Feynman & Hibbs 1965; Feynman 1985; Weigel 1986), a basic tool in elementary particle physics for the study and understanding of quantum phenomena. In practice, the approximate nature of the ‘path-summation’ technique and computational limitations will impose upper bounds on the model complexity, maximum frequency and source–receiver distances that can be studied. In a 2-D example, we will see that this method can be applied to smooth media © 1999 RAS, GJI 138, 702–716
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Figure 1. (a) Schematic illustration of the path-summation waveform method; this method samples many paths that fill a volume of the medium. (b) Schematic illustration of a ray-based method; ray methods sample the medium only along one or a few paths.



with velocity variations the size of and larger than the dominant wavelength of the source signal, to obtain the firstarriving waveforms at distances of about 10 times the dominant wavelength. We begin by reviewing the path-integral concept in physics, and then we present a heuristic development using the Helmholtz–Kirchhoff integral theorem to arrive at an approximate, path-summation solution for the scalar wave equation in three dimensions. Next, we examine the performance of this path-summation waveform method relative to an exact solution for a 3-D problem involving a low-velocity sphere embedded in a homogeneous whole-space. We then compare the waveforms from a 2-D form of the path-summation formula with waveforms from finite differences for a realistic 2-D medium. Finally, we use the 2-D path-summation results to examine the relationships between the sampled paths and features of the waveforms and the model. FE Y NM A N PATH IN TE GR A LS In 1948, Richard Feynman introduced the path-integral method as a new formulation of non-relativistic quantum mechanics and showed that this formulation satisfies the Schro¨dinger
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equation (Feynman 1948). Since this time, ‘Feynman’ path integrals have been fruitfully applied in physics and other physical sciences to a diverse range of problems (e.g. Schulman 1988; Wiegel 1986; Khandekar et al. 1993). The path-integral method as presented by Feynman (1948) states that the probability that an event occurs is given by the square of the sum of complex amplitude contributions from all possible ways that the event could occur. For problems in quantum physics, these ‘ways’ are space–time paths between two states of a particle. For a quantum particle, the contribution from each path is equal in magnitude but varies in phase according to the ‘action’ of classical physics, that is the time integral of the Lagrangian of the system as the particle follows the spacetime path (Feynman 1948). There are thus contributions to the amplitude sum not just from ‘classical’ paths of minimum ‘action’, but also from an infinite number of ‘nonclassical’ paths. The resulting expression for the probability includes both familiar, ‘classical’ phenomena and unusual, qualitatively different, quantum mechanical behaviour. The quantum behaviour arises from the constructive and destructive interference of the complex amplitude values in the path-integral sum. The use of complex amplitudes is related to the ‘wave-like’ behaviour of quantum ‘particles’. As a consequence, we find parallels between the classical–quantum duality in particle physics and the ray–wave duality in optics or elasticity. This is underlined by an example that Feynman uses to illustrate the path-integral concept. He shows (Feynman 1985) that a consideration of the traveltime (or phase delay) along all possible paths that light could take between two points predicts the well-known geometrical-optics result that light ‘follows’ the path of least time—the Fermat path. However, additionally, he shows that this multiple-path approach also produces diffraction, a non-geometrical result. We see in this simple optics example that the path-integral approach does not rely on the representation of light as travelling along one or a few, infinitesimally narrow rays. Instead it represents the light as sampling a large volume between the two points (cf. the paths in Figs 1a and b). Consequently, many paths other than Fermat paths are considered, and non-geometrical, finite-frequency phenomena are obtained. In the physical sciences, the Feynman path integral is invoked for problems where the wave equation can be transformed to a parabolic equation with the form of the Schro¨dinger equation (e.g. Dashen 1979; Klauder 1986; Patton 1986; Ziolkowski 1986). These formulations are valid only for high-frequency waves and for media in which properties vary predominantly along one spatial dimension, but they allow the stable analysis of phenomena for which geometrical optics fails, such as diffraction and propagation near caustics. These high-frequency solutions are related to the WKBJ approximation (Schulman 1981). Path-integral solutions for the scalar wave equation can also be obtained by introducing a ‘pseudo-time’ variable that is used to transform the frequency-domain equation to a parabolic form (e.g. Fishman & McCoy 1983; Samelsohn & Mazar 1996). However, these solutions require integration over the ‘pseudotime’ variable and over frequency, in addition to the integral over paths, and consequently it is not apparent that they can be efficiently evaluated in practice for heterogeneous media. Following this ‘pseudo-time’ approach, Schlottmann (1999) has succeeded in evaluating the integrals analytically over the ‘pseudo-time’ variable and frequency to obtain a time-domain, path-integral solution for the full acoustic equation, including



variable density. This solution includes a sum over all time derivatives of the source time function; Schlottmann (1999) proposes that this sum is necessary to account for all multiple scattering in heterogeneous media. It will be important to see if this solution can be efficiently evaluated in practice for heterogeneous media, as it may then form a more accurate and complete alternative to the approximate path-summation method we examine in this paper. Finally, in astrophysics, Williamson (1975) uses a ‘stochastic ray’ method that is related to path integrals to study smallangle, multiple-path scattering of electromagnetic radiation passing through planar scattering regions of the interstellar medium. This method constructs the approximate response at an observation point using a Monte-Carlo summation over scattered ‘elemental pulses’ that have been delayed in time relative to the direct radiation because of the increased length of their paths. This methodology is qualitatively similar to the path-summation waveform technique that we present here. In summary, it appears that a path-integral-type solution for finite-frequency, scalar wave propagation in heterogeneous media does not yet exist in a form that can be implemented in practice. As an alternative, following the path-integral concept, we develop below an approximate, path-summation solution for the scalar wave equation. We will see that this solution can be applied in practice and that it gives promising results in heterogeneous media.



H EU R IS TI C DE VELO P M EN T O F A N A P P RO X I M AT E, PAT H- S U M MATI O N S O LU TI O N FO R TH E S CA LA R WAVE EQ U AT IO N The scalar wave equation for field y(r, t) can be expressed as V2y(r, t)−



1 ∂2y(r, t) =0 , c2(r) ∂t2



(1)



where t is time and the quantity c(r) is a function of position r (e.g. Morse & Feshbach 1953; Tolstoy 1973). c(r) has the units of velocity and may be referred to as a ‘structural’ or ‘medium’ velocity, but it does not specify a wave velocity except for infinite-frequency waves, or for plane waves if c(r) is constant (Wieland 1993). For the study of sound, the scalar wave equation follows from the acoustic equation of motion for the case of constant density and spatially varying compressibility. The scalar wave equation also specifies the approximate behaviour of the potentials for longitudinal or transverse waves in smoothly varying elastic media when conversions between the two wave types can be neglected. In the following we invoke a heuristic development involving the Helmholtz–Kirchhoff integral theorem and several simplifications valid for smooth media, to obtain an approximate, path-summation solution of the scalar wave. However, the resulting formula is an infinite sum, which cannot be evaluated in practice. We obtain normalization terms and a rule for path selection for a practical, finite-sum solution by demanding that this solution give the correct response for a homogeneous medium. Finally, we propose that this finite, path-summation formula also forms an approximate solution of the scalar wave equation for a medium with heterogeneous velocity c(r). © 1999 RAS, GJI 138, 702–716
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The Helmholtz–Kirchhoff integral The Helmholtz–Kirchhoff integral is a formal mathematical expression of the Huygens–Fresnel principle, which states that the field on a wavefront is given by the sum over secondary wavelets emitted at every point of the wavefront at an earlier time. We first obtain Helmholtz–Kirchhoff integral for an inhomogeneous medium. We consider a wave field y(r, t) which satisfies the scalar wave equation (1), and the Green’s function g(r, t; r , t ) for the scalar wave equation with an impulsive 0 0 source term, 1 ∂2g(r, t; r , t ) 0 0 =−4pd(r−r )d(t−t ) . V2g(r, t; r , t )− 0 0 0 0 c2(r) ∂t2 (2) Green’s theorem states that



PPP



(w V2w −w V2w ) dV = 1 2 2 1



PP A



B



∂w ∂w 1 dS , 2 −w w 2 ∂n 1 ∂n



(3)



V S where V is a volume bounded by the closed surface S; w and 1 w are functions with continuous first and second derivatives 2 within V and on S; and ∂/∂ denotes differentiation along the n normal vector on S. We substitute y(r, t) and g(r, t; r , t ) for S S w and w , with r inside S, and initial values y(r, t =0)=0 1 2 S and (∂/∂t)y(r, t =0)=0, where the subscript S denotes S quantities evaluated on the surface S. It can then be shown that Green’s theorem (3) reduces to an compact expression for y(r, t): y(r, t)=



1 4p



P PP G 2



0



dt S



S



∂ y(r , t ) g(r, t; r , t ) S S S S ∂n



H



∂ −g(r, t; r , t ) y(r , t ) dS . S S S S ∂n



(4)



(e.g. Scott & Helmberger 1983; Frazer & Sinton 1984; Carter & Frazer 1984; or, for the homogeneous case, Morse & Feshbach 1953; Born & Wolf 1980). This form of the Helmholtz– Kirchhoff theorem expresses the field y(r, t) in terms of an integral of y and g and their derivatives over the surface S at the ‘retarded’ time t . S An approximate path-summation solution We now obtain an approximate, path-summation expression for the Green’s function response due to an impulsive source 4pd(t−t )d(r−r ) in a medium with velocity c=c(r). We follow 0 0 a heuristic development beginning with a construction based on repeated, local application of the Helmholtz–Kirchhoff integral (4). We consider a small sphere S of radius r, centred on the 1 observation point r (Fig. 2). We obtain the Green’s function g (r, t; r , t ) by applying the integral (4) on the surface of S . PS 0 0 1 We perform this integration by summing over the contributions of the field on N surface elements dS , in the limit N � 2; 1,n dS � 0. Similarly, we can obtain the field on each surface 1,n element dS on S by again applying the integral (4) using 1,n 1 additional small spheres S centred on each dS . For each 1n 1,n new sphere S , we sum over the contributions of the field on 1n M surface elements dS , in the limit M � 2; dS � 0. 1n,m 1n,m © 1999 RAS, GJI 138, 702–716



Figure 2. The recursive construction used to obtain the signal at observation point r due to an impulsive source at r in a heterogeneous 0 medium. The Helmholtz–Kirchhoff integral is evaluated sequentially on a large number of small spherical surfaces; this evaluation can be re-arranged as a sum over paths. Only the spherical surfaces corresponding to one path are shown. See the text for details.



Continuing this process for each surface element on each new sphere, we obtain a tree-structure calculation involving a very large number of spherical surfaces on which we evaluate the Helmholtz–Kirchhoff integral. The evaluation of these integrals begins at surface elements dS that are 1nm…p,q infinitesimally close to the source at r , and continues back 0 towards the root spheres S at the observation point r (Fig. 2). 1 Expressed mathematically, this calculation has the form of a set of nested, infinite sums, N lim ∑ dS 1,n N,M,…,Q�2 n=1 M Q L … ∑ dS L {dy } ×L ∑ dS 1n,m 1nm…p,q 0 m=1 q=1



g (r, t; r , t )# PS 0 0



G



G



HH



,



(5) where dy is an ‘elementary’ contribution of the source at each 0 surface element dS that comes infinitesimally close to 1nm…p,q the source, and L {y} is the operator forming the integrand of the Helmholtz–Kirchhoff integral (4), L {y}=



1 4p



P A 2



dt



y



B



∂ ∂ g−g y . ∂n ∂n



(6) 0 We now make the important assumptions that the nested infinite sum (5) is mathematically meaningful and that it is convergent; we leave further discussion and proof of these assumptions for future work. Now, because L {y} is linear in y, the nested sum (5) can be rearranged into an infinite sum over ‘paths’ from r to r 0 (Fig. 2), where each path passes through one surface element on a suite of spheres S , S , … S : 1 1n 1nm…p N M Q g (r, t; r , t )# lim ∑ ∑ … ∑ dS PS 0 0 1,n N,M,…,Q�2 n=1 m=1 q=1 ×L {dS L {… dS L {dy }}} . (7) 1n,m 1nm…p,q 0 S
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This rearrangement will allow us ultimately to obtain an estimate for the response g (r, t; r , t ) by summing over a PS 0 0 representative sample of all possible paths from r to r. The 0 expression (7), however, cannot be evaluated in practice. Consequently, assuming a smooth medium, we next develop approximations for dy and L {y} such that the infinite sum 0 over ‘paths’ (7) collapses to a simple, usable form. For conciseness, but without loss of generality, we use t =0 in the 0 remainder of this section.



where s=|r−r |. This expression reduces to the expected 1/s s geometrical spreading function in the homogeneous case, while for a heterogeneous medium it is scaled by the square-root term that accounts for the conservation of energy within any solid angle dV on the spreading wavefront; that is, rc(r)s2dV|G(r)|2=constant ,



Smooth, heterogeneous medium We first obtain an expression for the ‘elementary’ source contribution dy in (7) by examining the Green’s function 0 response infinitesimally close to the source. Assuming a smooth medium, we can take a small region around the source at r=r as homogeneous, with constant velocity c =c(r ). We 0 0 0 thus associate the contribution dy with the Green’s function 0 response for the homogeneous case g (r, t; r , 0) in the limit H 0 r�r : 0 d(t−r/c ) 0 . (8) lim g (r, t; r , 0)= lim H 0 r r�r0 r�0 Substituting j=r/c , the right side of (8) becomes 0 d(t−j) , (9) lim j�0 c0 j which, by symmetry of the terms t and j inside the delta function, is equivalent to d(t) d(t−j) =− . c t c t 0 0 Now, we use the identity d∞(t)=−d(t)/t to arrive at



lim − j�0



(10)



d∞(t) . (11) lim g (r, t)= H c r�r0 0 Returning to our smooth, heterogeneous medium, and replacing c with the velocity at the source, c(r ), expression 0 0 (11) indicates that we can take d∞(t) , (12) dy = 0 c(r ) 0 as the ‘elementary’ contribution of the source to each path. Next, to obtain a concise approximation for the operator L {y} in the sum (7), we again assume a smooth velocity variation and, following Carter & Frazer (1984), we put g(r, t; r , t )$G(r)d(t−t −t) , (13) S S S where G(r) is an amplitude term and t is the geometrical optics traveltime from r to r. In addition, because we use small 0 spheres S in constructing our infinite sum over paths (7), we need only ‘propagate’ our Green’s function (13) over vanishingly small distances relative to any length-scale of velocity variation. This suggests approximating the Green’s function with an expanding, spherical wave. To this end, we take a simple form for the amplitude term G(r) that partly accounts for smooth velocity variation in the medium: 1 G(r)= s



S



c(r ) s , c(r)



(14)



(15)



where r is the constant density of the medium. Substituting (13) and (14) into (4), neglecting derivatives of the velocity, evaluating the integral over time, and dropping the subscripts S, we obtain y(r, t)#



1 4p



×



PP S G C DH



S 1 ∂y − s ∂n



∂ c(r ) s [y] c(r) ∂n



AB



C D



1 1 ∂s ∂y 1 − s c(r) s ∂n ∂t



dS ,



(16)



where s is distance along the geometrical optics ray path from r to r. This is an approximate form of the Helmholtz– s Kirchhoff integral (4) for surfaces S enclosing small volumes in a smooth, heterogeneous medium. The normal to S is taken positive inwards and square brackets denote values of the functions taken at the ‘retarded’ time t =t−s/c. S Now with the form of the integrand L {y} given in (16) we can examine the ‘propagation’ of the elementary contribution of the source dy , expression (12), along a path in the sum 0 (7). We note that along any path all of the square-root amplitude terms collapse to the single factor √c(r )/c(r); for 0 conciseness we do not include this term in the following. We will show by induction that the elementary contribution at point P on the path can be approximated by j 1 d∞(t−t ) , (17) dy # j j Njc 0 where t =t +r /c is the traveltime or integral over slowj j−1 j j ness along the path from the source point P to point P , r is 0 j j the distance along the path between points P and P , c is j j−1 j the velocity at point P , and c =c(r ) (Fig. 2). For simplicity j 0 0 of notation, but without loss of generality, we have taken the same radius and number N of surface elements of area dS for each sphere. Clearly, if we consider the source point, where j=0 and t =0, expression (17) evaluates to that for the elementary 0 contribution at the source (12). Next, considering an arbitrary point P along the path, we assume that the elementary conj tribution dy at P is given by (17), and then seek to confirm j j that this expression is valid for the contribution dy at point j+1 P . Substituting r for s and c for c(r) in (16), the j+1 j+1 j+1 elementary contribution dy at point P , evaluated at the j+1 j+1 retarded time t−r /c , is j+1 j+1 4pr2 1 1 j+1 L {dy } dy =dS L {dy }= j j j+1 4p N 4p



G



r 1 d∞(t−t )+ j+1 d◊(t−t ) j+1 j+1 Nj+1c c 0 j+1 r ∂c 1 d◊(t−t ) , (18) − j −r cos h j+1 j+1 c c2 ∂r j j Pj where h is the angle of change of direction of the path at P . j Now we take the distance between points to be arbitrarily =
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H
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Path-summation waveforms small; that is, r =e %1. This is consistent with our previous i i requirement that the spheres in our recursive application of the Helmholtz–Kirchhoff integral should be very small. This, and the fact that in a smooth medium ∂c/∂r| is bounded, P suggests that we may neglect terms in r and r j. If we neglect j j+1 these terms, then (18) simplifies to 1 d∞(t−t ) . (19) dy # j+1 j+1 Nj+1c 0 This expression is the same as (17), with index j+1 replacing j. Thus we have shown that (17) is valid at the source point and between two consecutive points along a path, and so, by induction, it is valid at all points along a path starting at the source. Comparing expressions (17) and (19), we note that dy j+1 differs from dy only by a change in traveltime from t to j j t =t +r /c , and by a factor 1/N. Thus, in lieu of j+1 j j+1 j+1 evaluating all of the nested operators in the sum (7), we need only calculate the traveltime along each path, and apply an appropriate normalization. The simplicity of this result will allow in part for the practical evaluation of our final path-summation formula. Finally, writing the nested sum (7) as a single sum over K � 2 paths for r to r, where K=NM … Q, and substituting 0 the results (12) and (17), we obtain an estimate for the impulse response g (r, t; r , t ): PS 0 0 1 K 1 d∞(t−T ) , (20) ∑ g (r, t; r , t =0)# lim k PS 0 0 √ K�2 c(r0 )c(r) k=1 Npk N�2 where p =p (N, k) is the number of small spheres or segments k k along path k, and



P



r ds k (21) c(r) r0 is the integrated slowness, or traveltime, along path k. We note that the path geometry and the normalization term 1/Npk in the sum (20) are independent of the velocity variation c(r). In practice, the infinite sum (20) must be evaluated using a finite sample of paths. Thus we need rules for choosing an appropriate finite sample of paths and we need the corresponding normalization terms for these paths, in lieu of the term 1/Npk in (20). In the next section we use the known solution for a point source in a homogeneous medium to obtain normalization terms and a rule for path selection that allow for a practical evaluation of the sum (20). T = k



A practical path-summation formulation We develop a practical path-summation formula for a finite sample of paths by assuming that we can replace the term 1/Npk in the sum (20) with a factor A independent of the path k. We then find A and a rule for path selection such that the resulting expression g˜ 3-D reproduces the correct Green’s PS,H function response for the homogeneous case with velocity c, g3-D (r, t; r , 0)= H 0



d(t−r/c) . r



(22)



Substituting a factor A outside the sum for the term 1/Npk in (20), we have A K ∑ d∞(t−T ) , g˜ 3-D = lim k PS,H K�2 c k=1 © 1999 RAS, GJI 138, 702–716
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where T =r /c and r is the length of the kth path. If we now k k k require that the path lengths r are uniformly distributed k between the minimum length r and the maximum length r , max and we sort the paths according this length, then we can write (r −r)/cK¬DT which is the constant step between the max traveltimes T of the sorted paths. Multiplying and dividing k the right side of (23) by this step we have A cK K ∑ d∞(t−T )DT . (24) g˜ 3-D = lim k PS,H c r −r K�2 max k=1 We can convert the sum in (24) to an integral over time by taking the limits K � 2, T � T , and DT � dT , which gives k rmax/c K d∞(t−T )dT . (25) g˜ 3-D =A PS,H r −r max r/c We can immediately evaluate the integral in (25) to obtain



P



K [d(t−r/c)−d(t−r /c)] . max −r max If now we choose



g˜ 3-D =A PS,H r



(26)



r −r , A= max Kr



(27)



then (26) reduces to g˜ 3-D = PS,H



d(t−r/c) d(t−r /c) max . − r r



(28)



The first term on the right side of (28) is the desired Green’s function (22), while the second term is an ‘artefact’ Green’s function due to fictituous sources at a distance r from max the observation point. We can easily identify and ignore the contribution to the waveform from this ‘artefact’ Green’s function is we choose r /c&r/c. Thus the substitution of the max term A as defined in (27) for the term 1/Npk in the sum (20) gives a practical path-summation formula which produces the expected Green’s function for a constant-velocity medium. We noted earlier that the path geometry and the normalization term 1/Npk in the sum (20) are independent of the velocity variation. Thus, it is reasonable to apply the rule for path selection and the normalization (27) obtained above for the constant-velocity medium to the case of a smooth, heterogeneous media. Then, substituting (27) for the term 1/Npk in the sum (20), we obtain our final path-summation approximation to the 3-D Green’s function response: r −r K d∞(t−Tk ) max ∑ , g˜ 3-D (r, t; r , t =0)# lim PS 0 0 r K�2 √c(r0 )c(r)K k=1



(29)



where T is given by (21). We recall that our choice of k normalization requires that the path lengths be distributed uniformly between the source to observation-point distance r and the maximum path length r used in the sum. max To arrive at (29) we followed a heuristic development where we assumed but did not demonstrate the convergence of the infinite sum (5), and we made several strong approximations following from the smoothness of the medium. In particular, the choice of Green’s function (13) and (14) and the simplification from (18) to (19) explicitly neglects local, multiple scattering; thus the path-summation solutions (20) and (29) locally include only forward propagation.
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Two-dimensional path-summation formulation Although the path-summation approach is intended primarily for 3-D problems, we will require later a 2-D formula for a numerical example comparing path-summation and finitedifference waveforms. We will thus construct an approximate, 2-D analogue to expression (29) which reproduces the correct Green’s function response for the homogeneous case. We first write (29) as



K



∂ d(t−T ) r −r K max ∑ − . (30) g˜ 3-D # lim PS ∂T r √ K�2 c(r0 )c(r)K k=1 T=Tk This expression shows that the path-summation formula (29) is an algorithm that sums time derivatives of the Green’s function, shifted in time according to the traveltime T =r /c k k along each path. We will construct the equivalent algorithm using the 2-D Green’s function for an impulsive source (Morse & Feshbach 1953; Tolstoy 1973) 2h(t−T ) , g2-D (r, t; r , 0)= H 0 √t2−T 2



(31)



where r=dr−r d, T =r/c, and h(x) is the Heaviside unit step0 function. Forming a sum analogous to (29) by taking the derivative with respect to traveltime T of (31) and then evaluating the result at the traveltime T along each path, we k form a 2-D path-summation formula, g˜ 2-D (r, t; r , t =0) PS 0 0 ∂ 2h(t−T ) r −r K max ∑ − . (32) # lim ∂T √ √t2−T 2 c(r )c(r)K K�2 k=1 T=T 0 k It can be easily shown that this formula reproduces the correct Green’s function for the homogeneous case by following the steps used above to convert the path sum to an integral for the 3-D case. For computational efficiency, we will use a modified form of the 2-D path-summation formula (32) for the 2-D example below. We simplify (32) by replacing the evaluation within the path sum of the Green’s function for traveltime T along each k path with a single convolution after the path sum with the homogeneous-medium Green’s function 2h(t−r/c:)/√t2−(r/c:)2, where c: is the mean velocity along the fastest path in the sum. Thus we arrive at the 2-D path-summation formula



K



g˜ 2-D (r, t; r , t =0) PS 0 0 r −r 2h(t−r/c: ) K max E ∑ d∞(t−T ) , # lim k √ √ K�2 c(r0 )c(r)K t2−(r/c: )2 k=1 where E is the convolution operator.



(33)



Path-summation formulation for arbitrary source time functions The discrete, path-summation formulation for the response y(r, t) at observation location r for a point source q (r , t) in 0 0 a heterogeneous medium with velocity distribution c(r) is given by the convolution of the source time function with the path-summation ‘Green’s’ function g˜ ; that is, PS y(r, t|r , t )=q (t)Eg˜ (r, t|r , t ) . (34) 0 0 0 PS 0 0



The path-summation ‘Green’s’ function g˜ is given by (29) in PS three dimensions, and by (32) or approximately by (33) in two dimensions. The traveltime T is given by the integral over k slowness along each path,



P



r ds k, (35) c(r) r0 where we define a parametric path s and an increment ds k k along this path by



T = k



s ¬x( p); 0≤p≤1; x(0)=r , x(1)=r , k 0



S



(36) D ∑ dx2 , i i=1 where p is a parameter and D is the spatial dimension of the problem. Practical application of the path-summation formulas to a scalar wave equation problem requires a summation over a finite number of paths (i.e. K finite) between the source and the observation point r; this gives a waveform solution y(r, t) for the problem that is an approximation to the finite-frequency response with appropriate amplitude scaling. Note, however, that since we evaluate the path summation using a finite, Monte Carlo summation, the ‘Green’s’ function waveform we obtain will be in general very ‘spiky’ and so may not be useful in practice before convolution with a smooth source time function. ds = k



Discussion of the path-summation formulation Some discussion of the path-summation formula and its justification is useful to illuminate the character, range of validity and limitations of the method. First, note that we have obtained a path-summation solution for the scalar wave equation using a traveltime—the integral of slowness along a spatial path. This approach differs from the use in the Feynman pathintegral method of the classical action, the integral of the Lagrangian along a space–time path. While the action integral in the Feynman path-integral method is related to the principle of least (stationary) action, the integral over slowness in our formulation is related to Fermat’s principle of least (stationary) time. Our path-summation solution produces a waveform—a time-varying amplitude, instead of a single amplitude value related to the probability for the state of a quantum particle obtained with the Feynman path integral. Second, because the integral over slowness in (35) is independent of integration direction along the path, the path-summation formulation is symmetric for an exchange of the source and observation points. Consequently, the pathsummation formula follows the principle of reciprocity (e.g. Morse & Feshbach 1953). Third, recall that we made no assumptions about the frequency content of the source. In practical applications of the method, however, the necessity of using a finite number of paths gives a corresponding coarse sampling of the medium. Consequently, the resulting waveform will only form a useful approximation of the complete solution up to some highest frequency or corresponding shortest wavelength. This wavelength depends on the number of paths sampled, the roughness of the medium and the distance between the source and observation points. © 1999 RAS, GJI 138, 702–716



Path-summation waveforms
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Finally, note that the conditions we imposed on the path geometry to obtain normalization terms for the practical pathsummation formula do not depend on the velocity distribution c(r). Thus we always construct a geometrically ‘uniform’ representative sample of paths, regardless of the velocity distribution. The signal on the waveform for a heterogeneous medium differs from that for a homogeneous medium because of the non-uniform distribution of traveltimes produced in a heterogeneous medium by the geometrically ‘uniform’ set of paths. This asymmetry between the path geometry and the traveltimes gives imperfect cancellation of the elementary signals and so produces features on the waveform. AP P LI C AT IO N OF TH E PAT H- S UM M ATIO N ME TH O D The practical implementation of the path-summation method has two main components: (1) the specification and selection of a representative set of paths; and (2) the construction of a waveform using the elementary signals contributed by each path. Recall that in developing the path-summation formulation we required that: (1) the velocity distribution c(r) is smooth; (2) the maximum path length r is sufficiently greater than max the distance r from the source to the observation point that the truncation of the path summation and the corresponding artefact signal occurs at a time T later than any time max of interest; (3) the path lengths are uniformly distributed between the minimum and maximum lengths r and r . max Path specification and selection A ‘well-distributed’ sample of ‘all possible paths’ is necessary for the accurate, rapid convergence of the path-summation method. Consequently, the specification of the geometry and distribution of the paths and the selection of methods to construct these paths efficiently are primary concerns in the application of this method. We require a finite set of paths that samples the medium in the same way and gathers the same information as the infinite set of ‘all possible paths’, and which satisfies the conditions set above in the justification of the path-summation formula. Since we can only work with a relatively small sample of paths, it is reasonable to restrict our selection to the ‘least exceptional’ paths, that is smooth paths with few inflection points. This choice may be adequate for smooth media, such as in our 2-D example below, but will prevent the inclusion of multiple-scattering effects in velocity models with sharp boundaries or strong gradients. We will assume that the path geometry need only allow a radius of curvature of the paths of the order of and larger than the characteristic wavelength corresponding to the dominant period T of the source. 0 To meet these requirements, we specify the paths in the present work using cubic B-splines. A cubic B-spline (Fig. 3) is a smooth, parametric curve whose shape and location is controlled by a set of control vertices (e.g. Bartels et al. 1987). For the path-summation application we use a spline formulation with special end conditions (Michelini 1995) so that the paths connect to the first and last control vertices (i.e. the source and observation points). We use three to seven vertices, including © 1999 RAS, GJI 138, 702–716



Figure 3. Examples of cubic B-spline paths. The locations of the control vertices n and n for a two-vertex path or V for a single1 2 1 vertex path are selected at random within a pre-defined region a×b (thick grey lines); this region may include the source and receiver if back-scattering is desired. The spline path is a smooth curve between the source and observation points that passes near, but not through, the intermediate control vertices.



the source and observations points, in the examples presented below. The main difficulty encountered with this method of path specification is in obtaining a uniform distribution of path lengths because of the complicated relationship between the location of the control vertices and the location of the resulting path. Additionally, each path is subject to two tests before application of the computationally expensive slowness integral along the path. First, the path is rejected if its length is greater than the pre-determined, maximum length r . Second, for max problems where the model is only specified within a limited region, a path is rejected if any part of it falls outside this region. Waveform construction In practical applications, the waveform representing the response at an observation point is constructed following the path-summation formula (34) using a discrete time series y(t ). i For each path that is sampled, the discrete equivalent of the derivative of a Dirac delta function is summed into the time series y(t ) at the time t closest to the time t=t +∆ r ds /c(r), i i 0 k the source reference time t plus the traveltime for r0the path 0 obtained by numerical integration of slowness along the path. When all paths have been sampled, the time series y(t ) is i convolved with the source time function and scaled by the factor (r −r)/√c(r )c(r)K. In addition, because it is difficult 0 max in practice to obtain a uniform distribution of path lengths, the contribution from each path is scaled in amplitude to produce the equivalent of a uniform distribution of lengths. This amplitude scaling a for a path of length L is inversely proportional to the number of paths K with length between L L and L +DL ; that is, a=K/K where K is the total number L of paths sampled. No corrections for focusing, defocusing or other non-dissipative amplitude changes due to changes in the medium velocity along the individual path are applied— these effects are accounted for in the summation over paths
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through the constructive and destructive interference of the contributions to the waveform for each path. Finally, the time series is multiplied by 1/r for a 3-D simulation, or convolved with 2h(t−r/c: )/√t2−(r/c: )2 in two dimensions, where c: is the mean velocity of the medium. Note that the 3-D construction reproduces exactly the corresponding path-summation ‘Green’s’ function (29), but, as noted earlier, the 2-D construction uses an approximation to the formula (32) for efficiency. That is, the convolution with 2h(t−r/c: )/ √t2−(r/c: )2 after the path summation is a convolution with a homogeneous Green’s function using the constants r/c: for the traveltime and r for the distance. To match (32) exactly, there should be, for each sampled path, a convolution with a 2-D Green’s function based on the traveltime T and length r for k k the path. NU M ER IC A L EX A M PL ES We next examine the performance and behaviour of the pathsummation method in three and two dimensions and compare the resulting waveforms with those obtained with accurate existing methods. In the following discussions we use quotes to delimit terms such as ‘refracted’, ‘reflected’ and ‘diffracted’ since these are infinite-frequency and geometrical-ray concepts; they are often not separable as distinct, independent wave phenomena for finite-frequency wavefields. Low-velocity sphere in three dimensions We first apply the path-summation method in a 3-D problem consisting of a low-velocity spherical inclusion in a homogeneous whole-space. Strictly, this structure violates our restriction to a smooth medium, but it allows a comparison of the path-summation waveforms with those obtained with an exact analytic solution. For the 3-D geometry we take a point source in a homogeneous whole-space background with velocity c=5 km s−1 (Fig. 4). A spherical inclusion of radius 4 km and velocity 3 km s−1 is centred at a distance of 20 km from the source. We consider 25 observation locations along a radius normal to the axis through the source point and the centre of the sphere, and the radius intersects this axis at distance of 20 km from the sphere. For this geometry, there is a ‘geometrical shadow’ region for the observations within 8 km of the axis. This region is illuminated by finite-frequency ‘diffracted’ waves that can be considered as having passed around the boundary of the sphere; these waves are not produced with infinite-frequency, geometrical-ray theory. We obtain the exact finite-frequency waveforms from this problem using an analytic method (Korneev & Johnson 1992). This wavenumber-domain method matches boundary conditions across the surface of the sphere to obtain the complete 3-D response due to elastic wave propagation from a point source. We obtain a solution for the scalar wave equation by setting the viscosity equal to zero in the spherical inclusion and near to zero in the whole-space, and using an isotropic pressure source. We construct path-summation waveforms using the 3-D path-summation formula (34 and 29). However, because of the simplicity and high degree of symmetry of the inclusion and problem geometry, a very small portion of the model, namely the boundary and interior of the sphere, will be



Figure 4. 3-D model geometry and waveform locations. The geometrical shadow region is illuminated by first-arriving ‘diffracted’ waves, but there are no corresponding geometrical rays.



responsible for differences of the wavefield from that for a homogeneous whole-space. This presents some difficulty for the path-summation method since it is a stochastic, Monte Carlo sampling technique and thus converges most rapidly when features well distributed in the sampled region make important contributions to the solution. Consequently, we apply a basic, non-adaptive ‘importance-sampling’ in the path selection by using only three or four control vertices, the source and observation locations and one or two points between, to define the cubic B-splines. In this way, we construct paths of the ‘class’ type that is most likely to contribute to the differences from the homogeneous problem, namely paths that bend only once. We thus are primarily sampling paths that are smooth versions of ‘single-scattering’ paths; that is, paths composed of one straight segment between the source and a ‘scattering’ point, and a second straight segment between this ‘scattering’ point and the observation location. [Sneider & Lomax (1996) have show that a summation over such ‘singlescattering’ paths recovers the main variations in amplitude and phase of the first-arriving signal in a pseudo-random medium.] This importance sampling improves significantly the recovery on the path-summation waveforms of features seen on the exact waveforms. Each path-summation waveform consists of a sum over 10 000 paths, which takes only a few seconds of CPU time on a desktop workstation (Hewlett-Packard 715-100 workstation). © 1999 RAS, GJI 138, 702–716



Path-summation waveforms For this simulation, if the sum is extended beyond 10 000 paths the background oscillations on the traces are reduced in amplitude, but the shapes of the primary signals on the waveforms do not change appreciably. We use the same source time function for both solution methods. Fig. 5 shows the exact and path-summation waveforms for the low-velocity spherical inclusion. We find a near-exact agreement for the ‘direct’ first-arriving pulse at locations beyond 17 km. This result is expected since the wavefield in these regions is not strongly influenced by the sphere, but it also indicates that the path-summation method converges accurately for a 3-D whole-space. There are small mismatches in phase and amplitude between the two methods for the firstarriving pulse at locations less than 16 km. However, the pathsummation synthetics reproduce well the general shape and variation of the exact waveforms. Most notably, the pathsummation waveforms include the ‘diffracted’ first-arriving signal in the geometrical shadow zone at distances of 0 to 8 km. This is a finite-frequency wave phenomenon that cannot be recovered with ray theory. The secondary arrival at about 9 s traveltime on the trace at location 0 km is formed by waves that are ‘scattered’, ‘refracted’ and ‘focused’ by the low-velocity inclusion. Here we also find that the path-summation waveforms show some phase and amplitude differences from the exact results, but again reproduce well the main features of the exact waveforms. In particular, it is notable that the path-summation waveforms reproduce much of the phase shift of this signal relative to the phases of the ‘direct’ and ‘diffracted’ signals and the source time function (cf. Fig. 5). This result indicates that the pathsummation method can accurately reproduce phase shifts, which are of primary importance in determining the shape of waveforms. The timing of the ‘direct’ and ‘diffracted’ first-arriving signals on the waveforms follows closely the traveltime curve for geometric rays in the absence of the low-velocity spherical inclusion (Fig. 5). This illustrates why traveltime inversion using first-arrival times cannot detect features similar to this low-velocity sphere (Wielandt 1987). The ‘information’ in the wavefield about the low-velocity sphere is contained primarily in the secondary ‘scattered’ and ‘refracted’ signals, and to a lesser degree in the reduced amplitude and slight time delay of the first-arriving ‘diffracted’ signal in the ‘geometrical shadow’ region. The path-summation method recovers all of



711



these waveform features; consequently, the use of the pathsummation method in a waveform inversion may give more accurate imaging than ray-based first-arrival-time techniques. Although not perfect, the results of this 3-D simulation are significant because the stochastic path-summation method (with simple importance sampling) performs well for this highly symmetric geometry which has a velocity variation that is not smooth. However, it will be necessary to perform a comparison of the path-summation method with near-exact results for more complicated 3-D structures which are more representative of natural structures and thus of primary interest in inversion problems. Below we present such a comparison for a 2-D problem. Quasi-random two-dimensional medium We examine the behaviour of the path-summation method in a complicated, smooth 2-D medium that is representative of the models that might be obtained from inversion of realistic earth structures. We compare the resulting waveforms with those from a finite-difference solution for the scalar wave equation, and we examine the relationship between features of the medium, features on the waveforms, and the corresponding path-summation paths. Fig. 6 shows the 2-D model and the source and observation locations. The velocity distribution is quasi-random (Gaussian) and strongly varying, with significant features on the scale of and larger than the dominant wavelength of the source. The velocity varies in the range 4.0±1.0 km s−1 (±25 per cent), with an RMS variation of about 0.3 km s−1. A similar model is used in Snieder & Lomax (1996) and Lomax & Snieder (1996) to examine ‘single-scattering’ and ‘wavelength-averaging’ techniques for modelling finite-frequency wavefields in complicated structures. We consider a wide-band point source with centre period T =50 s; this corresponds to a dominant wavelength l =200 km 0 0 for the mean velocity of the medium, 4.0 km s−1. The observation points are located along a line at distances of about five to eight times the dominant wavelength l . (The physical 0 units we use here are appropriate for the study of, for example, seismic surface-wave propagation. However, these simulations are relevant to other problems with equivalent spatial and time scales when measured in terms of the dominant wavelength and period, respectively, of the source.)



Figure 5. Exact analytic (thin solid lines) and path-summation (thick solid lines) waveforms for the 3-D geometry shown in Fig. 4. The geometricalray traveltime curve for the background medium (c=5 km s−1) is shown for outside (thick grey line, distance >8 km) and inside (thick dotted grey line, distance 























des documents recommandant







[image: alt]





Estimation of finite-frequency waveforms through ... - Anthony Lomax 

mation (Hudson & Heritage 1982) for the field u,(ro) produced by a single scattering interaction of the reference field uo(r) with the velocity perturbation 6c(r).










 


[image: alt]





curriculum vitae - Anthony Lomax 

Designed and implemented interactive, graphical applications for processing, analysis, simulation, display ... SELECTED PRODUCTS. â€¢. Early-est: A lightweight ...










 


[image: alt]





autoMwpMwpd Manual - Anthony Lomax 

random walk, see Mosegaard and Tarantola, 1995; Lomax et al., 2000; Lomax et al., 2009), which tests a large number of .... Users Guide. 2017-08-13 - 5/6 ...










 


[image: alt]





ALomax scientific - Anthony Lomax 

Earthquake Rapid Location sYstem with Estimation of Tsunamigenesis early-est.alomax.net earthquake location â€“ seismic, micro- seismic and hydro-acoustic ...










 


[image: alt]





Untitled - Anthony Lomax 

synthetics indicate that (1) horizontal bending and focusing of. SH waves by the lateral crustal velocity contrast across the San. Andreas fault and (2) the source ...










 


[image: alt]





EGU2013-6902 - Anthony Lomax 

Here we examine the current and potential future contributions of seismic networks and analysis proce- dures to tsunami early warning in the Mediterranean ...










 


[image: alt]





Users Guide - Anthony Lomax 

Jun 27, 2016 - rtserve.iris.washington.edu:18000 -timeseries-query-hosturl http://alomax.net/webtools/sgweb.html?http://service.iris.edu -timeseries-query.










 


[image: alt]





Rapport INERIS IS200701A - Anthony Lomax 

sismicitÃ© diffus concentrÃ© sur les failles et autour du Central Basin, et un sismicitÃ© diffus .... Lomax, A., A. Michelini, A. Curtis (2009), Earthquake Location, Direct, ...










 


[image: alt]





Lomax, A., C. Satriano and M. Vassallo (2012 - Anthony Lomax 

identification of changes in energy, frequency content, polariza- ... little or no preprocessingâ€”it may be a broadband data stream ..... [email protected]. (A. L.).










 


[image: alt]





RELOCATION OF INSTRUMENTALLY RECORDED ... - Anthony Lomax 

To perform historical event relocation while addressing the above difficulties, we employ the fully non-linear earthquake location package NonLinLoc with an ...










 


[image: alt]





The wavelength-smoothing method for ... - Anthony Lomax 

This paper introduces a new, efficient method for approximating broad-band wave propagation in ... Full-waveform methods are efficient and accurate because.










 


[image: alt]





Mainshock location, magnitude and tsunami ... - Anthony Lomax 

Mar 11, 2011 - INGV Earthquake Monitor are shown in the following slides. This work was supported by the 2007-2009 Dipartimento della Protezione Civile ...










 


[image: alt]





SRL 83(3).indb - Anthony Lomax 

Seismological Research Letters Volume 83, Number 3 May/June 2012 541 doi: 10.1785/gssrl.83.3. ... arrival, an essential requirement for time-critical applications, like earthquake ... for real-time operations. e algorithm, loosely related to the.










 


[image: alt]





ISC Poster A3.ai - Anthony Lomax 

www.alomax.net/nlloc). NLL constructs an ... Figure 1. PDF of location problem for six observations using synthetic arrival times. a) and c): no outliers, b) and d) ...










 


[image: alt]





GLOBAL NON-LINEAR EARTHQUAKE LOCATION - Anthony Lomax 

Traditional earthquake location based on Geiger's method generally consists of linearized inversion of individual arrival time picks using layered seismic velocity ...










 


[image: alt]





Fast regional and teleseismic magnitude ... - Anthony Lomax 

Rapid, robust and accurate determination of the size of large earthquakes is critical for tsunami warning and emergency response. At teleseismic distances, the ...










 


[image: alt]





SeisGram2K-School Users Guide - Anthony Lomax 

Oct 29, 2014 - Paul Denton. School Seismology Project, British Geological Survey ..... Press the left mouse button and drag the mouse slowly over the middle trace to form ... open seismogram files on the local file system. Open Web ... toggles displa










 


[image: alt]





The 2010 Chile Earthquake: Rapid ... - Anthony Lomax 

Aug 31, 2010 - J. Int., 176(1), 200â€“214, doi:10.1111/ j.1365-246X.2008.03974.x. Lomax, A., and A. Michelini (2009b), Tsunami early warning using earthquake ...










 


[image: alt]





Real-Time Earthquake Location - Anthony Lomax 

Apr 15, 2009 - Outline: Introduction. 1. Phase picking, phase association and event detection. 2. Earthquake location at local, regional and teleseismic.










 


[image: alt]





S21A-0131 An energy-duration procedure for rapid ... - Anthony Lomax 

May 16, 2006 - events (great-circle distance (GCD) to recording stations > ~30Ëš). We use ... Finally we calculate an energy-duration magnitude, MED, through.










 


[image: alt]





Optimal, real-time earthquake location for early ... - Anthony Lomax 

Destructive S and surface waves from a large earthquake can take several tens of sec- onds to travel from the earthquake source region to distant populated ...










 


[image: alt]





The Use of Preliminary First-Motion Mechanisms and ... - Anthony Lomax 

location system. Tests on events since 2000 in the Mediterranean area indicate that reliable solutions are available within. 7-15 minutes after event origin time.










 


[image: alt]





Novel Algorithms Enabling Rapid, Real-Time ... - Anthony Lomax 

(EArthquake Rapid Location sYstem with EStimation of. Tsunamigenesis) is the module for rapid earthquake detection, location and analysis at the INGV ...










 


[image: alt]





Intelligence and statistics for rapid and robust ... - Anthony Lomax 

and machine learning to past true and (few) false events. Identification of .... and powerful new algorithms for big data, image recognition, â€¦ BUT, automated, not ...










 














×
Report Path-summation waveforms - Anthony Lomax





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



