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Two computational methods for performing availability analysis of power-systems M. Bouissou Electricité de France, R&D, France



A. P. Ulmeanu University POLITEHNICA of Bucharest, Romania ABSTRACT: the purpose of this chapter is to demonstrate and compare two approaches that can be used to assess the reliability and availability of a dynamic system such as a power system. Both approaches rely on continuous time Markov chains, but the means to specify and to quantify them are quite different. One of them is based on Petri nets, while the other one is based on BDMP (Boolean logic Driven Markov Processes), a formalism recently introduced. The merits of these two methods are compared, in terms of modeling and quantification. 1 INTRODUCTION The dependability assessment of electrical systems cannot rely on static models such as fault-trees, because reconfigurations and repairs of these systems must be taken into account. For example, most of electrical failures have to be isolated with a circuit breaker, which can fail to open. But other failures can happen during reconfigurations: failure on demand of stand-by redundancies, refusal of closing of circuit breakers, refusal of functioning of automation system and protection relays. In order to take into account all these possibilities, most practitioners use Monte Carlo simulation to estimate various dependability measures for power systems (Billinton & Li 1994, Billinton & Jonnavithula 1999, Amari 2000). The models they use are specifically developed for such systems and rely on libraries of electrical components models (Singh & Billinton 1975, Allan & Billinton 1976). The two approaches we are going to describe in this chapter are different because they rely on continuous time Markov chains (CTMC). The advantage of this kind of model is that for small enough systems, we can, in addition to Monte Carlo simulation, use all the powerful methods dedicated to CTMC. Of course, even for small systems, we cannot build the Markov graph "manually". We must use higher level formalisms. We are going to demonstrate the use of two of them: Petri nets and BDMP (Boolean logic Driven Markov Process)®, on a test system. Further to modelling issues, this chapter will compare the kinds of results that can be obtained with three different methods one can use to quantify a Markov model: Monte Carlo simulation, matrix



calculations and sequences exploration. We emphasize that the classic approaches based on static behavior (such as cut sets / prime implicants) can turn out to be unfeasible, at least because they are unable to represent properly reconfigurations. Another important issue is related with the modeling of looped systems, with constraints induced by load-sharing and specific reconfiguration strategies in order to minimize the unavailability.



2 EXAMPLE OF SYSTEM Here we consider a small fictitious electric power system shown in Figure 1 as a test system. The system in study has nine transmission lines, seven bus bars, two generators and two demands: LP6 load 200 MW, LP7 - load 200 MW. LP6 has a higher priority to be supplied. The transmission lines have defined capacity limits and a simple stochastic model assigned. Each transmission line Li is supposed to be independent from all other components, with a constant failure rate (0.0002 h-1), a constant repair rate (0.04 h-1), and a capacity limit of 200 MW. Table 1 presents the generation system containing a total of 600 MW of capacity. The generator GEN1 is scheduled to operate in normal case, and the generator GEN2 is required to start-up following the failure of GEN1. As soon as the repair tasks for GEN1 are completed, GEN2 goes back to stand-by state. Preventive maintenance tasks are not considered / scheduled. For convenience, the bus-bars are supposed to be ideal: they are not subject to failures or maintenance.



Let us note that this test system is not coherent because of the higher priority of supply to the load point LP6. For instance, after a sequence of failures involving the generator GEN1 and the transmission lines L6 and L7, LP6 cannot be supplied, but LP7 can still be. As soon as a transmission path becomes available in order to supply LP6, the load-point LP7 is disconnected in order to supply LP6.
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Figure 2: Petri sub-net modelling the power generation system by removing tokens from the input places and adding tokens to the output places according to the multiplicities of the corresponding arcs, thus
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Table 1: Generation system Active Standby Unit size failure rate failure rate (MW) [1/hour] [1/hour] 400 0.0005 200 0.0005 0.0001 Total installed capacity: 600 MW
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Figure 1: Electric power system – test 3 ASSESSING THE SYSTEM WITH PETRI NETS



3.1 General information about PN Petri nets with inhibitor arcs are referred to as inhibitor-arc Petri nets (IPN). It is shown that modelling capability of inhibitor-arc Petri nets is equivalent to that of Turing machines. Places may contain indistinguishable tokens, which are drawn as dots. The vector, representing the number of tokens in each place, is the state of the PN and is referred to as marking. A markingdependent multiplicity can be associated with each arc. Places that are connected with a transition by an arc are referred to as input, output, and inhibitor places of the transition, depending on the type of the arc. A transition is said to be enabled in a marking if each input place contains at least as many tokens as the multiplicity of the input arc and if each inhibitor place contains less tokens than the multiplicity of the inhibitor arc. A transition fires



change the marking. The reachability graph is defined by the set of vertices corresponding to the markings reachable from the initial marking and the set of edges corresponding to the transition firings. The transitions can be divided into immediate transitions firing without delay (drawn as thin bars) and timed transitions firing after a certain delay (drawn as rectangles). Immediate transitions have firing priority over timed transitions. Possible conflicts between immediate transitions are resolved by priorities and weights assigned to them. Firing delays of timed transitions are specified by deterministic delays or by random variables. Important cases are transitions with a deterministic delay (drawn as filled rectangles), with an exponentially distributed delay (drawn as empty rectangles), and with a generally distributed delay (drawn as dashed rectangles). In case of nonexponentially distributed firing delays, firing policies have to be specified. We assume that each transition restarts with a new firing time after being disabled, corresponding to ``enabling memory policy'', although some of the algorithms can also deal with ``resampling policy'' and ``age memory policy''. The modular construction of an IPN using typical Petri sub-nets is a valuable approach, keeping the model fidelity. The papers (Ulmeanu & al. 2002, Murata 1989) present such an approach, developed at the system substation / transmission level. For each component, an IPN module is built up in order to describe its own behavior. Each module in-



cludes places, assigned to the states of the component, and transitions, modeling the specific component events, e.g. failure, recovering or restoration procedures. The structural, functional and stochastic dependencies are modeled by the rule base, and usually implemented through two basic types of interfaces: common transitions and marking check. Common transitions describe the occurrence of events that lead to simultaneous marking evolution of the involved modules. Consequently, these involved modules share the common transitions. The second type of interfaces is the marking check. It is used when the occurrence of an event assigned to a component is conditioned upon the states of other components. The basic rules for this kind of interface specify that the marking of the places involved in the check procedure should remain unchanged. Therefore, only bi-directional arcs and inhibitor arcs can be used to implement this kind of interface.



3.2 The model of the system Figure 2 presents a Petri sub-net for the power generation system. When an active failure affects the generator GEN1, the transition t1 is fired. As a result, a token is removed from the place GEN1 (generator 1 leaves the ‘up’ state), while a token is added to the place GEN1-F (generator 1 is now in a ‘down’ state). The token placed in GEN1-F enables the transition T2 and requests for a recovery by starting-up the cold stand-by generator GEN2, and for kicking-off the repair procedure. On the other hand, the unit GEN2 may fail when inactive, consequently a token might be already removed from the place GEN2-STD-BY and might have appeared in the place GEN2-F-P. If one assumes that no systematic preventive maintenance policy is enforced for detecting such an event, then it can be detected only by the eventual call to the stand-by unit, i.e. when a token appears in the place RqStartUp. If this happens, the transition T3 is not enabled and the recovery procedure fails. Nevertheless, the transition t6 is enabled and the repair tasks may be initiated. Once the repair is achieved, the generator GEN2 enters a stand-by state, the token is removed from the place GEN2F-P and it goes to the place GEN2-STD-BY. Two repair teams are available at any time. As soon as



both generators become available, the transition T1 puts the second generator in stand-by, a token being removed from the place GEN2 and going to the place GEN2-STD-BY. Of course, a similar Petri sub-net could be easily developed in order to model the transmission line operation. The previously illustrated sub-net has been embedded in an inhibitor Petri Net (Appendix 1) modelling the power flow within the test system. In order to synchronize these sub-nets, as soon as a new event happens in the system, a token must be put in the place CHANGE. Consequently, a new simulation is required in order to propagate the effects of the event on the power flow. In order to check whether the system load-points are energized or not, we simulate the power flow, through the following steps: RESET the network status: CHANGE and MODE places become both empty (transition T5 is enabled as soon as a new event, i.e. an active failure / achievement of repair occurs in the system); G1, G2, N1, N2, N3, N4, N5, N6, N7, READY, VL1, VL2, VL3, VL4, VL5, VL6, VL7, VL8, VL9 places get empty (transitions T13,..,T20 are enabled and fired immediately); RE-ENERGIZE the network: MODE is reset; transition T6 is enabled; Propagate the power flows: MODE place takes one token. Two tokens are added to the place G1, and another one to the place G2; whether there is at least one generator in ‘up’ state starts the simulation of the power flow. As a first rule for modeling, an IPN place labelled Ni (i=1,..7) (see Appendix 1) which is marked with one token means that the corresponding power system bus-bas labelled Ni (see Figure 1) is energized, otherwise there is no such token. As a second rule for modeling, if there is a power line available linking the bus-bars Ni and Nj, then a token leaves a place labelled Ni and reaches a place labelled Nj - this means the presence of a 200 MW power flow between these bus-bars. At the same time, the token returns to the place Ni, and thus both bus-bars are now energized. As a third modelling rule, in accordance with the system transmission capacities, a flag VLi is set to one for the line Li (i=1,..,9), meaning that this line is operating -in this scenario- already at full load and, conse-



quently, it can not be, eventually, overloaded by further power flow. Whether there is a least one path available in order to energize a bus bar, simulates the power flow through this path - by simulating the tokens game. The priorities of transitions are set in order to ensure that the load-point LP6 has a higher priority level to be supplied than the load-point LP7. Check the success condition at the load-points 6 and 7 and compute the availability indices. As soon as a load-point is energized, one token is added to the place READY. Consequently, all the places / bus-bars Ni (i=1..5) are reset in order to start another power flow simulation - reaching the second load-point. Note that in this case, the flags VLi are keeping their settings, the lines already operating at full load will be not overloaded in order to ensure the supply of the second load-point.



3.3 Results The initial marking M0 of the IPN may contain one token in the place GEN1, one token in the place GEN2-STD-BY, one token in attendance for each energized bus-bar (N1,..,N7), and one token present for each transmission line in good state (L1,..,L9). Using PAMS (Performance Analysis of Markovian Systems) we generated automatically the marking reachability graph (nine states and twenty transitions) for the power generation system.



Figure 3. Power generation system. Success level – 400 MW generated: Reliability function R-400(t), Availability function A-400(t); Success level – at least 200 MW generated: Reliability function R-GE-200(t), Availability function AGE-200(t) Figure 3 shows the evolutions of reliability and availability functions for the power generation sys-



tem in two cases: 400 MW generated and, at least 200 MW generated, as well as the asymptotic availability indices. Due to passive failure mode of generator GEN2, in absence of preventive maintenance tasks, this hidden failure mode is revealed only following an active failure of generator GEN1. The system evolution has been followed for a mission time TM of 5·103 hours, for a total computational time of 4 minutes on a Pentium® III 1.4 GHz. The average unavailability over the mission time of each load-point is reported in Table 2. The number of Monte Carlo trials used in all simulation is 106. Standard deviations are given hereafter: for LP6 availability it is 6.32 10-5 and for LP7 availability it is 4.51 10-4. Table 2: Dependability indices Loadpoint



Average unavailability



LP6 LP7



2.416 10-3 3.705 10-2



Mean Up Time [hours] 11381.7 904.4



Mean Down Time [hours] 27.6 34.8



4 ASSESSING THE SYSTEM WITH BDMP



4.1 General information about BDMP BDMP were created in 2002 (Bouissou & Bon 2003), in order to combine the advantages of faulttrees and CTMC in a brand new way. BDMP have very interesting mathematical properties which considerably reduce the combinatorial explosion problem inherent to Markov models (Bouissou & Muffat 2004). They have been used extensively at EDF for the study of very reliable systems for which dynamic models were required (Bouissou 2005). EDF has even developed a tool called OPALE (Breton & al. 2006), which fully automates the construction of a BDMP, from the input of the physical layout of an electrical system. 4.1.1 Main characteristics of BDMP The general idea of BDMP, as suggested by their name, is to associate a Markov process (which represents the behavior of a component or a subsystem) to each leaf of a fault-tree. This fault-tree is the structure function of the system. What is really new with BDMP is that: the basic Markov processes have two "modes", corresponding to the fact that the components/subsystems that they model are required or are in standby (of course, they can also have



only one mode, and the meaning of the modes may be different in some cases), at any time, the choice of the mode of one of the Markov processes (unless it is independent) depends on the value of a Boolean function of other processes. An extreme case is when the processes are independent. This corresponds to a fault-tree, the leaves of which are associated to independent Markov processes. A BDMP (F, r, T, (Pi)) is made of: a multi-top coherent fault-tree F, a main top event r of F, a set of triggers T, a set of "triggered Markov processes" Pi associated to the basic events (i.e. the leaves) of F, the definition of two categories of states for the processes Pi. A trigger is represented graphically with a dotted line. The first element of a trigger is called its origin, and the second element is called its target. Two triggers must not have the same target. r
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Figure 4: A simple BDMP This means that it is sometimes necessary to create an additional gate (like G1 in Fig. 4) whose only function is to define the origin of a trigger. Fig. 3 is an example of graphical representation of all the notions of BDMP. In this example, we have a fault-tree with two tops: r (the main one) and G1. The basic events are f1, f2, f3, and f4: they can belong to one of the two standard triggered Markov processes defined below. There is only one trigger, from G1 to G2. Definition of a "triggered Markov process" (we have such a process Pi associated to each basic event i of the fault-tree). Pi is the following set of elements:
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esses with discrete state spaces. For k ∈{ 0,1} , the state space of Z ki (t ) is Aki .



For each Aki we will need to refer to a part Fki of the state space Aki . In general, Fki will correspond to failure states of the component or subsystem modeled by the process Pi . f 0i→1 and f 1i→ 0 are two probability transfer func-



tions defined as follows: for any x ∈ A0i , f 0i→1 ( x ) is a probability distribu-
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Such a process is said to be "triggered" because it switches instantaneously from one of its modes to the other, via the relevant transfer function, according to the state of some externally defined Boolean variable, called "process selector". The process selectors are defined by means of triggers. The function of a trigger is to modify the mode of the processes associated to the leaves in the sub-tree under its target when the event that is the origin of the trigger changes from FALSE to TRUE (or conversely). The exact definition of the semantics of a BDMP (in particular when there are several triggers) is too complex to be explained in the present paper, but it can be found in (Bouissou & Bon 2003). We give hereafter the two standard processes that are most often used in BDMP. 4.1.2 The warm standby repairable leaf This process is used to model a component that can fail both when it is in standby and when it works (this mode corresponds to a process selector equal to 1), but with different failure rates. This component can be repaired whatever its mode. When λs = 0 , the model represents in fact a cold standby repairable component. S
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The transfer functions simply state that when the value of the process selector changes, the component goes from state Standby to Working (or viceversa) or remains in Failure state with certainty.



f 0→1 ( S ) = {Pr(W ) = 1,Pr( F ) = 0} , f 0→1 ( F ) = {Pr( F ) = 1,Pr(W ) = 0}



•



f 1→0 (W ) = {Pr( S ) = 1,Pr( F ) = 0} ,



f 1→0 ( F ) = {Pr( F ) = 1,Pr( S ) = 0}



4.1.3 The on-demand repairable failure leaf This model is used to represent an “on-demand” failure that can happen (with probability γ) when the process selector changes from state 0 to state 1. W
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f 0→1 (W ) = { Pr(W ) = 1 − γ , Pr( F ) = γ } ,
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f 0→1 ( F ) = {Pr( F ) = 1, Pr(W ) = 0}



f 1→0 (W ) = {Pr(W ) = 1, Pr( F ) = 0} ,



f 1→0 ( F ) = {Pr( F ) = 1, Pr(W ) = 0}



4.2 The models of the system A first BDMP, used to assess the reliability and availability of the power supply of LP6, is given in Appendix 2. This BDMP was built by hand, but using a systematic reasoning. The only difficulty lies in the fact that the system is looped, and BDMP, just like fault-trees, are not very practical to model looped systems. Fortunately, we could check our model by computing the minimal cut sets of its structure function. The BDMP only contains one trigger, to model the fact that GEN2 is a backup for GEN1. To model the fact that the repair of GEN2 begins only when a failure of GEN1 has revealed the fact that GEN2 is unable to take over, we had to model explicitly the repairman associated to GEN2, and to specify via the green link going from GEN1 to this object called rep_for_GEN2 that the repair can begin only when GEN1 is failed. The Petri net depicted in Appendix 1 can serve as a unique model to assess the probability of loss of both loads (LP6 and LP7), because it faithfully reproduces the physical behaviour of the system. The use of BDMP is quite different: like fault-trees, they are always dedicated to the study of a single undesirable event. This is why we had to build a second BDMP to compute the probability of loss of load LP7. This time, we must take into account the priorities and the limited capacity of the lines. The top part of the BDMP of Appendix 3 models the reasoning given hereafter. LP7 cannot be supplied if and only if one of the two following situations occur: • GEN1 is failed and [there exists a path from GEN2 to LP6 (in that case, the power of



GEN2 is used to feed LP6) or all paths from GEN2 to LP7 are lost], GEN1 works and it is impossible to feed both LP6 and LP7 while respecting the capacity limitation of the lines.



Since the structure of BDMP cannot contain negations (because this would destroy their good mathematical properties), we simplified the model in a pessimistic way by not considering the negations of failures. This is how we arrived at the BDMP of Appendix 3. 4.3 Results Table 3 below gives the values computed by the tool FIGSEQ from the two BDMP commented in the previous section. FIGSEQ works by exploration of sequences in Markov models defined "locally", by the knowledge of the transitions going out of any state. In practice, the input of FIGSEQ is defined in the FIGARO modelling language (Bouissou 2005). Such models can be automatically generated by the modelling tool KB3, from various graphical representations. BDMP are only one of the "ready to use" representations KB3 allows to input. Of course, we could also have developed a specific knowledge base written in the FIGARO language, in order to model, not only the test system of this chapter, but also many others with the same kind of characteristics and components. But our purpose was to challenge the possibilities of BDMP in a situation which was not too favourable to them. And indeed the calculation times (a few seconds for the first model and less than one second for the second one - on an Intel Celeron 2.8GHz) show that they performed quite correctly. Table 3: Dependability indices Loadpoint LP6 LP7



Asymptotic unavailability 2.42 10-3 3.857 10-2



Mean Up Time [hours] 10476 903



Mean Down Time [hours] 25.4 36.2



5 COMPARISON OF THE RESULTS, PERFORMANCES As we have already said, a single Petri net could be used to assess both undesirable events: loss of LP6 and loss of LP7, whereas two dedicated BDMP were required to do the same work. But the use of dedicated models presents an important advantage: for each undesirable event, the quantification of the corresponding BDMP via FIGSEQ produced very interesting qualitative results in the form of the preponderant sequences



leading to that particular event (like those listed in Appendix 4); this kind of information is of paramount importance in order to check the model validity. Moreover, thanks to the properties of BDMP which automatically inhibit failures on parts of the system that were made useless because of previous failures, most of these sequences are minimal. This very important property of BDMP considerably reduces the combinatorial problems in the sequences exploration, as we have shown in detail on a example in (Bouissou & Muffat 2004). And it is also more realistic to consider that a de-energized part of the electric system cannot fail. In the Petri net model, all failures are assumed independent: failures of the lines may occur even when both generators are lost. It would be excessively complicated to implement in the Petri net a mechanism equivalent to the irrelevant event trimming of BDMP. Finally, thanks to the possibility to use an analytic method, the computation time needed to quantify the two BDMP models is negligible when compared to the simulation time needed for the Petri net. Of course, the smaller the failure probabilities, the larger the advantage in favour of BDMP would be. Another advantage of BDMP is the fact that they allow to compute minimal cut sets from their structure functions. In spite of the fact that this gives only a simplified qualitative view of the model, it is an additional way to check its validity. And indeed, in the present compared study, the BDMP models proved to be much easier to build and validate than the Petri net, just as in the comparison reported in (Bouissou & al. 2005) about the modeling of multiphase systems. 6 RELATED WORK In this section, we cite other approaches that have been developed in order to evaluate the dependability of repairable systems with complex dependencies between the components (note that many methods one can find in the literature are limited to non repairable systems). These approaches could also be considered to solve our test problem. 6.1 Petri nets and Monte Carlo simulation In the articles (Dutuit & al 1997), (Châtelet & al 2000), (Chabot & al 2003), the authors have given multiple examples of the use of Petri nets to model systems with a small number of components, but showing a complex behaviour, even including dynamic reliability problems (i.e. with continuous state variables as well as discrete variables). The



difference with the work reported here is that they have used only Monte Carlo simulation as a quantification method. 6.2 Dynamic reliability block-diagrams The article (Walter 2007) describes a new dependability analysis tool, OpenSESAME, that is based on a dynamic reliability block-diagram formalism. The model is essentially made of a standard reliability block-diagram which represents the structure function of the system, and of a series of graphical specifications of dependencies between components. The ideas behind OpenSESAME are similar to those behind BDMP: extend a wellknown static formalism, often used by reliability analysts, in order to make it suitable for the description of dynamic systems. The models built with OpenSESAME are automatically translated into Petri nets for their processing by previously existing Petri net tools. 7 CONCLUSION In this chapter, we have explored two quite different approaches to assess the dependability of complex, reconfigurable and repairable systems. We have taken an electric power system as an example, and we have demonstrated how it could be modelled both with markovian Petri nets and with Boolean logic Driven Markov Processes (BDMP)®. As regards modelling issues, the Petri net has the advantage of being able to yield many different results from a single model, because it closely mimics the behaviour of the system in its entirety. On the other hand, the use of BDMP require the construction of a specific model for each undesirable event to study. In spite of this inconvenient, the two BDMP needed to assess the loss of power at two different places in the power network were much easier to build and validate than the Petri net. In particular, BDMP make it easy to obtain the most relevant sequences of events leading to a given failure situation ; this is extremely useful both to validate the model and to suggest the most relevant improvements that could be applied to the system. The results obtained from the two models are not identical, but show little relative differences. These differences can be explained by small differences in the modelled behaviour, and also by the use of different quantification methods. As regards quantification issues, this chapter gives a good illustration of the advantages and



drawbacks of three different methods for Markov models. The matrix calculations used for the sub model composed only of the two generators are convenient to plot reliability and availability as functions of time. But this kind of method only yields global results and cannot help detect errors in the model. They are severely limited by the explosion of the number of states for large systems. The Monte Carlo simulation, used in this study for the whole Petri net, is not limited by the number of states, but rather by the computation time needed to obtain good estimations of low probabilities. With proper user interfaces, it can help to some extent to debug a model. Finally, the exploration of sequences in the Markov graph virtually defined by a more concise model (we have used it on BDMP, but in principle, this method could as well have been used on the Petri net) is able to yield both interesting qualitative and precise quantitative results, even for very large models, provided that some sequences are preponderant. Fortunately, this is very often true for real systems. 8
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Appendix 1: Inhibitor Petri Net (IPN) modeling the availability of the test-case power system
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Appendix 2: BDMP modeling the loss of load in LP6



The leaves with symbols "!" and "SF !" represent triggered Markov processes, corresponding respectively to models of §4.1.2 with λs=0 and with λs ≠0. The leaf "Delay_to_start_GEN2" is an instance of the triggered Markov process described in §4.1.3 (with parameters γ=1 and µ=3600/h).
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Appendix 3: BDMP modeling the loss of load in LP7
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Appendix 4: Main sequences leading to the loss of load in LP6
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