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1 1.1



Propri´et´es des grammaires formelles Recursivity



As we have seen earlier on a small formal example, grammars are able to generate infinite sets. It is time here to define precidely what we mean by ”generate” : D´efinition 1 Given a grammar G with a vocabulary VT ∪ VN , rules R and an axiom S, a sequence of terminals, that is a member of VT∗ , w, is said to be generated by G if and only if : S →∗ w Given G, the language generated by G is the set of sequences of terminals which are generated by G: L(G) = {w ∈ VT∗ ; S →∗ w} A non-terminal symbol N is said to be recursive in a grammar G if and only there exists sequences of symbols α, β, µ and τ (∈ (VT ∪ VN )∗ ) such that : S →∗ αN β →∗ αµN τ β In other words, in the course of some derivations, a sub-derivation may occur, starting from the non-terminal N and arriving at a subsequence of symboles µN τ , that is a subsequence which still contains N . Since rules may be applied as long as it is possible, of course the same kind of derivation may be applied starting from the second occurrence of N , thus producing µµN τ τ and so on, any number of times. This means that when a symbol is recursive, it is possible to generate in the grammar sequences of words of an arbitrary length, and therefore the language generated by the grammar is infinite. We may easily build an example concerning a fragment of English. It suffices to introduce some new rule into our previous grammar G, like : NP



→ Det_ N _ who_ V P



As we may see, in the course of a derivation we can have : ... mary_ V P mary_ V t_ N P mary_ V t_ Det_ N _ who_ V P 1



where V P appears to be a recursive symbol. If we may get this sequence of symbols, re-applying the same subderivation, we may obtain : ... mary_ V t_ Det_ N _ who_ V P mary_ V t_ Det_ N _ who_ V t_ Det_ N _ who_ V P and still more. Replacing non terminals by terminal symbols and expanding the lexicon, we get sentences like : mary owns a monkey mary owns a monkey who owns a monkey mary owns a monkey who owns a monkey who owns a monkey ... mary owns a monkey who owns a monkey who owns a monkey ... who owns a donkey This fragment of language is infinite (and therefore the language itself is infinite). Let us notice that the kind of mechanism which generates such sequences is very similar to the mechanism which generates the natural numbers : 0, 1, 2, 3, ...., n, ..... As known since Giuseppe Peano, the italian mathematician who was the first to axiomatise arithmetics at the end of the ninetinth century, such a set may be seen as generated starting from two primitive notions : the one of zero (or simply ”0”) and the one of successor (or simply S). We give the two following rules : – 0 is a number – if x is a number, then Sx is also a number – nothing can be a number excepted by the two previous rules Are then numbers : 0 S0 SS0 SSS0 SSSS0 ... and so on... Numerations systems are then used in order to give names to these entities, like : 0=0 1 = S0 2 = SS0 3 = SSS0 4 = SSSS0 .... Let us observe that we could have alternatively defined the numbers by a grammar, where the axiom N would have been interpreted as is a number. This grammar is : N N



→ 0 → SN 2



Its vocabulary is : VN = {N } VT = {0, S} The number 4 is generated by a derivation represented by the following tree : N HH
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We may see here that recursivity is at stake in two fundamental cognitive abilities : counting and the Faculty of Language. Some cogniticians make the assumption that the development of language is the key resource for gaining the whole counting activity. And languages which lack a complete procedure for naming numbers prevent users to get the entire aptitude to count, like it has been observed in some remote populations of Amazonia whose languages have only names for 1, 2, 3, 4 and then, after, for naming approximative quantities.



1.2



Are context-free rules sufficient ?



Let us take again our CF-grammar G. We may add some new rules, taking plural nominals into consideration, like : N P → children of course this enriched grammar can now generate : ∗ children sleeps which is a wrong sentence because it does not respect the subject-verb agreement. We should have : children sleep No problem : we have just to add a new terminal rule : V i → sleep but how shall we know what rule to use of V i → sleep V i → sleeps
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We need split some non terminals by making a diffrence between their singular and their plural form. Let us therefore replace the non terminal N P by two symbols in VN : N Psing and N Pplur and let us introduce the rules : N Psing → P N N Pplur → Nplur Nplur → children In order to replace V i by an appropriate verbal form, we may now introduce the rules : → sleeps → sleep



V i/N P sing−− V i/N P plur−−



which are context-sensitive rules. As we know, these rules mean : - Replace Vi by sleeps only in that context where a N Psing precedes Vi - and Replace Vi by sleep only in that context where a N Pplur precedes Vi Equivalent rules are : _ V i → N P _ sleeps N Psing sing _ V i → N P _ sleep N Pplur plur But we see that now, achieving a correct derivation becomes a little more complicated than it was before, since before deriving a symbol (like V i) we need to check what non terminal (or what node in te tree language) precedes it : this may oblige us to go backward in the derivation, to a certain amount of steps before the current one. Let us look at a derivation : (1) S _ VP (2) N Psing (3) P N _ V P (4) mary_ V P (5) mary_ V i (6) mary_ sleeps At the step (6), in order to replace the non terminal V i by sleeps and not by sleep, we must go back to step (2) where the non terminal N Psing was introduced. This is of course more visible with the tree derivation : S H  HH



NPsing



VP



PN



Vi



mary



sleeps



Let us call a slice a sequence of symbols which is transversal with regards to the top down reading of a derivation tree. More precisely that means the following : 4



D´efinition 2 A slice in a derivation tree of a sentence w is a sequence of categories (non terminals) X1 − X2 − ... − Xp such that : - X1 →∗ w1 - X2 →∗ w2 - ... - Xn →∗ wn - w1_ w2_ ..._ wn = w For instance in the previous tree, are slices : S (trivially) N Psing − V P N Psing − V i N Psing − sleeps PN − V P PN − V i P N − sleeps mary − sleeps mary − V i mary − V P What counts for us here is that there exists a slice to which we may apply the context-sensitive rule _ Vi→ (*). It is the case with the slice N Psing − V i and therefore the rule N Psing _ N Psing sleeps is correctly applied, thus giving the following step represented by the slice N Psing − sleeps. Derivations in a context-sensitive grammar crucially make use of their representations as tree structures in order to check whether a rule has correctly been applied. Let us notice that it is not the case for context-free grammars : in CF-grammars, we may forget the history of the derivation before the current step. A context-free formalism may therefore be strictly derivationalist in contrast with a context-sensitive one. We must notice that this example does not provide a demonstration of the fact that a language could not be generated by a context-free grammar. Actually, there is a context-free grammar which does the same job as the context-sensitive one, in the present case. This CF-grammar would nevertheless contain more non terminals (not only N Psing and N Pplur but also V Psing and V Pplur , V ising and V iplur , V tsing and V tplur ) and therefore much more rules. By multiplying the entities in this way, we could be afraid of missing some generalization possibilities. The answer to the question : are the context-free rules sufficient for human languages ? will come from a more serious problem, that we shall envisage soon.



1.3



Transformations



For the time being, let us examine some problems that the early Chomsky found to challenge the context-freeness of human languages. As soon as his first works on Generative Syntax, Chomsky 5
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F IG . 1 – Chomsky-adjunction of by to NP



pointed out that several phenomena need another kind of rules with regards to context-free ones. By analyzing the passive voice for instance, he observed that ”every time a sentence is of the form : N P1 − Aux − V − N P2 , then the corresponding sequence of the form : N P2 − Aux_ be_ en − V −by_ N P1 is also a grammatical sentence”. Of course, still, we could reduplicate the rules in the grammar, in such a way that Mary owns a cat and a cat is owned by Mary could be generated in the same grammar, but their derivations would be independent of each other, thus missing the generalization expressed by the ”law” stated by Chomsky. The expressions N P1 − Aux − V − N P2 and N P2 − Aux_ be_ en − V − by_ N P1 are in fact exactly what we called slices in te previous paragraph. Simply, indexes have been introduced in order to distinguished two different occurrences of the same symbol. Chomsky’s idea is to complete the rules of the CF-grammar by new rules called transformations which map trees on trees. Formally speaking, a transformation, in the early stage of the Generative Theory, is given by - a structural condition for application, expressed by a slice in the derivation tree of a sentence, - a numbering of the distinguished slice nodes, - and a mapping from a set of nodes to another one The case of passivization is thus expressed by : - structural condition : N P − Aux − V − N P - numbering : 1 − 2 − 3 − 4 - mapping : 4 − 2 > be_ en − 3 − by#1 where > is an operation on nodes which insert a new sequence of daughters on the right of the present list of daughters, and where # is the operation called Chomsky adjunction : the node 1 is duplicated such that its upper instance immediately dominates by and its second instance, this second instance dominating the same material as the previous node labelled 1, see figure ??. An example can be provided by using a more refined grammar, G’, which contains rules introducing and using Aux (taken from Chomsky’s famous book Syntactic Structures) : V erb V Aux M _ C N Psing _ C N Pplur C



→ → → → → → →



Aux_ V hit, take, own, read etc. C(M )(have_ en)(be_ ing)(be_ en) will, can, may, shall, must _ S N Psing _ ∅ N Pplur past 6



The two last rules are context-sensitive. To these rules, Chomsky added a transformation (called the transformation of Affix) : structural condition : numbering : mapping :



Af - v 1−2 2 − 1_ ]



where ] is a terminal symbol which denotes the separation between words, Af is an affix : past, S, ∅, en or ing, and v represents any M or V, or have or be. Chomsky notes that instead of the insertion of the symbol ] we could consider it really as an operation, in which case we would have two concatenations, instead of one : one concatenation of words and one concatenation at the level of phrases. Instead he proposes to add the following stipulation : Replace each occurrence of _ by _ ]_ except in the context [v−− Af ] Insert ] at the beginning and at the end. Now suppose we start from the stage of a derivation where we already obtained : the_ man_ V erb_ the_ book regularly applying the previous rules, we get the derivation : the_ man_ Aux_ V _ the_ book the_ man_ Aux_ read_ the_ book the_ man_ C _ have_ en_ be_ ing_ read_ the_ book the_ man_ S _ have_ en_ be_ ing_ read_ the_ book Then by Af -transformation, we successively get : the_ man_ have_ S _ ]_ en_ be_ ing_ read_ the_ book the_ man_ have_ S _ ]_ be_ en_ ]_ ing_ read_ the_ book the_ man_ have_ S _ ]_ be_ en_ ]_ read_ ing_ ]_ the_ book and then by ] insertion : ]_ the_ ]_ man_ ]_ have_ S _ ]_ be_ en_ ]_ read_ ing_ ]_ the_ ]_ book_ ] Then so called morpho-phonological rules like : have_ S → has transform the last line into : ]_ the_ ]_ man_ ]_ has_ ]_ be_ en_ ]_ read_ ing_ ]_ the_ ]_ book_ ] which, after eliminating the sign of concatenation and replacing ] simply by a white space, gives : the man has been reading the book. Note that the sign of concatenation _ is neither a member of the terminal vocabulary nor of the non terminal one, it is why we may eliminate it : it was only used to make the emphasis on a particular operation, but it may be omitted exactly like when we write, in arithmetics, ab instead of a × b for expressing multiplication. It is not the same for our ] symbol that we admitted among the terminals, but we may change its name and from now on substitute to it a mere white space. Notice also that a white space is a letter (a symbol), and is not
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equivalent with 1 , the empty word, which has the meaning ”no symbol” ! To replace ] by  would result in : themanhasbeenreadingthebook ! it is worth to represent the beginning of the derivation by a tree : S
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We immediately see that this tree has a slice N P − Aux − V − N P . Therefore we may apply to any tree of this kind (before the Af -transformation) the passive transformation given above. For instance, if we have the following lighter structure : S  
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S which leads to the man has read the book, we shall be able to perform the passive transformation, thus getting : 1 The best proof of that is that when you typewrite a white space, you press a touch, while when you want to insert .... you do nothing !
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the yield of which is : the_ book_ S _ have_ en_ be_ en_ read_ by_ the_ man which becomes, after Af -transformation : the book has been read by the man. it was in the frame of this theory (the theory contained in the book Aspects of the Syntactic Theory) that Chomsky suggested a grammar architecture according to which : 1. A CF-grammar generated structures called deep structures, adequately represented by derivation trees (basic structures) 2. Transformations were applied to these basic structures to yield so called surface structures Basic, or deep structures were supposed to be interpreted at the meaning level, and surface structures were supposed to be interpreted at the phonological level. Such a theory implicitely assumed that transformations brought nothing to the meaning. In this stage of the Generative program, it was supposed there was no difference in meaning between the man has read the book and the book has been read by the man. This can be more or less accepted if we stipulate that meaning only relies on truth values. Actually, two sentences related by the passive transformation have the same truth conditions (something already perceived by Gottlob Frege, who took this example as one of the main motivations for breaking with the aristotelician tradition). But it appeared in further investigations that this was not true. For instance, the two following sentences have not the same truth conditions : Beavers build dams Dams are built by beavers The first expresses a property of beavers, which is likely true, but the second one expresses a property of dams which does not seem to be true since others than beavers are actually building dams ! Another counter-example to this thesis is provided by negating a sentence like : all the boys have read Harry Potter whose negation may be interpreted either as : not (all the boys have read Harry Potter) 9



whose meaning is that there are some boys who have actually not read Harry Potter, and : all the boys (not have read Harry Potter) whose meaning is that all the boys are such that they have not read Harry Potter, or in other ords that no one have read it. If we take the passive form : Harry Potter has been read by all the boys it appears that its negation gives either : Harry Potter not (has been read by all the boys) or : Harry Potter has been read by not (all the boys) but both forms have actually the same meaning, that is the meaning for which there are some boys who have not read Harry Potter. If transformations were neutral with regards to meaning, that should not be the case : the two readings would have to be found at the active voice as well as at the passive voice. In fact, it seems that what counts most in the interpreation is the surface order between words like all and not. At the active voice, there is a choice : not may precede all or all may precede not, thus resulting in two different readings (in the first one, not has scope over all, and in the second one, it is the other way round). In the passive form, the choice disappears : not necessarily precedes all and therefore not has wide scope with regards to all. We must conclude that ”surface” structures have also their contribution to meaning. If so, there is no particular reason to continue to qualify a first level of structure as ”deep”, as if there was in language a ”deep” level providing meaning. The distinction between D-structure and S-structure will be nevertheless kept in the theory, at least until the initiation of the Minimalist Program, in the nineties, but without its ”ideological” motivations.



1.4



Generative capacity



In the previous investigations transformations and CS-rules have been introduced mainly for linguistics internal reasons : nothing proves a CF-grammar would not be able to generate the same sentences (even perhaps in a trickier or ad hoc way). We are here confronted to the question : is it possible that two very different grammars generate the same language ? The answer is : yes, of course ! For instance, te grammar G could be replaced by the following grammar H : S S NPP NP NP PN N Vi Vt Det



→ → → → → → → → → →



N P _V i N P P _N P N P _V t PN Det_ N mary cat sleeps owns a
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This strange grammar would generate the same sentences as G, but let us look at the derivation tree of Mary owns a cat : S H  HH  H
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Mary It is of course not the same tree as for the grammar G ! D´efinition 3 We call the weak generative capacity of a grammar the set of words or sequences of words that it generates, and we call its strong generative capacity, the set of pairs consisting in one word or sequence of words AND a syntactic tree (derivation tree). According to that definition, G and H have the same weak generative capacity, but not the same strong generative capacity. Actually, the linguist is interested by the strong generative capacity of a grammar. As we may see, G and H do not give the same phrase structures to the sentences. For H, for instance, Mary owns is a constituent, and it was not for G. A linguist will prefer a grammar which allows him or her to formalize notions she or he has intuitions about. In fact, linguistically speaking we have criteria for determining whether a sequence of words may be a constituent or not. – a constituent may be replaced by a single unit in most cases (for instance we may replace the man by he in the man read the book, keeping grammaticality, or read the book by slept, but we don’t find any single unit to replace the man read in the same sentence) – a mere constituent may be used in a response to a question. Who read the book ?, answer : the man, but it is difficult to see the man read as an answer to a question where the verb to read is used in a transitive manner : the answer the man read to the question what about the book ? is rather unusual ! We should have in this case : the man read it, which is quite different, since it is a complete S-constituent. Phrase grammars revealed useful to define some very particular ambiguities in all human languages. These are not simple lexical ambiguities (like the ambiguity between bank and bank...) but purely syntactical ones, like (also due to Chomsky) : they are flying planes which can mean either that some guys are flying planes or that there are presently in the sky some planes flying. This ambiguity is explained if we take in consideration the following likely grammar
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F IG . 2 – Ambiguity of the sentence they are flying planes G” : S S VP VP V erb V Aux P ro_ sing C _ P roplur C P roplur N Pplur Nplur Adj C



→ → → → → → → → → → → → → →



P ro_ sing V P _ P roplur V P V erb_ N Psing V erb_ N Pplur Aux_ V fly, be C(have_ en)(be_ ing)(be_ en) P ro_ sing S _ P roplur ∅ they (Adj)_ Nplur planes flying past



from which we can draw the two trees of figure ??. The question arises then of whether there could be languages which exceed the generative capacity (weak or strong) of any context free grammar, that is languages for which there exists NO contextfree grammar to generate them. This question may be dealt with by means of formal examples at first. A standard example of a formal language which is generated by a context-free grammar is the language made of all words on the alphabet {a, b} which consist in a sequence of a0 s followed by the same number of b0 s. This language is therefore : 12



{ab, aabb, aaabbb, aaaabbbb, ....} noting a sequence of n x0 s as xn , we denote this language by : L1 = {an bn ; n ≥ 1} An obvious grammar for it is the following grammar, that we shall name Gab S → ab S → aSb with : VN



= {S}



The derivation tree for the word aaabbb is : S H HH  H  H 
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To demonstrate that L1 = L(Gab ) relies on the induction principle. Let us try to show that L1 ⊂ L(Gab ). That amounts to show that : ∀w, w ∈ L1 ⇒ w ∈ L(Gab ) but what characterizes a word w ∈ L1 is the number n which is the cardinality of its set of a0 s or of b0 s. We are then led to show that : ∀n, w = an bn ∈ L(Gab ) Typically, this calls for an induction on n. Base step : n = 1. Does ab ∈ L(G) ? Yes, of course, since we have the rule S → ab and therefore the derivation : S ab Induction step : given an arbitrary n ≥ 1, does the fact that an bn ∈ L(Gab ) entail that an+1 bn+1 ∈ L(Gab ) ? Let us take n ≥ 1 and let us consider the word an+1 bn+1 . The problem is to prove that is has a derivation in the grammar. If we suppress the first a and the last b, we get the word an bn of which we know, by induction hypothesis, that it has a derivation. This derivation is of the form : S →∗ an bn , now it is obvious that : 13



aSb →∗ aan bn b, and we know, from the grammar that : S →∗ aSb Now by putting these two derivations together, we get : S →∗ aSb →∗ aan bn b That is, by transitivity of the derivation : S →∗ an+1 bn+1 Conversely, we have to prove that L(Gab ) ⊂ L1 , that is that every word generated by the grammar has the form of a sequence of a0 s followed by the same number of b0 s. This must also be done by induction. We can do it by induction on n =the length of the derivation (that is for instance the number of times the rule S → aSb has been used in the derivation of the word). For n = 0, a word obtained by this grammar is necessarily the word obtained by using only the rule S → a b : there is only one word that can be derived in this way, it is the word ab, which corresponds to the specification, with the number of a0 s = 1. Induction step : let us take an arbitrary n ≥ 0, and let us suppose (induction hypothesis) that for any derivation which uses n times the rule S → aSb and ends up with only terminal symbols, the yield belongs to L1 . If we take any derivation which uses this same rule n + 1 times and ends up with only terminals, we may troncate this derivation, erasing the first step and keeping only the derivation starting at the second S : this derivation uses the rule exactly n times and therefore its yield is w = an bn . By reintroducing the first step, we see that we add exactly one a at the beginning of w and exactly one b at its end. We therefore get the word w0 = an+1 bn+1 which belongs to L1 . We may notice that we could have used a more general induction reasoning, called structural induction, which is based on the idea that if we have a Rule Rewriting System which generates a bigger and bigger set of words, in order to demonstrate that the property P is true of all the generated words, it suffices to show that the property is true for the basic objects and then that applying a rule preserves the property (that is : if the property was true of the previously generated objects, it is also true for those objects which are obtained by one step more). In fact, in order to achieve the proof, in that case, we have to slightly change our viewpoint : instead of working on the first step of the derivation, we should work on its last step ! But because we need the induction hypothesis applies to intermediary forms, which still contain one non terminal symbol (here S), we shall try to demonstrate a slightly different property (more general in fact). This property is : P : for every expression in (VT ∪ VN )∗ which comes by derivation from S in the grammar G, the number of a0 s = the number of b0 s, with all the a0 s grouped at the beginning (in the prefix position) and all the b0 s at the end (in the suffix position). Let us note that, in particular, if the expression does not contain any S, then it has exactly the form an bn with n ≥ 0, that is it is a member of L1 . Structural induction will therefore proceed like this : We have seen that the basic object ab belongs to L1 and therefore has the property P. We may also easily show that all the objects generated simply by one application of the rule S → aSb have the property P. In fact their set is the singleton : {aSb}. Now let us take an expression w of L(G) which contains S and verifies P (we know that there
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exists such expressions, from our basic step), the rule which may apply to it is either : - the rule S → a b, in which case : we suppress one S and replace it by one a at the end of the sequence of a0 s and one b at the beginning of the sequence of b0 s, we therefore still get a word verifying P , or : - the rule S → aSb, in which case : one symbol S is kept but one a is added at the end of the sequence of a0 s and one b is added at the beginning of the sequence of b0 s, we therefore still get a word verifying P . Since words of L(G) are those members of VT∗ deriving from S, they verify P but without containing S, they are therefore members of L1 . it is worth to note here that if L1 is a context-free language, it is not a language generated by a more elementary grammar like a linear grammar (not to confound with the adjective linear in the context of linear logic !). Linear grammars are equivalent to Finite State Automata (a formalism that we don’t study here, see ***). Their rules are compelled to be in the form of : X → a_ X X → a or X → X _a X → a where a is a terminal and X a non terminal. The two kinds of rules must not be mixed. An example of a linear grammar is : S → a_ S S → b_ T T → b_ T S → b T → b with VT VN



= {a, b} = {S, T }



and axiom : S. It is very easy to show that this grammar generates the language L0 = {am bn ; m, n ≥ 1}. L0 is different from L1 : m and n are not required to be equal. Intuitively it is easy to perceive why L0 is a ”more simple” language than L1 : to generate a word of L1 necessitates to remember how many a0 s have been written, before ending the word by a sequence of b0 s. The context-free format of the rules implicitely contains a memory system. Such a system is useless for L0 : at each step of the derivation we can choose to write a a or a b, provided that after making the choice of a b, we never go back to an a, but in this case, we are still free at each step to write a new b or to stop writing, 15



with no consideration of the number of a0 s we have written before. A question that can be asked is whether L1 could be generated by a linear grammar : the answer is NO (Exercise : try to give some argument for that !). In the early days of formal linguistics, the question arised whether human languages could be generated by simple linear grammars (that is recognized by Finite States Automata), the answer is clearly NO since we are aware of structures in human languages which resemble those of L1 . For instance we can have sentences like : - the boy laughs - the boy who said that the president was coming laughs - the boy who said that the president who thought that the crisis was over was coming laughs - ... In effect, if we schematize the boy, the president, the crisis by N P , laughs, was coming, was over by V P , we have the structures : - NP − V P - N P − who said that − N P − V P − V P - N P − who said that − N P − who thought that − N P − V P − V P − V P - ... and such schemes may be grasped by a grammar of the kind : S → N P _ who said (or thought) that_ S _ V P S → NP_ V P which is similar to the grammar Gab . Of course it seems that, practically, speakers will not embed more than two sentences inside the main one... Nevertheless, it would be arbitrary to assign a threshold to the depth of recursion in such sentences. For dealing with that kind of problem, the Generative Theory distinguishes two levels at which human language may be studied : - the level of competence - the level of performance Competence is the theoretical device that we have for generating and understanding sentences, independently of any psychological factor, like limits of memory or computational difficulty, and independently of the individual skill of the speaker. Performance relies on these factors. The theory of competence is of course based on an idealization of language. Continuing on formal languages, we may now consider a new one, with a terminal vocabulary {a, b, c}, that we may define as : L3 = {an bn cn ; n ≥ 1}. Any attempt to find a context-free
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grammar for it will fail ! Nevertheless, it is possible to give for it a non context-free grammar, like : S S C _B b_ B b_ C c_ C



→ → → → → →



a_ S _ B _ C a_ b_ C B_C b_ b b_ c c_ c



with : VN VT



= {S, B, C} = {a, b, c}



axiom : S. This grammar may be put explicitely in a context-sensitive format (exercise !). Let us make a derivation in it (erasing the _ symbol for sake of clarity) : S aSBC aaSBCBC aaaSBCBCBC aaaabCBCBCBC aaaabCBCBBCC aaaabCBBCBCC aaaabBCBCBCC aaaabBCBBCCC aaaabBBCBCCC aaaabBBBCCCC aaaabbBBCCCC aaaabbbBCCCC aaaabbbbCCCC aaaabbbbcCCC aaaabbbbccCC aaaabbbbcccC aaaabbbbcccc The two first rules introduce a same number of a0 s, b0 s or B 0 s and C 0 s. The third rule permutes all the B 0 s and C 0 s until they make homogeneous sequences, and the three last rules rewrite the non terminals into terminals in context. In fact we would like a criterion for knowing whether a language will be context-free or not ! We have no such criterion. We have only a necessary condition for a language to be context-free (but it is not a sufficient one). Because it is a necessary condition, we shall be able to say that when a language does not satisfy it, it is not context-free, which is a precious result after all ! We shall 17



prove that condition since it is one of the main theorems in the theory of context-free grammars. The resut is known as the Pumping lemma. Theorem 1 Si L est un langage hors-contexte, alors il existe un entier N tel que si w est un mot de longueur ≥ N dans L, il existe une d´ecomposition de w : w = α_ u_ γ _ v _ β o`u u_ v 6=  telle que ∀k ≥ 0, α_ uk_ γ _ v k_ β ∈ L. D´emonstration : admettons que L (´eventuellement L − {}) soit engendr´e par une grammaire hors-contexte G sans production vide (r`egle de la forme X → ) et sans r`egle unaire (de la forme X → Y o`u X, Y ∈ VN )(on peut prouver qu’il en est toujours ainsi). Soit m = Card(VN ) et soit p = longueur maximale d’une partie droite de r`egle dans G. Soit un arbre de profondeur n, il est facile de voir que son mot fronti`ere est de longueur ≤ pn . (`a chaque niveau de l’arbre, le nombre de noeuds est multipli´e au plus par p). Donc un mot de longueur sup´erieure a` pm ne peut qu’ˆetre la fronti`ere d’un arbre de profondeur > m. Comme la profondeur d’un arbre est e´ gale a` la longueur du plus long chemin contenu dans cet arbre, si ce chemin a une longueur plus grande que le nombre de non terminaux dans la grammaire, c’est qu’il passe au moins une fois par un noeud A qui se r´ep`ete. On a alors n´ecessairement A ⇒∗ vAw, et v _ w ne peut pas eˆ tre vide puisqu’on a e´ limin´e toutes les r`egles unaires. S’il en est ainsi, alors la partie de d´erivation en question peut eˆ tre r´ep´et´ee autant de fois qu’on veut, et on peut obtenir : A ⇒∗ vAw ⇒∗ vvAww ⇒∗ ....∗ v k Awk pour n’importe quel k. On peut aussi enlever cette partie de d´erivation, de fac¸on a` obtenir un mot sans u ni v. On peut alors d´emontrer que le langage ci-dessus n’est pas hors-contexte, car quelle que soit la longueur d’un mot dans ce langage, on n’arrive pas a` trouver u et v tels qu’en les e´ levant a` une puissance quelconque, on obtienne encore un mot du langage. En effet, u et v sont forc´ement mono-symboles (sans quoi une r´ep´etition cr´eerait une alternance de lettres, ce qui ne se rencontre pas dans ce langage), donc ou bien u ne contient que des a et v que des b, alors le ”gonflement” de u et de v laisse le nombre de c constant, ou bien u ne contient que des a et v que des c, et c’est le nombre de b qui ne bouge pas quand on gonfle les parties u et v etc. Ceci a un corollaire int´eressant : Theorem 2 L’intersection de deux langages hors-contexte n’est pas forc´ement hors-contexte. D´emonstration Il suffit de donner un contre-exemple. Il est facile de d´emontrer que les langages {am bn cp ; m = n} et {am bn cp ; n = p} sont hors-contexte. Or leur intersection est justement le langage {an bn cn ; n ≥ 0}, qui n’est pas hors-contexte.
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