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Summary We used functional magnetic resonance imaging (fMRI) to investigate brain regions involved in extracting three-dimensional structure from motion. A factorial design included two-dimensional and threedimensional structures undergoing rigid and nonrigid motions. As predicted from monkey data, the human homolog of MT/V5 was significantly more active when subjects viewed three-dimensional (as opposed to two-dimensional) displays, irrespective of their rigidity. Human MT/V51 (hMT/V51) is part of a network with right hemisphere dominance involved in extracting depth from motion, including a lateral occipital region, five sites along the intraparietal sulcus (IPS), and two ventral occipital regions. Control experiments confirmed that this pattern of activation is most strongly correlated with perceived three-dimensional structure, in as much as it arises from motion and cannot be attributed to numerous two-dimensional image properties or to saliency.



Introduction Motion is a powerful cue to depth (Wallach and O’Connell, 1953). After all, amblyopics, who have no stereopsis, see depth well enough to drive their cars or play squash. Little is known about the neuronal mechanisms underlying this perceptual ability. One recent study by Xiao et al. (1997) has shown that MT/V5 neurons in monkeys encode the direction of speed gradients that correspond to the tilt in depth of planar surfaces specified by motion (see also Bradley et al., 1998). In the present functional imaging experiment, we wanted to determine if the human homolog of MT/V5 (Zeki et al., 1991) also contributes to the extraction of depth from motion. One potential difficulty in addressing this issue is that functional imaging measures activity levels, whereas single cell recordings measure selectivity. Because the selectivity in MT/V5 is produced by inhibition arising from the § To whom correspondence should be addressed (e-mail: guy.orban@



med.kuleuven.ac.be).



antagonistic surround (Xiao et al., 1997), one can expect that many neurons will fail to respond to fronto–parallel surfaces but that at least some of these neurons will be driven by stimuli portraying surfaces tilted in depth. Hence, we predict higher activity levels in human MT/ V5 (hMT/V51) for three-dimensional stimuli than for twodimensional stimuli, and this difference, if large enough, should appear in the functional magnetic resonance imaging (fMRI) signal. Most previous research on the visual perception of three-dimensional structure from motion has been restricted primarily to computational analyses and psychophysical experiments on human observers. One obvious focus of this research is the perception of an object’s structural characteristics, such as its surface curvature or its overall extension in depth (e.g., Rogers and Graham, 1979; Todd, 1984; Perotti et al., 1998). Of equal importance, however, is the perception of an object’s transformational characteristics, such as whether it is undergoing translation, rotation, or some form of nonrigid deformation (e.g., Todd, 1982; Todd et al., 1988; Perotti et al., 1996). There are several lines of evidence to suggest that the perceptual analysis of these different attributes may involve separate mechanisms. For example, stimulus manipulations that can influence the perceived rigidity of an object often have no effect on perceived shape, and vice versa (see Todd, 1984; Liter and Braunstein, 1998; Perotti et al., 1998). In light of these observations, we created displays for the present experiment so that the structural and transformational aspects of observers’ perceptions could be varied independently. We used a 2 3 2 factorial design with structure (two-dimensional versus threedimensional) and rigidity (rigid versus nonrigid) as the two main factors. Subjects were required to fixate a target on the screen while passively viewing the dynamic stimuli. This way, brain activity related to each of the perceptual impressions could be studied using a single set of stimuli. The stimuli employed in the present study were specifically adapted from previous psychophysical investigations of Todd (1982) and Perotti et al. (1996). Each display contained a random configuration of six connected line segments whose relative image trajectories were manipulated to create the four different categories of perceived structure and motion. As control conditions, we used the passive viewing of both static displays (Zeki et al., 1991) and flickering displays. It has been argued that flicker stimuli are the only valid controls for disentangling temporal change from spatio– temporal change (Braddick et al., 1997). However, if this were an accepted standard, it would exclude hMT/V51 as a motion sensitive area, because just as monkey MT/V5 neurons (Lagae et al., 1994; Qian and Andersen, 1994), this area responds to flicker (Tootell et al., 1995; Van Oostende et al., 1997). Another important methodological problem we needed to address in designing this experiment was to somehow distinguish the MR signal changes associated with the perception of three-dimensional structure or
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Table 1. Group Analysis



Main Experiment: Group Analysis In our initial examination of the data, we averaged the activation patterns of all subjects to perform an omnibus group analysis. The primary advantage of this approach is that it allows inferences to be made about humans in general (Holmes and Friston, 1998), and not just the particular subjects tested. The two main effects of the factors, structure and rigidity, define four basic contrasts among the patterns of activation in the different conditions: rigid minus nonrigid, nonrigid minus rigid, three-dimensional minus two-dimensional, and twodimensional minus three-dimensional. Among these four contrasts, the three-dimensional minus two-dimensional comparison was the only one to yield significant effects in the group analysis. There were eight separate regions for which the three-dimensional displays produced significantly more activation than did the twodimensional displays. These are listed in Table 1, ranked in order of their level of significance. The MR signal changes listed in Table 1 are relatively small, ,1%. This is largely due to the between subject averaging. Indeed, in the group analysis the average difference between three-dimensional and two-dimensional displays for right hMT/V51 was 0.26% (Table 1), while in the single subject analyses the median value of this difference was 0.60%. The location of the eight regions within horizontal brain sections are highlighted in Figure 1. The most significant activation was in the region predicted by our monkey data: the right hMT/V51 (“1” in the figure) in the ascending limb of the inferior temporal sulcus (ITS), as described earlier by Zeki et al. (1991), Watson et al. (1993), Tootell et al. (1995), and DeYoe et al. (1996). Our labeling of the other seven regions of increased activation is more tentative, and further work is needed to confirm whether or not they are functionally distinct.
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3D: viewing three-dimensional rigid and non rigid displays; 2D: viewing two-dimensional rigid and non rigid display. NR: viewing non rigid three-dimensional and two-dimensional displays; R: viewing rigid three-dimensional and two-dimensional displays. Z scores are for activation height; those in bold are significant at pcorr , 0.05 for height and p , 0.05 for extent. d Significance tested only in the eight regions yielded by three-dimensional minus two-dimensional. e Replotting of data in Figure 2A. ns: not significant at p , 0.05, uncorrected.
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rigidity from those that might arise just from the presence of spatial variations in image velocity. There is a growing body of psychophysical and neurophysiological evidence to indicate that complex motion patterns are broken down by the visual system into several different functionally distinct components, such as curl, divergence, or deformation (Regan and Beverley, 1978; Saito et al., 1986; Duffy and Wurtz, 1991; Orban et al., 1992). Not all of these components are directly relevant, however, to the perceptual analysis of structure and rigidity (Koenderink and van Doorn, 1977; Koenderink, 1986). For example, variations in image velocity due to pure size change or two-dimensional rotation are completely independent of three-dimensional shape. Indeed, there have been several algorithms proposed in the literature that explicitly remove those components from the image velocity field in order to simplify the required computations for determining structure from motion (see Todd and Bressan, 1990; Koenderink and van Doorn, 1991). Because of the uniqueness of the properties of pure size change and two-dimensional rotation, they were used in the present experiment as control stimuli. This made it possible to separate MR responses to motion patterns that create the impression of depth or rigidity (e.g., as in Xiao et al., 1997) from MR responses that result from more general variations of image velocity.
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Figure 1. Group Analysis SPMs showing the average difference between viewing of threedimensional rigid and nonrigid displays and viewing of similar twodimensional displays (three-dimensional minus two-dimensional). These regions are superimposed onto horizontal sections (right hemisphere on the left) through average MRI scans to show anatomical brain features. Horizontal sections range from 8 mm below to 72 mm above the anterior commissure–posterior commissure line. The color codes indicating level of significance (z . 3.09) are shown on the right. The eight sites significant in the three-dimensional–twodimensional contrast are numbered 1 to 8. (1) right hMT/V51, (2) right DIPSA, (3) right LOS, (4) left DIPSA, (5) right POIPS, (6) right TRIPS, (7) left DIPSL, and (8) left TRIPS (for coordinates, see Table 1).



Three of the activation sites were located in occipital cortex: one in the right lateral occipital sulcus (LOS; “3” in Figure 1), which is dorsal, posterior, and medial from hMT/V51, and two bilateral regions at the most ventral end of the occipital extension of the intraparietal sulcus (IPS). Since these latter sites are located at the crossing of the intraparietal and transverse sulci, we tentatively labeled them TRIPS (“6” and “8” in Figure 1). They are located slightly more ventral to another region in the occipital extension of IPS that is responsive to motion and that has previously been labeled VIPS by Sunaert et al. (1999). That VIPS and TRIPS are distinct regions is underscored by the fact that TRIPS does not respond well to two-dimensional motion (see Table 1 and Figure 5). The label TRIPS has also been used by Culham et al. (1999) for a motion-responsive area that they tentatively identified as hV3A (Tootell et al., 1997). This latter area is located on the transverse sulcus, but more posteriorly



than our TRIPS region. Thus, we feel it is justified to maintain our present nomenclature. The four other sites with increased activation for three-dimensional stimuli are located dorsally in parietal cortex along the IPS and correspond to regions whose responsiveness to motion has been identified in our earlier investigations (Sunaert et al., 1999). One is located in the right hemisphere at the intersection of IPS and the parieto–occipital sulcus. This is referred to as POIPS (“5” in Figure 1). Two other sites, referred to as right and left DIPSA (“2” and “4” in Figure 1), are located dorsally in each hemisphere at the junction of IPS and the postcentral sulcus. Finally, in the left hemisphere, a region (“7” in Figure 1) along the dorsal IPS, just medial and posterior from left DIPSA, is also activated in the three-dimensional–two-dimensional contrast. It seems to correspond to DIPSL, another human motion-responsive area identified in Sunaert et al. (1999). It is interesting to note that activation of the parietal regions is smaller in magnitude than the activation that occurs in the occipital cortex (see Table 1), though they are comparable to one another in terms of their statistical significance. Because parietal regions are further removed from primary visual cortex, their visual signals are presumably weaker. Also, it should be stressed that the average coordinates of these sites are separated by more than 15 mm, thus suggesting, given the smoothness of the statistical parametric maps SPMs (see Experimental Procedures), that they might indeed be distinct functional regions. For that reason, we excluded from the list of sites one that just reached significance and might correspond to right hV3A but was too close (between 10 and 15 mm) to right LOS to be considered a separate region with some confidence. Figure 2A plots the activity profile of right hMT/V51, showing the adjusted MR signal for the six conditions: three-dimensional rigid, three-dimensional nonrigid, twodimensional rigid, two-dimensional nonrigid, static, and flicker. The corresponding time courses for the group and a single subject are shown in Figure 2B. It is plain that the two three-dimensional conditions yield a stronger activation than the corresponding two twodimensional conditions. There is also a hint that the two nonrigid conditions activate this region more than their rigid counterparts. Indeed, there was a weak trend in this direction in right hMT/V51, as there was in right DIPSA (see Table 1). Furthermore, in right hMT/V51 the difference in MR signal between three-dimensional and two-dimensional conditions was nearly the same for rigid and nonrigid displays. In general, the statistical analysis revealed no interaction between the two factors, although a relatively weak interaction was observed in right DIPSA and LOS (see Table 1). In the left hemisphere, hMT/V51 was more active in three-dimensional than in two-dimensional conditions, but the effect did not reach significance when corrected for multiple comparisons (Table 1). It exemplifies a number of motion-responsive regions that have a tendency to be more active in three-dimensional than two-dimensional conditions. Other examples were VIPS in both hemispheres and right postcentral region (Sunaert et al., 1999). On the other hand, right frontal eye field (FEF; Table 1) exemplifies those motion-responsive regions
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various control conditions might make it possible to discern finer distinctions among the eight different regions that were significantly activated by three-dimensional motion. Note in particular that right hMT/V51 is significantly less responsive to static displays than to two-dimensional motion, which is hardly surprising, given that this is close to the original contrast for defining hMT/V51 (Zeki et al., 1991). While right POIPS and the dorsal parietal regions respond to two-dimensional motion, right LOS and right and left TRIPS do not. Note also that the responsiveness of hMT/V51 to threedimensional conditions is not significantly different from that for flickering displays. This result is consistent with earlier comparisons of flicker and two-dimensional motion performed by Tootell et al. (1995) and Van Oostende et al. (1997). The three dorsal parietal regions, however, are also less responsive to flickering displays than to three-dimensional motion. This again fits with our earlier two-dimensional motion study (Sunaert et al., 1999).



Figure 2. Group Analysis of Main and Control Experiments for Right hMT/V51 (A) Activity profile of right hMT/V51 obtained in the main experiment. Adjusted MR signal (resulting from proportional scaling), averaged over 11 subjects, is plotted for the six conditions of the main experiment: three-dimensional rigid (3Dr), three-dimensional nonrigid (3Dnr), two-dimensional rigid (2Dr), two-dimensional nonrigid (2Dnr), static (STA), and flickering (FLI) displays. The dots indicate individual responses. The profile is that of the most significant voxel, the coordinates of which are indicated in Table 1. Notice that in right hMT/V51, the difference between three-dimensional rigid and twodimensional nonrigid is still significant (z 5 3.01). (B) Time course of adjusted MR signal in right hMT/V51 for one of the six time series of the main experiment: in a single subject (subject 10, average of 4 presentations) and in the group of 11 subjects (average of 44 presentations). The MR signal is plotted as a function of image number; each image corresponds to 3.5 s, for a total of 210 s. In this time series, the order of conditions is as in (A): dark hatching, three-dimensional conditions; light hatching, two-dimensional conditions; and no hatching, control conditions. The data in (A) result from averaging over the six time series, in which the order of conditions was changed. (C–E) Activity profiles of right hMT/V51, obtained in control experiment 1, rigid case (C); control experiment 2 (D); and control experiment 3 (E). The percent change in adjusted MR signal, relative to viewing static displays, averaged over two (C) or three (D and E) subjects, is plotted for the different conditions: two-dimensional rigid with half the standard speed (1/2SP), with standard speed (SSP), with double speed (2SP), and with half-size (1/2S); threedimensional rigid and static in (C); two-dimensional rigid (2D), twodimensional rigid with attention (2Datt), rotation in the fronto–parallel plane (ROT), trajectory-in-depth (TRAD), three-dimensional rigid (3D), and static (STA) in (D); and random lines, static in two-dimensional and three-dimensional motion and polyhedra, static in twodimensional and three-dimensional motion in (E).



that are activated more or less equally by three-dimensional and two-dimensional conditions. Additional examples, all in left hemisphere, were FEF, postcentral region, POIPS, and DIPSM. Table 1 also suggests that comparisons among the



Main Experiment: Single Subject Analysis To complement our group analysis, a single subject analysis was also performed to provide maximal anatomical detail, to assess the variability across subjects, and to allow within-subject comparisons among the different conditions. Figure 3 shows a typical pattern of activation depicted in a sample of coronal sections and in surface views. In this particular subject, all significant activation sites were located in the right hemisphere, although some symmetrical regions were weakly activated in the left hemisphere. In examining this figure, it is possible to recognize four activation sites from the group analysis: hMT/V51 (“a”), located along the ascending limb of the ITS; DIPSA (“e”), at the confluence of IPS and the postcentral sulcus; LOS (“b”), in the depth of the LOS; and TRIPS (“c”), at the most posterior end of the occipital extension of IPS, where it meets the transverse sulcus (see section “280 mm”). Sites in single subjects were determined to be the same as those of the group analysis by three criteria: location with respect to anatomical landmarks (mainly sulci), Talairach coordinates, and relative position with respect to other activation sites. In this particular subject, two additional sites are located along the IPS. One (“d”) is located in the middle of the dorso–ventral extent of the occipital part of IPS and corresponds to VIPS, as described by Sunaert et al. (1999). Finally, there was significant activation in the region corresponding to DIPSL (“f”), symmetrical to the left hemisphere site identified in the group analysis. Although activation extends continuously along the dorsal lips of IPS, the two sites DIPSA and DIPSL appear reasonably distinct. Similarly, LOS, TRIPS, and VIPS, which have relatively similar average coordinates, appear to be clearly separate sites in this subject. Indeed, along the cortical surface, LOS and TRIPS are actually quite far apart due to the fact that they are located in different sulci. Because the group analysis reflects activation patterns of human subjects in general, one would expect the eight sites identified in the group analysis to be significant in the majority of the individual subjects. Indeed, all eight sites were significant in at least half the subjects, although there was some variation between
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Figure 3. Single Subject Analysis SPMs showing the difference between viewing of three-dimensional rigid and nonrigid displays and viewing of similar two-dimensional displays in subject 3. Voxels reaching different levels of activation (yellow: p , 0.05, corrected; red: p , 0.2, corrected; green: p , 0.001, uncorrected) are shown on superior and posterior views of the rendered brain (top) and on selected coronal sections (bottom). Maximum Z score was 7.19 in this subject. The letters indicate the six regions reaching statistical significance (p , 0.05, corrected): right hMT/V51 (a), right LOS (b), right TRIPS (c), right VIPS (d), right DIPSA (e), and right DIPSL (f). Notice that symmetrical regions in the left hemisphere reached nonsignificant activation levels.



the regions (Figure 4). Right hMT/V51 was significant in 10 of 11 subjects. Furthermore, the median coordinates (see Figure 4) of the three-dimensional activation sites in individual subjects agree well with those of the group analysis (see Table 1). However, the single subject analysis also revealed seven additional regions that were significantly activated in 6 or more of the 11 subjects (see Figure 4). Three sites were symmetrical to regions identified by the group analysis: left hMT/V51, left LOS, and right DIPSL. Others included VIPS (bilaterally), the right collateral sulcus, and the right fusiform gyrus. All of this suggests that the perception of three-dimensional (as opposed to two-dimensional) motion automatically activates a bilateral cortical network with right hemisphere dominance (see Figure 4) which includes two lateral occipital regions (hMT/V51 and LOS), five regions following the IPS along its occipito–parietal extent (TRIPS, VIPS, POIPS, DIPSL, and DIPSA), and two ventral occipital regions (collateral sulcus and fusiform gyrus). Up to now, we have identified the activation of hMT/ V51 in the three-dimensional–two-dimensional contrast on the basis of its location close to the ascending limb of the ITS. It is important to note that hMT/V51 is a large region extending over more than 12 mm in all



Figure 4. The Nodes of the Three-Dimensional Processing Network in the Right Hemisphere Shown on the Average Rendered Brain in Postero–Lateral and Inferior Views Red: nodes yielded by group and single subject analysis; yellow: nodes yielded only by single subject analysis. The nodes with a black circle have a counterpart in the left hemisphere. The numbers 1 to 8 correspond to those in Table 1. (1) right hMT/V51 (10/11 subjects; median coordinates: 51, 263, 25) and left hMT/V51 (7/ 11; 250, 270, 22), (2) right DIPSA (8/11; 35, 242, 70) and left DIPSA (6/11; 241, 239, 62), (3) right LOS (8/11; 39, 277, 0) and left LOS (9/11; 236, 282, 2), (5) right POIPS (10/11; 18, 282, 41), (6) right TRIPS (11/11; 28, 286, 18) and left TRIPS (7/11; 228, 286, 16), (11) right DIPSL (7/11; 28, 250, 68) and left DIPSL (6/11; 231, 253, 64), (12) right VIPS (7/11; 30, 278, 32) and left VIPS (6/11; 225, 285, 29), (14) right collateral sulcus (8/11; 22, 275, 214), and (15) right fusiform cortex (7/11; 46, 266, 218).



directions. Thus, it is necessary to ascertain whether the activation we observed in the three-dimensional–twodimensional contrast corresponds to hMT/V51 itself, a satellite region, or some other neighboring site. To address this issue, we attempted to localize hMT/V51 in each subject independently by a contrast, comparing moving and stationary random textured patterns, that has traditionally been used to identify this area (Zeki et al., 1991; Dupont et al., 1994; Van Oostende et al., 1997). In each subject, we then measured the difference, in coordinates, between the most significant voxel of hMT/ V51 in the moving/stationary subtraction and the most significant voxel of the putative hMT/V51 derived from the three-dimensional minus two-dimensional subtraction. The median (n 5 11) signed differences in x, y, and z coordinates were 22, 0, and 4, and 4, 2, and 4 mm
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for right and left hMT/V51, respectively. Thus, we can safely conclude that three-dimensional displays, compared with two-dimensional displays, activate hMT/V51 proper. To test for the significance of the interhemispheric difference in hMT/V51 activation, we compared three-dimensional evoked activity in the two hemispheres after additional smoothing (smoothness estimate, 15 mm) to overcome possible anatomical differences. Restricting the test to the independent voxels (Worsley et al., 1996) of hMT/V51 yielded a significant difference (z 5 3.8, pcorr , 0.05). Control Experiment 1 In creating the motion displays for the four experimental conditions of the main experiment, we attempted to equate the average values of two basic image parameters: the length of line segments and the speed of translation of their endpoints. A posteriori computation of the median values across all frames and displays showed that the speeds ranged from 2.238 to 2.998 per second and that the lengths varied from 5.628 to 6.458 (Table 3). To exclude the possibility that these small variations in image characteristics could account for MR signal differences between the experimental conditions, we ran a control experiment in which three-dimensional motions were compared with four distinct two-dimensional conditions: one with standard size and speed, one with the speed halved, one with the speed doubled, and one with the size halved. Viewing of static displays was added as a reference condition. We ran this control in two subjects with rigid displays and two others with nonrigid displays. As shown in Table 2, all two-dimensional conditions produced MR signals of about the same strength, and they were all significantly smaller than those produced by the three-dimensional conditions. This was the case for right hMT/V51, in both the rigid (Figure 2C) and nonrigid cases, and for other nodes of the three-dimensional processing network, except left DIPSA. It should be noted that the variation in speed and size in these control experiments far exceeds the average differences between three-dimensional and two-dimensional conditions in the main experiment. The lines in the three-dimensional displays moved on average only 30% faster and were 15% shorter than in the two-dimensional displays. Control Experiment 2 There are, however, several other higher order attributes of the moving displays that were not equated across the four main experimental conditions. These include dynamic changes in length or orientation of the different line segments and the instantaneous variations in the velocities of their endpoints. To evaluate the importance of these variables, we designed two additional control conditions. To create variations in line orientation and the instantaneous pattern of endpoint velocities, we used a pure rotation in the fronto–parallel plane. We also combined a size change transformation with translation in the fronto–parallel plane, which created the impression of a planar object, parallel to the fronto– parallel plane, orbiting along a circular trajectory in depth. In the three-dimensional conditions of the main experiment, the line segment endpoints appeared to



oscillate in depth, and the question arises whether neural activation is due to the perceived three-dimensional structure of the object or the three-dimensional trajectories of its endpoints. A final condition controlled for differences in attention that the subjects may have devoted to the two-dimensional and three-dimensional motion patterns. It could be argued that the threedimensional displays are more salient, and that variations in neural activation are due solely to changes in attention. To test this hypothesis, we adopted a procedure of Buchel et al. (1998) to manipulate the salience of two-dimensional motion displays. In this two-dimensional attention condition, the stimulus was identical to the two-dimensional condition, but subjects looked for transient speed changes. The results of these control experiments (n 5 3) are straightforward: both the rotation and trajectory-in-depth conditions evoked about the same level of MR signal as the standard two-dimensional rigid condition (Table 2). The two-dimensional attention manipulation increased MR signals in the three-dimensional network sites that reached significance in the three-dimensional minus two-dimensional subtraction of this experiment, and in particular in right hMT/V51 (Figure 2D), yet these regions were all significantly less responsive in the twodimensional attention condition than in the three-dimensional motion condition. Control Experiment 3 In the three-dimensional conditions, the extraction of structure from motion is confounded with the simple combination of a three-dimensional structure and motion. Therefore, we designed a another control experiment, in which objects that appeared three-dimensional from static cues (rectangular polyhedra) were either translating in the fronto–parallel plane or rotating in depth. These conditions were compared with others similar to the main experiment, in which random line objects (random conditions) made of the same line segments as the polyhedra were perceived as two-dimensional or three-dimensional solely because of their motion. The results of this factorially designed experiment (n 5 3) were again straightforward. The three-dimensional motion random condition compared with the twodimensional motion random condition activated three of the eight core three-dimensional network sites: right hMT/V51, right LOS, and left TRIPS (Table 2). In all of these regions, the activity evoked by the three-dimensional motion random condition significantly exceeded that evoked by the polyhedra in two-dimensional motion (Table 2), as illustrated for right hMT/V51 in Figure 2E. It is noteworthy that in this control experiment, as in control experiment 2, the three-dimensional–twodimensional motion difference for random lines was not significant in left hMT/V51. Probing the most significant voxels of right and left hMT/V51 yielded by the control moving/stationary subtraction, the z scores for the three-dimensional–two-dimensional motion contrast in the random conditions were 7.23 and 3.1, respectively. Discussion As predicted from monkey results (Xiao et al., 1997; Bradley et al., 1998), the present experiment provides
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2D 1/2SP, 2D SSP, 2D 2SP, and 2D 1/2S: two-dimensional conditions with speed halved, with standard speed, with speed doubled, and with size halved. 2Datt: two-dimensional with attention; TRAD: trajectory-in-depth; and ROT: rotation (in the fronto–parallel plane). c Rand: random lines; and Poly: polyhedra.
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strong evidence that the human homolog of MT/V5 responds more actively to three-dimensional motion than to two-dimensional motion. To confirm independently that the site of this three-dimensional activation was indeed hMT/V51, we also performed a more traditional comparison between moving and stationary displays. Several additional controls were employed as well to test for the possibility that the increased activation of hMT/V51 might not be due to the perception of depth per se, but to differences in stimulus characteristics, including higher order ones, such as changes over time in the lengths or orientations of the moving line segments. Further controls indicated that the critical element in the perception was the extension in depth of the figure induced by its motion, not just the motion in depth of the endpoints or the simple combination of depth in the figure with its motion. It has been suggested (DeYoe et al., 1996) that hMT/ V51 is not just the homolog of MT/V5 but also of its satellites MST (medial superior temporal area) and FST (visual area in the fundus of the superior temporal sulcus) (hence the plus sign in the label). The results of Duffy and Wurtz (1997) suggest that MST neurons also process speed distributions that might signal three-dimensional structure. Thus, our results are in agreement with monkey physiological studies. They also agree with human lesion data (Vaina et al., 1990; Rizzo et al., 1995) and with a preliminary report on lesion effects in the monkey (R. M. Siegel and R. A. Andersen, 1986, Soc. Neurosci., abstract). In our experiments, the activation of hMT/V51 was asymmetrical. In the main experiment right hMT/V51 was significantly more active in the three-dimensional conditions than its left counterpart. And indeed, in the group analysis, right hMT/V51 was the most significant activation site in the three-dimensional minus twodimensional subtraction, while left hMT/V51 did not reach the corrected p , 0.05 threshold. Furthermore, in the single subject analysis, left hMT/V51 was significantly activated in fewer subjects than its right counterpart. This asymmetry was confirmed in the second and third control experiments, the latter one using slightly different random line stimuli. Another important finding of this study is that hMT/ V51 is not the only area activated by the three-dimensional–two-dimensional motion contrast. Rather, hMT/ V51 appears to be part of a larger cortical network involved in the processing of three-dimensional structure from motion. In addition to hMT/V51, the network includes a region in the LOS, five regions along the IPS, a collateral sulcus site, and a region in the fusiform gyrus. The core regions of this network were all revealed by the group analysis, which is valid for humans in general. The remaining regions were significant in a majority of the individual subjects. Many of these regions have been shown to respond to moving stimuli either in passive conditions (Dupont et al., 1994; Dieterich et al., 1998; Goebel et al., 1998; Sunaert et al., 1999) or in active conditions (Cornette et al., 1998; Culham et al., 1998). It is important to keep in mind that the cortical network involved in processing three-dimensional structure from motion is only a portion of a more general motion-processing network (Sunaert et al., 1999). For example, one region that is clearly implicated in motion



processing but not in structure from motion is the FEF. This is not surprising, since only two-dimensional information is needed to control saccades and pursuit, which are known to activate this premotor region (Petit et al., 1997). On the other hand, the dorsal parietal regions involved in extracting three-dimensional structure from motion can also be activated by static stimuli, such as those used in orientation discrimination (Cornette et al., 1999; I. Faillenot et al., 1999, Soc. Neurosci., abstract) or conjunction search (Corbetta et al., 1995; Leonards et al., 1999). Furthermore, areas along the dorsal IPS are also activated by eye movement and attention shifts (Corbetta et al., 1998). Much like the response patterns in hMT/V51, the depth-from-motion network is bilateral, but with a greater level of activity in the right hemisphere. It is interesting to note that this lateralized pattern of activation is consistent with a previous report by Vaina et al. (1996), who studied a stroke patient, subject RA, with a unilateral lesion in the right hemisphere. Subject RA was significantly impaired at judging three-dimensional structure from motion in both the right and left visual fields, but his judgments of heading direction from optical flow were normal. Based on the imaging and patient data, it would be reasonable to expect behavioral asymmetries in the perception of depth from motion, such that moving objects in the left visual field might be easier to judge than those on the right. We have purposely employed descriptive names to label the different activation sites in this study in order to avoid making premature assumptions about homologies with known brain regions in monkeys. Despite the fact that several of these sites seem to correspond to those observed in earlier studies, as the labels indicate, we do not wish to imply that all of the designated regions are functionally distinct from one another. This remains open to further study. It is important to keep in mind that the subjects in this study were tested under conditions of passive fixation. Thus, the network reported here as involved in the processing of three-dimensional structure from motion might well be one that processes these stimuli automatically. This might explain the preponderance of dorsal visual regions, which are known to be involved in visuo– motor control (Mountcastle et al., 1975). Indeed, it is likely that much of the automatic processing is geared toward reacting to visual inputs as quickly and precisely as possible. Clearly, the three-dimensional structure of objects is critical when grasping them, as is the threedimensional structure of the surroundings in which one has to move around. We might therefore expect a number of regions to be more active when this additional information has to be processed. It is likely to be the case, moreover, that perceptual distinctions between rigid and nonrigid motion are equally important for visuo–motor control, and this could potentially explain the relatively weak effect of this manipulation under the present experimental conditions. Our previous research has shown that cerebral networks for automatic processing are modulated considerably by task requirements (Orban et al., 1997, 1998; Cornette et al., 1998). Perhaps this is also true for the network processing
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three-dimensional structure from motion, and an exploration of that issue will set the agenda for our future experiments.



Experimental Procedures The MR scans were performed on 20 right-handed subjects whose ages ranged between 18 and 29 years. They all had normal or corrected to normal vision and no history of neurological or psychiatric disease. The study was approved by the Ethical Committee of the KULeuven Medical School, and subjects gave their informed consent, in accordance with the Helsinki Declaration. All subjects wore an eye patch over the nondominant eye to eliminate conflicting three-dimensional information from binocular vision, and their head movements were immobilized using a bite-bar. They were instructed to maintain fixation on a small red target in the center of the screen and to perform no task other than fixation while passively viewing the stimuli. Subjects were familiarized with this task during an initial training session. Fixation was monitored using an MR-compatible infrared eye movement tracking device (Ober 2, Permobil Meditech AB, Timra˙, Sweden). An analysis of these recordings revealed that subjects made relatively few saccades (fewer than three per 35 s epoch) and that there were no significant differences among the various treatment and control conditions. Stimuli were projected by means of a liquid crystal display projector (Sharp GX-3800, 640 3 480 pixels, 60 Hz refresh) onto a translucent screen positioned in the bore of the magnet at a distance of 30 cm from the point of observation. Stimuli were generated with a PC using a Tiga-diamond (Salient AT3000) graphics card. In all experiments except control experiment 3, each display contained a random configuration of six connected line segments, with its motion centered on the fixation point and a mean eccentricity of 4.58 (range, 08 to 138). The four main conditions were organized in a 2 3 2 factorial design with two levels of rigidity (rigid and nonrigid) and two levels of structure (two-dimensional and three-dimensional). Some representative trajectory patterns for these different conditions are shown in Figure 5. For the three-dimensional rigid displays, the endpoints of each line segment oscillated back and forth in a horizontal direction around the center of the display screen. All endpoints oscillated with the same frequency, although their amplitudes and phases were varied independently of each other. A similar pattern was used for the two-dimensional rigid displays, except that all of the moving endpoints had an identical phase and amplitude. For the threedimensional nonrigid displays, all of the oscillation parameters (direction, frequency, amplitude, and phase) were selected at random for each endpoint. Finally, in the two-dimensional nonrigid condition, the configurations were subjected to an oscillatory shear transformation. Although this transformation has a possible three-dimensional rigid interpretation as a planar surface slanted in depth, it appears perceptually as a nonrigid two-dimensional transformation whenever the magnitude of the shear is sufficiently large. In all four conditions, a rotation in the image plane was added to eliminate direction as a confounding cue. (Note, however, that this rotation has been excluded from the trajectories shown in Figure 5 so as not to mask the systematic differences among the various conditions.) The control conditions in the main experiment included a static condition, in which a random configuration of line segments remained stationary, and a flicker condition, in which a new configuration was presented every ten frames. A large number of displays for each condition were created at random, subject to the constraints described above. Prior to their inclusion in the final stimulus set, however, they were screened by three observers to reject any configurations whose apparent rigidity or dimensionality were perceptually ambiguous or did not conform to the intended category. Based on this screening, a set of 19 displays was selected for each condition to be used in the actual experiment. During a debriefing session immediately following the MR scan, all subjects acknowledged that they had experienced the intended perceptual impressions. In designing these displays, we wanted to ensure that any differences in brain activity they evoked would be due to the intended



Figure 5. Six Possible Patterns of Motion and Two Types of Objects that Were Used in the Present Experiment In the upper panels, the solid lines in each figure depict the image projections of pairs of line segments at four distinct moments in time, and the dotted lines represent the space–time trajectories of their endpoints. Note that in our three-dimensional displays, the oscillatory movements of the line segment endpoints had randomly independent phases, while those in the figure all have the same phase to prevent the different temporal snapshots from spatially overlapping one another. The size change appears as a flat object traveling in depth (trajectory-in-depth condition). The top four motion patterns were used in the main experiment and in control experiment 1, size change and rigid rotation were used in control experiment 2, and the two types of objects were compared in control experiment 3.



perceptual classifications and not to differences in their two-dimensional image properties. Thus, we attempted to adjust the display parameters so that the different conditions would all be approximately matched in terms of several different statistical measures. These included the average line length, the average change in line length and orientation at each frame transition, the average image displacement of the line segment endpoints, and the standard deviations of those displacements in the horizontal and vertical directions. To eliminate changes in angle or the directions of motion as potential cues for distinguishing the different conditions, a two-dimensional image rotation was added to each of the four basic categories of motion shown in Figure 5. We also included a number of additional variations of the two-dimensional rigid displays to manipulate a variety of image parameters, independent of the main factors of rigidity and dimensionality. These included displays moving at half or twice the speed as in the main condition; displays that were only half as big as in the main condition; displays undergoing pure rotation in the fronto–parallel plane (rigid rotation in Figure 5), so that their endpoints would exhibit large variations in image velocity; and displays with an oscillatory scaling transformation, so that the lengths of the line segments would change over time (size change in Figure 5). This latter type of display appears perceptually as a
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Table 3. Image Characteristics of the Different Dynamic Conditions in Main Experiment and Control Experiments 1 and 2



flat two-dimensional figure that moves back and forth in depth as it oscillates in the display screen and is labeled TRAD in Figure 2. The statistical measures for these various conditions are provided in Table 3. While all stimuli in the main experiment and the two first control experiments were random lines, we explicitly compared rectangular polyhedra and corresponding random line objects in the last control experiment (Figure 5). Since the random lines contained the same line segments as the polyhedra, there were nine connected line segments, which, when appearing three-dimensional, formed rectangular angles, rather than six segments that made arbitrary angles in three dimensions. Other stimulus parameters such as length, speed, and eccentricity were very similar to those in the initial experiments. A functional imaging series consisted of 120 gradient-echo echoplanar imaging whole brain scans (Siemens Vision 1.5T) acquired every 3.5 s (time of echo, 40 ms; flip angle, 908; 64 3 64 matrix; 200 3 200 mm2 FOV; 32 noncontiguous slices; 4 mm slice thickness; 1 mm gap). Within one time series, six conditions, each presented twice for 35 s (10 images), alternated in random order, yielding 20 images per condition. These series were repeated 12 times in two sessions, with the conditions in different order, yielding 240 images per condition, except in the third control experiment, in which they were repeated 6 times. One functional series included the six conditions of the main experiment (2 3 2 factorial plus two controls). For each repetition of this series, 2 displays of each type were selected randomly from the set of 19 generated. A second series corresponded to the first control experiment and included three-dimensional and two-dimensional conditions of one type (either rigid or nonrigid) and the static condition. The two-dimensional conditions were standard, with speed either halved or doubled or with size halved. The third series corresponded to the second control experiment. It included the two-dimensional rigid, three-dimensional rigid, static, pure rotation and trajectory-in-depth conditions. In a final sixth condition, the stimulus was a two-dimensional rigid display, but the subject looked for transient changes in speed (Buchel et al., 1998). Afterward, the subjects were asked whether they perceived changes, although none were present. Subjects reported to have seen between two and six changes. In preliminary sessions, the subjects had seen two-dimensional rigid displays in which speed effectively changed briefly, but the size of the speed change was gradually reduced over the runs. The fourth series corresponded to the third control experiment: the factorial design with object type (two levels: polyhedra and random lines) and motion pattern (three levels: static, translation, and rotation in depth) yielded six conditions. In each subject, we also used a functional series in which only two conditions, moving random textured patterns and the same patterns stationary, alternated, as described in Van Oostende et al. (1997). Only 120 images were sampled for these conditions. This series was used to localize hMT/V51 in each subject (Dupont et al., 1994; Van Oostende et al., 1997). Sagittal anatomical images were acquired before the functional scanning in each session (threedimensional magnetization-prepared rapid acquisition gradient echo, time of recovery/time of echo 5 11.4/4.4 ms, time of inversion 5 300 ms, FOV 256 3 256 mm2, 256 3 256 matrix, 160 mm slab thickness, 128 sagittal partitions). Brain images were transferred to a work station (Silicon Graphics), corrected for motion, coregistered with anatomical images, normalized to Talairach space, and smoothed (isotropic Gaussian kernel, 5 mm and 8 mm half-width at half-maximum) for single and group analysis, repetition (Friston et al., 1995). SPMs were computed using SPM96 (Friston et al., 1994a, 1994b). Analysis was restricted to regions behind the anterior commissure. The different conditions were modeled with a box car function convolved with the hemodynamic response function implemented as a delayed Gaussian function (Friston et al., 1995) in the context of the general linear model, as employed by SPM96. Global changes were adjusted by proportional scaling, and low-frequency confounding effects were removed by an appropriate high-pass filter. Specific effects were tested by applying appropriate linear contrasts to the parameter estimates for each condition, resulting in a t statistic for each and every voxel. These t statistics constitute an SPM. Both single subject and random effects (Holmes and Friston, 1998) group analysis, allowing population inference, were performed on the data of the main experiment. The different contrasts corresponding to the two main effects and their
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