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OPTIMAL IDENTIFICATION OF DELAY-DIFFUSIVE OPERATORS AND APPLICATION TO THE ACOUSTIC IMPEDANCE OF ABSORBENT MATERIALS C. Casenave ∗ G. Montseny ∗ ∗



Laboratoire d’Analyse et d’Architecture des Syst`emes, LAAS-CNRS, University of Toulouse, Toulouse, France.



Abstract: We present an original method devoted to the optimal identiﬁcation of a wide class of complex linear operators involving some delay components, based on suitable inﬁnitedimensional state formulations of diﬀusive type. Thanks to the intrinsic properties of these state formulations, cheap and precise numerical approximations are straightforwardly obtained, leading to approximate quadratic problems of reasonable dimension. We then propose this method for identiﬁcation of the acoustic impedance of absorbent materials designed for noise reduction of aircraft motors. Keywords: Optimal identiﬁcation, diﬀusive operators, diﬀusive representation, acoustic impedance, absorbent wall.



1. INTRODUCTION Identiﬁcation of dynamic input-output systems is a central problem each time the knowledge of the process under consideration is too imprecise to get suﬃciently accurate models from physical analysis (note anyway that such an analysis is sometimes impossible to perform because too complex). However, identiﬁcation problems can also present some serious diﬃculties. Namely, when the input-output operator under consideration involves distributed underlying phenomena, signiﬁcant non rational components are quasi systematically generated, which are associated, in the time domain, to inﬁnitedimensional realizations. When the operator to be identiﬁed is linear, a convenient and rather general approach consists in working in the frequency domain. So, any causal operator can be well-deﬁned by its symbol Q(t, iω), that is the Fourier transform of the so-called impulse response h(t, s) of the operator. In the convolutive case, the symbol no



more depends on t and the problem of identifying Q(iω) can be classically solved from physical measurements by means of Fourier techniques. Note however that purely frequential identiﬁcation presents some well-known shortcomings. In particular, the so-identiﬁed symbol is in general ill adapted to the construction of eﬃcient timerealizations. This is partly due to excessive numerical cost of quadrature approximations resulting from the intrinsic convolutive nature of the associated operator, sometimes with long memory (P. Bidan, Jan. 2001) or even delay-like behaviors (Montseny, 2007). Another heavy shortcoming is that frequential methods are incompatible with real-time identiﬁcation (and so with pursuit when the symbol has the ability to evolve slowly). In opposite, time domain identiﬁcation techniques do not present such drawbacks. However, their scope is in general not so wide. See for example (A. Monin, Feb. 1996) for an interesting optimal method based on ARMA lattices.



Nevertheless, the notion of symbol can remain suitable for temporal identiﬁcation, as it will be shown in this study. The proposed identiﬁcation method is based on the so-called diﬀusive representation theory (Montseny, 2005) and was previously implemented, in a simpler version, on various problems (P. Bidan, Jan. 2001), (G. Garcia, 1998). According to the diﬀusive representation approach, state formulations of diﬀusive type are available for a wide class of integral causal operators (including both rational and non rational ones) and the identiﬁcation problem is carried over the so-called γ-symbol, deﬁned as a suitable function (of an auxiliary real variable) easily deduced from the classical symbol. This γ-symbol entirely characterizes the associated operator, up to a suitable inﬁnitedimensional state equation to be chosen a priori. In any case, cheap and precise ﬁnitedimensional approximations of this state representation can be straightforwardly built, running into ﬁnitedimensional problems easy to solve by means of standard techniques. Among the numerous advantages of this approach, we can mention in particular: • a stable diﬀerential input-output time-formulation is available as soon as the γ-symbol is well-deﬁned; • recursive identiﬁcation algorithms are easily built and implemented, allowing real-time identiﬁcation or even pursuit (in that case, the γ-symbol is depending on t); • similarly to purely frequential methods, no qualitative diﬀerence is made between rational and non rational components which can then be identiﬁed by the same process. The paper is organized as follows. In section 2, we ﬁrst introduce a few fundamental notions of the diﬀusive representation theory. In section 3, we describe the identiﬁcation method under consideration, based on the previously introduced notions. We then consider in section 4 a typical problem whose diﬃculty lies in the fact that both diﬀusive and delay components are involved but are no separable, and to which the diﬀusive representation approach is well-adapted: the identiﬁcation of the acoustic impedance of an absorbent material devoted to aircraft motors noise reduction. Finally, a signiﬁcant numerical example is given in section 5.



 u →



t



0



h(t − s) u(s) ds.



(1)



We denote H the Laplace transform of h and H(∂t ) the convolution operator deﬁned by (1). Let ut (s) = 1]−∞,t] (s) u(s) the restriction of u to its past and ut (s) = ut (t − s) the history of u. From causality of H(∂t ), we deduce:   H(∂t )(u − ut ) (t) = 0 for all t; then, we have for any continuous function u:      (H(∂t ) u)(t) = L−1 (H Lu) (t) = L−1 H Lut (t). (2) We deﬁne:



  Ψu (t, p) := ep t Lut (p) = (Lut ) (−p);



(3)



by computing ∂t Lut , Laplace inversion and use of (2), it can be shown: Lemma 1. 1. The function Ψu is solution of the diﬀerential equation: ∂t Ψ(t, p) = p Ψ(t, p) + u, t > 0, Ψ(0, p) = 0. 2. For any b  0, 1 (H(∂t ) u) (t) = 2iπ







b+i∞



b−i∞



H(p) Ψu (t, p) dp. (4)



We denote Ω the holomorphic domain of H (after analytic continuation). Let γ a closed 1 simple arc in C− ; we denote Ω+ γ the exterior domain deﬁned



+ by γ, and Ω− γ the complementary of Ωγ . By use of standard techniques (Cauchy theorem, Jordan lemma (M. Lavrentiev, 1977)), it can be shown:



Lemma 2. For γ ⊂ Ω such that H is holomorphic + in Ω+ γ , if H(p) → 0 when p → ∞ in Ωγ , then:  1 H(p) Ψu (t, p) dp, (5) (H(∂t ) u) (t) = 2iπ γ˜ where γ˜ is any closed simple arc in Ω+ γ such that γ ⊂ Ω− . γ ˜ We now suppose that γ, γ˜ are deﬁned by functions 1,∞ (R; C), also denoted of the Sobolev space 2 Wloc γ, γ ˜ . We use the convenient notation μ, ψ =  μ ψ dξ. Under hypothesis of lemma 2, we have (Montseny, 2005):



2. DIFFUSIVE FORMULATION OF CAUSAL INTEGRAL OPERATORS In this section, we present a simpliﬁed version of a general methodology introduced and developed in (Montseny, 2005) in a general framework. We consider a causal operator deﬁned, on any continuous function u : R+ → R, by



Theorem 3. If the possible singularities of H on γ are simple poles or branching points such that |H ◦ γ| is locally integrable in their neighborhood, 1



Possibly at infinity 1,∞ Wloc (R; C) is the topological space of measurable func tions f : R → C such that f, f  ∈ L∞ loc (that is f and f are locally bounded in the almost everywhere sense). 2



then: 1. with μ ˜=



γ ˜ 2iπ



˜ .) = Ψu (t, .) ◦ γ˜ : H ◦ γ˜ and ψ(t,  ˜ .) ; (H(∂t ) u) (t) = μ ˜ , ψ(t, (6) γ ˜ 2iπ



lim H ◦ γ˜n



(H(∂t ) u) (t) = μ, ψ(t, .) ,



(7)



1,∞ 2. with 3 γ˜n → γ in Wloc and μ = in the sense of measures:



where ψ(t, ξ) is solution of the following evolution problem on (t, ξ) ∈ R∗+ ×R: ∂t ψ(t, ξ) = γ(ξ) ψ(t, ξ) + u(t), ψ(0, ξ) = 0. (8) Deﬁnition 4. The measure μ deﬁned in theorem (3) is called the γ-symbol of operator H(∂t ). Such a formulation can be extended to operators of the form ∂t ◦ H(∂t ) where H(∂t ) veriﬁes the hypothesis of theorem (3). We indeed have (formally): 



∂t ψ(t, ξ) = γ(ξ) ψ(t, ξ) + u(t), ψ(0, ξ) = 0 ∂t (H(∂t ) u) (t) = μ, γ ψ(t, .) + μ, 1 u(t). (9) The state equation (8) is inﬁnitedimensional. To get numerical approximations, we consider a discretization (ξk )k=1,n of the variable ξ and approximations μn of the γ-symbol μ deﬁned by atomic measures such as: μn =



n 



μkn δξk .



(10)



k=1



Let us denote Mn the space of atomic measures on the mesh {ξk }k=1..n . If ∪n Mn is dense in the space of measures, we have (Montseny, 2005): μn , ψ −→ μ, ψ ∀ψ. n→+∞



So we have the ﬁnitedimensional approximate state formulation of ∂t ◦ H(∂t ) : ⎧ ∂t ψ(t, ξk ) = γ(ξk ) ψ(t, ξk ) + u(t), k = 1 : n ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ψ(0, ξk ) = 0, n  ∂t (H(∂t ) u) (t) γ(ξk ) μkn ψ(t, ξk ) ⎪ ⎪ ⎪ k=1 ⎪ n ⎪  ⎪ ⎪ ⎩ +( μkn ) u(t). k=1



Note that when operator H(∂t ) is not pseudodiﬀerential, namely when some delay-type behaviors are present, the function γ necessarily veriﬁes (Montseny, 2007):



3. OPTIMAL IDENTIFICATION OF THE γ-SYMBOL In this section, we focus on the problem of identiﬁcation of a convolution operator: u −→ y = H(∂t )u,



(11)



where the symbol H(p) is supposed to verify the hypothesis of theorem 3. For simplicity, we present formal developments only; more details will be found in a further paper. We denote by μ the γ-symbol of H(∂t ), as deﬁned in section 2. The problem then consists of identifying μ from the data u and y ∗ , this last term denoting the measurement of y, in general sullied by some additive noise. Given a suitable γ, we consider the diﬀusive realization (8,7) of H(∂t ) and we denote ψu the solution of (8). By deﬁning Au the following linear operator: Au : μ → μ, ψu  , we obviously have: y = Au μ. Given suitable Hilbert spaces E, F (not speciﬁed here), we consider the problem: 2



min Au μ − y ∗ F , μ∈E



the solution of which is classically given by: μ∗ = A†u y ∗



(12)



A†u



denotes the pseudo-inverse of Au where (A. Ben-Israel, 2003). So, in the sense of the hilbertian norm of F , the estimation μ∗ of μ is optimal. From the numerical point of view, after suitable time discretization and approximation of μ such as described in section 2, we have: (Au μ)i =



n 



μkn ψ(ti , ξk );



k=1



then the operator Au can be expressed as a matrix (ψu (ti , ξk ))i=1:m,k=1:n and its pseudo-inverse is classically expressed 4 (with m  n): A†u = (A∗u Au + I)−1 A∗u . Remark 5. Recursive formulations of (12) can be established under the form (see (G. Garcia, 1998)): μ∗t = μ∗t−Δt + Kt−Δt (y ∗ − Au μ∗t−Δt )|[0,t] ;



ξ→±∞



such formulations allow real-time identiﬁcation (or even the pursuit of μ in case of slowly varying operators Q(t, ∂t )).



3 This convergence mode means that γ ˜n|K − γ|K → 0 and   − γ → 0 uniformly on any bounded set K. γ ˜n |K |K



4 As usual,  is a small positive parameter devoted to numerical conditioning.



lim Im(γ(ξ)) = ±∞ and ∃a < 0, Re(γ(ξ))  a.



4. APPLICATION TO THE IMPEDANCE OF AN ABSORBENT MATERIAL



erator Q(∂t ) at point x = 1. The 1D problem of acoustic waves propagation can then be written as 5 :



First, let us present the physical problem under consideration. In order to reduce the noise generated by aircraft motors, the use of absorbent coverings is an eﬃcient solution. For particular cases where stringent thermal or mechanical constraints are present, such as in hot zones of motors, porous metallic materials have been proposed and studied (Gasser, 2003), (P.-A. Mazet, 2005). Due to the complex structure of such materials, the generated acoustic impedances are non rational and complex functions of the frequency with unavoidable delay behaviors due to the presence of propagating waves in such media. In addition, their analytic determination is diﬃcult and possibly poorly reliant. So, experimental measurements followed by identiﬁcation processes remain necessary when accurate models are expected to carry out numerical simulations. In this way, it becomes possible, for a given material, to numerically compute the aeroacoustic ﬁeld in a motor cavity equipped with absorbent walls in aim of evaluating the amount of noise reduction. Fortunately, the impedance of an homogeneous 2D coating does not depend on the surface parameterization variables and therefore, at least for high frequencies, it can be identiﬁed from physical measurements relating to a small sample of the material (see ﬁgure 1). In the sequel, we show how the method introduced in section 4 can be implemented on such a problem.
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Absorbent material sample



∂t2 P = ∂x2 P + v ⊗ δ0



∂x P|x=1 = Q(∂t ) ∂t P|x=1 .



(14)



Finally the acoustic pressure is measured at a point xm : y = P (t, xm ). (15) Then, the identiﬁcation problem is to build an approximation of operator Q(∂t ) from the data y and v (note that in practice, the measurement y can be perturbed by an additive white noise, not explicitly speciﬁed here). Let us compute the expression of the operator P (., 0) → y, denoted by K(∂t ). For that, we must compute the reﬂexion coeﬃcient at x = 1 for any frequency ω. Let ϕ an harmonic solution of (13) with v = 0. It can be expressed as ϕ = ϕi + ϕr where ϕi denotes an incident wave (propagating in the direction of increasing x) and ϕr the associated reﬂected wave (propagating in the sense of decreasing x), respectively given by: ϕi (t, ω, x) = eiω(t−x) , ϕr (t, ω, x) = k(ω) eiω(t+x) , where k(ω) is the reﬂexion coeﬃcient at frequency ω, depending on Q(iω). At point x = 1, the coeﬃcient k(ω) veriﬁes the impedance relation (14) which leads after simple computations to: k(ω) =



1 + Q(iω) −2iω e . 1 − Q(iω)



So we have:



y(t)



ϕ(t, ω, x) = (e−iωx +



Incident waves (from the source) Noise source



(13)



where P is the acoustic pressure and v⊗δ0 denotes the source at point x = 0, with v(t) a known timefunction. We have:



Reflected waves



Sensor



on x ∈] − ∞, 1],



v(t)



Fig. 1. Physical measurement for the identiﬁcation of the impedance of an homogeneous absorbing material. For simplicity of the analysis, we suppose that the problem described in ﬁgure 1 can be reduced to a 1D problem, which is legitimate if the source and the sensor are suﬃciently far from the absorbent sample. This will be suﬃcient to introduce the principle of the method. For a more realistic analysis, the 3D problem can be similarly treated up to technical adaptations. Under these conditions, the absorbent material sample can be summarized by an impedance op-



1 + Q(iω) iω(x−2) iωt e )e , 1 − Q(iω)



and then (from 15): K(iω) = e−iωxm +



1 + Q(iω) iω(xm −2) e . 1 − Q(iω)



On the other hand, the solution of (13) is classically given by: P (t, x) =



1 2



(∂t−1 v)(t − x);



by harmonic synthesis, the input-output relation v → y can therefore be made explicit in the time domain (τa denotes the translation operator f (t) → f (t − a)): y = 12 τxm ◦ ∂t−1 v + 12 M (∂t ) ◦ τ2−xm ◦ ∂t−1 v (16) 5



For simplicity the celerity has been taken equal to 1.



with: M (iω) :=



1 + Q(iω) . 1 − Q(iω)



(17)



density of Pride et al. and the eﬀective compressibility of Lafarge. These functions are expressed (Gasser, 2003):



By deﬁning the new data and notations: y˜ := y −



1 2 (τxm + τ2−xm ) v˜ := 12 τ2−xm v,



◦



1 2



ρeﬀ (iω) = eρ (1 + a (1+biωiω) )



∂t−1 v,



χeﬀ (iω) = eχ (1 − c



(∂t ) := M (∂t ) − 1, M we obtain the suitable relation: (∂t )˜ v y˜ = ∂ −1 ◦ M t



1 8μ 8μ ,a= , a = , P0 ρ0 Λ 2 ρ0 Λ2 1  1 γ−1 b= , b = , 0 < c = < 1, 2a 2a γ



Remark 6. A more precise analysis can be performed by replacing (13) by the 3D problem: ∂t2 P = ΔP + v ⊗ δ0 . By use of Green functions, similar (but more technical) computations can be achieved and (18) is obtained again while the expression of y˜ and v˜ involves more complex (but explicitly known) operators derived from the Green functions. 5. NUMERICAL EXAMPLE AND CONCLUSION We consider the porous material studied in (P.A. Mazet, 2005), (Gasser, 2003), the impedance of which has been analytically computed in (C. Casenave, 2007). This impedance is expressed:     χeﬀ (iω) tanh iω χeﬀ (iω) ρeﬀ (iω) , Q(iω) = ϕ ρeﬀ (iω) where ϕ = 3.33 and the functions ρeﬀ (iω) and χeﬀ (iω) are respectively the so-called eﬀective k



fk g k .



where e, ρ0 , P0 , μ, γ, α∞ , Λ, Λ are physical parameters with values Λ = Λ = 0.1 10−3m, ρ0 = 1.2 kg.m−3 , P0 = 105 Pa, μ = 1.8 10−5 kg.m−1 .s−1 , γ = 1.4, α∞ = 1.3, e = 5 10−2 m. From standard analysis, it can be shown that the analytic continuation of Q presents singularities which can be asymptotically localized near a vertical straight line (see ﬁgure 2): operator Q(∂t ) presents some underlying behaviors of delay type, inherited from propagative modes inside the porous material and from which result complex magnitude and phase variations of Q, making the identiﬁcation problem possibly sensitive or even ill-posed. 4
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and from elementary computations, we then deduce the following input-output state representation of operator w → Q(∂t ) w: ⎧ 1 1 γμ, ψ ⎪ ⎪ ⎪ ⎨ ∂t ψ = γ ψ − 2 μ, 1 + 1 + μ, 1 + 1 w, ψ0 = 0 ⎪ 1 γμ, ψ μ, 1 ⎪ ⎪ + w, ⎩ Q(∂t )w = 2 μ, 1 + 1 μ, 1 + 1 (19) which is exact (inﬁnitedimensional) if μ is the exact γ-symbol, and approximate (ﬁnitedimensional 6 ) if μ is the identiﬁed γ-symbol, of the form (10).







),



ρ = ρ0 α∞ , χ =



(18)



Let μ denote indiﬀerently the so-identiﬁed γ(∂t ). By symbol or the exact γ-symbol of ∂t−1 ◦ M considering the following relation deduced from (17): (iω) M Q(iω) = (iω) + 2 M



In that case, f, g =



1



with



on which we can directly apply the method presented in section 3 to identify the associated γsymbol.
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Fig. 2. Singularities of the symbol Q(p). In aim of highlighting the eﬃciency of the previously introduced method, we consider the problem of numerical identiﬁcation of such an operator Q(∂t ) under its state formulation (19) in the ideal situation described in section 4. The measurement data y ∗ = y + ε have been generated on t ∈ [0, T ] from accurate numerical simulation of (16), with v a gaussian white noise and ε an output gaussian white noise with signalto-noise ratio equal to 26 dB. The numerical parameters are Δt = 10−5 s, T = 0.05 s, ξmin = ξ1 = 103 rad/s, ξmax = ξn = 3 105 rad/s, ξk+1 = r ξk , k = 1 : n − 1, n = 100, ◦ γ(ξ) = |ξ| cos α + i ξ sin α, α = 100 .



The comparison between the exact 7 and identiﬁed frequency responses relating to the impedance Q(iω) is available in ﬁgures 3 and 4. As expected, the identiﬁcation is accurate in the frequency band [103 rad/s, 3 105 rad/s] covered by the set {γ(ξk )}k=1:n . We can note that identiﬁcation remains correct on the whole audio-frequency band, namely at low frequencies thanks to the asymptotically rational nature of Q(iω) which behaves like iω when ω → 0.
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In ﬁgure 5, we can see the graph of the identiﬁed (∂t ) and γ-symbol associated to operator ∂t−1 ◦ M from which is realized the operator Q(∂t ) via the input-output formulation (19). Beyond these quantitative results, we can add that this identiﬁcation method is robust with respect to the level of the perturbation noise ε, the time of measurements T and the dimension n of the identiﬁed model. This last essential property is a consequence of the fact that the poles γ(ξk ) of the identiﬁed transfer function are imposed a priori by the ξ-discretization of a suitable diﬀusive input-output model (namely (9)) mathematically well-posed and able to realize a wide class of operators in which belongs the non rational operator under consideration. It follows, thanks to the properties of diﬀusive representation, that the identiﬁed γ-symbol μ converges (in a sense + not precised here), when n → +∞, α → π2 , ξmin → 0+ , ξmax → +∞ and T → +∞, to the exact one, and so for the identiﬁed impedance Q(iω) in the sense of the Fr´echet space L2loc (Rω ). −2
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Fig. 3. Identiﬁed (—) and exact (- - -) and frequency responses of operator Q(∂t ). REFERENCES A. Ben-Israel, T N.E. Greville (2003). Generalized inverses: theory and applications. SpringerVerlag. New York, USA. A. Monin, G. Salut (Feb. 1996). Arma lattice identiﬁcation: a new hereditary algorithm. IEEE Transactions on Signal Processing, Vol.44, N. 2, pp 360-370. 7



Up to the numerical simulation errors, which are negligible in the frequency band under consideration.
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Fig. 4. Relative identiﬁcation error | Q−Q Q |. −4
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