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Abstract This paper presents a method for constructing optimal design of experiments (DoE) intended for building surrogate models using dimensionless (or non-dimensional) variables. In order to increase the fidelity of the model obtained by regression, the DoE needs to optimally cover the dimensionless space. However, in order to generate the data for the regression, one still needs a DoE for the physical variables, in order to carry out the simulations. Thus, there exist two spaces, each one needing a DoE. Since the dimensionless space is always smaller than the physical one, the challenge for building a DoE is that the relation between the two spaces is not bijective. Moreover, each space usually has its own domain constraints, which renders them not-surjective. This means that it is impossible to design the DoE in one space and then automatically generate the corresponding DoE in the other space while satisfying the constraints from both spaces. The solution proposed in the paper transforms the computation of the DoE into an optimization problem formulated in terms of a space-filling criterion (maximizing the minimum distance between neighboring points). An approach is proposed for efficiently solving this optimization problem in a two steps procedure. The method is particularly well suited for building surrogates in terms of dimensionless variables spanning several orders of magnitude (e.g. power laws). The paper also proposes some variations of the method; one when more control is needed on the number of levels on each nondimensional variable and another one when a good distribution of the DoE is desired in the logarithmic scale. The DoE construction method is illustrated on three case studies. A purely numerical case illustrates each step of the method and two other, mechanical and thermal, case studies illustrate the results in different configurations and different practical aspects.
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1 Introduction to surrogate models and dimensional analysis With the continuous increase in the processing power and the diversification of computer simulation software, ranging from finite element to Multiphysics system simulation, the systems being simulated today are intensively growing in complexity. Although in the past the aim of the simulation was the verification of already designed systems and components, today it is used at almost every level of system design [1] such as performance analysis [2], preliminary design [3], real time simulation [4], etc. However, although for these tasks the simulation conveniently substitutes the traditional physical experiments, for



complex systems it may be still very demanding in time and computing effort. Usually the space to be covered by simulations is very wide (due to many varying parameters) or the time to run a single simulation is very long (e.g. CFD). Accordingly, surrogate models are often computed based on a limited number of numerical experiments with different input parameters. The design of experiments (DoE) thus still remains very important in the age of computer experiments [5]. When dealing with complex systems or components, metamodeling is often used for their macroscopic modeling. In engineering, metamodels, also called surrogate models, are mathematical relations aimed to substitute heavy detailed models such as finite elements models or complex lumped parameter models that usually involve many differential-algebraic equations (DAE). Their purpose is to replace computationally intensive models by approximate, but very light models. This is extremely useful especially during the tasks that require repeated simulations with different sets of parameters, e.g. optimization routines. By contrast to model reduction techniques which seek to obtain a light model by mathematical manipulation of the detailed physical equations [6]-[8], metamodeling is adjusting the parameters of the light model so that its response fits best to the simulation results obtained out of the detailed model [9] - [12]. Some common surrogate models are polynomial response surfaces, radial basis functions, kriging, artificial neural networks, etc. The inputs of these models are called the design parameters and the output(s) – the variable(s) of interest that depend on the input parameter(s). In order to reduce the number of input variables of surrogate models, several researchers proposed to use the Vaschy-Buckingham 𝜋 theorem [13] - [18] in order to construct the surrogate model in terms of non-dimensional (or dimensionless) parameters 𝜋 characterizing the system. This theorem states that a physical relation involving 𝑛 relevant physical variables, 𝑥1 , 𝑥2 , … , 𝑥𝑛 , can be rewritten in terms of a set of 𝑚 = 𝑛 − 𝑘 dimensionless variables (also called dimensionless numbers) 𝜋1 , 𝜋2 , . . . , 𝜋𝑚 constructed from the original physical variables [19] - [21]. Here 𝑘 is the number of independent physical units and 𝜋𝑖 𝑎 𝑎 𝑎 are groupings of input variables 𝑥𝑖 at particular powers 𝑎𝑖 : 𝜋𝑖 = 𝑥1 1 𝑥2 2 … 𝑥𝑛 𝑛 . Consequently, the dimensionless numbers don’t have physical units. Thus, besides reducing the size of the model, this strategy may enhance the robustness of the metamodel (with fewer inputs it may be easier to obtain a more robust model), reduces the size of the required DoE for metamodel construction, and also adds physical insight to the metamodel. The physical domains that enjoyed the most the use of dimensionless numbers are probably fluid dynamics and thermal transfer, although they are also used in many other physical domains but to a lesser extent. They gave birth to some well-known dimensionless numbers such as Reynolds number, Rayleigh number, Nusselt number, Prandtl number, etc. So far, some of the types of metamodels used in conjunction with dimensionless variables are polynomials [13], [18], sum of power laws [22] and variable power laws [23], [24]. Nevertheless, in many engineering domains (e.g. thermal and aircraft engineering) [25], chapter 5 in [27], one of the most used model shape for semi-empirical laws is the product of power laws. Scaling laws, which are often used in engineering [15], [28], are also examples of power laws. Therefore, in this case the regression of the numerical parameters of the model is carried out in logarithmic scale because it becomes linear. Another reason to perform the regression in logarithmic domain is that the dimensionless numbers often vary by several orders of magnitude for usual engineering applications. We will thus also consider the special case of DoEs in logarithmic scale in the context of dimensionless variables.



1.1 The challenge of Design of Experiments with design space transformation Constructing DoE plans for a model expressed in terms of dimensionless numbers appears to be more challenging than for a model expressed in terms of physical variables. Since the metamodel is expressed in terms of dimensionless variables, 𝜋𝑖 , instead of the physical ones, 𝑥𝑖 , for its construction we need a DoE



on dimensionless variables and not on physical ones. In order to increase the accuracy of the metamodel, the DoE in the dimensionless space should satisfy some distribution properties (e.g. space-filling). In this case, a straightforward solution would be to use a classical DoE owing such distribution properties directly on the dimensionless variables. Unfortunately, such a DoE would be useless because the numerical resolution by employing directly dimensionless variables is possible only in a limited number of industrial simulation tools. Numerical simulations of physical systems are almost always employing the physical variables. This means that one should construct a DoE in the dimensionless space, and then calculate the corresponding DoE for the physical variables in order to simulate the system. However, this cannot be implemented for two reasons. One difficulty lies in the fact that there are less dimensionless variables than physical variables. Therefor for a given DoE in the dimensionless space the DoE in the physical space is not unique. Although this may be considered as a nonissue (one can just pick a solution among the plethora of solutions), when considering domain limitations (constraints) it is very easy to get unfeasible solutions. In order to illustrate the challenge, let’s consider the problem of finding the bending stiffness of a rectangular beam for topologies where the geometrical assumptions of beam theory are not satisfied. Note that this problem has a trivial analytical solution but we will use it here only to illustrate the challenges involved. The stiffness of the beam, 𝐾 (unit [𝑁/𝑚]), depends on four physical variables: its geometrical dimensions, length – 𝐿 (unit [𝑚]), width – 𝑊 (unit [𝑚]) and high – 𝐻 (unit [𝑚]) and the Young’s modulus of the material 𝐸 (unit [𝑁/𝑚2 ]). Consider that we are interested in finding the relation that approximates the stiffness of a beam whose dimensions vary within a given domain, i.e. 𝐿 ∈ [𝐿𝑚𝑖𝑛 , 𝐿𝑚𝑎𝑥 ], 𝑊 ∈ [𝑊𝑚𝑖𝑛 , 𝑊𝑚𝑎𝑥 ] and 𝐻 ∈ [𝐻𝑚𝑖𝑛 , 𝐻𝑚𝑎𝑥 ]. Additionally, we also look only at beams with the aspect ratios varying within a given domain, i.e.
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∈ [𝑚𝑖𝑛, 𝑚𝑎𝑥] and similarly for . According to the 𝑊



Vaschy-Buckingham theorem, the problem can be expressed in dimensionless space as 𝜋0 = 𝑓(𝜋1 , 𝜋2 ) 𝐾



𝐻



𝐿



with 𝜋0 = 𝐸𝑊, 𝜋1 = 𝑊 and 𝜋2 = 𝑊. Thus, in order to find the function 𝑓 one should construct a DoE for the dimensionless variables 𝜋1 and 𝜋2 . However, in order to gather the data on which the regression will be carried out, a DoE for the physical variables 𝐻, 𝑊 and 𝐿 is also necessary. The straightforward solution would be to design the DoE for the dimensionless variables 𝜋1 and 𝜋2 which are bounded by their min/max limits, and then compute the corresponding DoE in the physical space, defined by the variables 𝐻, 𝑊 and 𝐿, for the simulation needs. If the function 𝑓 is a power law, which is often the case when we need to cover multiple orders of magnitude of the dimensionless parameters, then the considered DoE should be constructed in logarithmic scale. This enables to compute the parameters of the model by linear regression. By transforming the dimensionless numbers in the logarithmic scale we get: log 𝜋1 = log 𝐻 − log 𝑊



(1)



log 𝜋2 = log 𝐿 − log 𝑊



(2)



and



In order to illustrate the problem of unfeasible solutions that can be obtained by taking this approach, let us propagate the constraints of the physical domain in the dimensionless space. First, the min/max limits for 𝜋1 due to the min/max limits of the physical variables can be obtained from eq. (1) as: min log 𝜋1 = log 𝐻𝑚𝑖𝑛 − log 𝑊𝑚𝑎𝑥



(3a)



max log 𝜋1 = log 𝐻𝑚𝑎𝑥 − log 𝑊𝑚𝑖𝑛



(3b)



The same goes for the limits of 𝜋2 :



min log 𝜋2 = log 𝐿𝑚𝑖𝑛 − log 𝑊𝑚𝑎𝑥



(4a)



max log 𝜋2 = log 𝐿𝑚𝑎𝑥 − log 𝑊𝑚𝑖𝑛



(4b)



Additionally, since 𝜋1 and 𝜋2 are coupled by the width of the beam, 𝑊, there also may be some couplings between the limits of 𝜋1 and 𝜋2 . This coupling can be found by subtracting eq. (1) from eq. (2)which enables to determine the upper and lower frontiers of log 𝜋2 in function of 𝜋1 as: log 𝜋2 = log 𝜋1 + log 𝐿𝑚𝑎𝑥 − log 𝐻𝑚𝑖𝑛 = 𝑓(𝜋1 )



(5a)



log 𝜋2 = log 𝜋1 + log 𝐿𝑚𝑖𝑛 − log 𝐻𝑚𝑎𝑥 = 𝑓(𝜋1 )



(5b)



Note that the frontiers of 𝜋2 is not constant when 𝜋1 varies within its own min/max limits. The same holds true for the dimensionless variable 𝜋1 . The feasible domain in the dimensionless space is thus the intersection of the domain bounded by eqs. (3a) – (5b) with the one bounded by the min-max limits of dimensionless numbers 𝜋1 and 𝜋2 , as shown in Figure 1. Therefore, designing a DoE in the dimensionless space bounded only by min-max constraints on 𝜋 variables may give some points that do not satisfy the bounds of the physical variables 𝐿, 𝐻 and 𝑊. This may lead to nonrealistic physical configurations, or to difficulties in simulation, which may provide unreliable data for the regression process. (3𝑎)
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FIGURE 1. PROPAGATION OF THE CONSTRAINTS FROM PHYSICAL TO THE DIMENSIONLESS SPACE AND VICE- VERSA . T HE NUMBERS IN PARENTHESES REPRESENT THE REFERENCE OF EQUATION DESCRIBING THE LINE



The other way around is also conceivable, i.e. design a DoE in the physical domain and then compute the one corresponding to the dimensionless space. Since there are less dimensionless variables then physical variables, converting the DoE form the physical space to the dimensionless one is straightforward (there is a unique solution). However, designing a DoE in the physical domain bounded only by the min-max limits of the physical variables will bring the same problem as in the previous case, i.e. violation of the constraints in the dimensionless space, as illustrated in Figure 1. Additionally, the corresponding DoE in the dimensionless space will not have the desired distribution properties in order to achieve a good estimation of the function 𝑓(𝜋1 , 𝜋2 ). The third possibility would be to design the DoE in the dimensionless space by considering the min-max bounds on the 𝜋𝑖 variables and the constraints propagated from the bounds of the physical variables, like the eqs. (3a) – (5b). However, when the number of physical and dimensionless variables is large, propagating the constraints analytically from one domain to the other may be time consuming or even prohibitive. Moreover, in the general case, the physical variables can be bounded by nonlinear constraints which can be impossible to analytically propagate to the dimensionless space. And on the top of that, the solution uniqueness problem of the DoE in the physical space is not solved.



1.2 Aim and organization of the paper Many methods are currently available for constructing DoE in a physical design space with different distribution properties, as will be reviewed in the next section. However, to the best of our knowledge, there is no available approach that computes a DoE for two spaces, physical and dimensionless, by considering domain constraints in both spaces. Therefore this paper aims to propose a solution to this problem, which may occur in today’s engineering needs. The rest of this article is organized as following. In section 2 we give an overview of some of the common approaches for constructing design of experiments. In section 3 we first provide the general formulation for constructing optimal space-filling DoEs in non-dimensional space. Then we provide an efficient approach for solving the optimization problem involved in this formulation. We also provide declinations of the proposed method for cases when the user needs to specify the number of levels for each nondimensional variable and for cases where the DoE needs to be constructed in logarithmic scale. In section 4 we provide three application case studies for the proposed approach. Finally we provide concluding remarks in section 5.



2 Overview of Design of Experiments Many techniques are available for constructing a design of experiments. We will give here a brief overview of some commonly used techniques, then focus on space-filling design which is of particular interest for the present work. The full factorial design is among the most common and intuitive techniques for building a design of experiments. It consists in dividing each variable (or factor) into n levels, then constructing a point for every possible combination of the variable’s levels. The result can be seen as a regular grid (a hypercube beyond three factors) over the design domain. One of the advantages of this technique is that it samples all the corners of the design domain. The main drawback of full factorial designs in this situation is that the feasible domain of the study most often is not a hypercube, because of the constraints from physical domain, as illustrated in Figure 1. Fractional factorial designs have been developed to address the curse of dimensionality associated with full factorial designs, by considering only a fraction (or subset) of the full factorial design. Accordingly they lead to smaller sizes of the experimental design and are quite efficient for fitting first order polynomial response surface approximation to the data. However they are problematic when higher order polynomials are being sought including interaction terms. To address the construction of experimental designs for higher order polynomials, central composite designs (CCD) [29] and Box-Behnken designs [30] have been developed. Central composite design consist in fractional factorial designs to which central – facial points have been added to allow better estimation of the interaction effects. Box-Behnken designs are based on incomplete block designs. These types of DoE are better suited for experimental estimations in order to deal with the measurement noise and repeatability. Since for computer experiments the noise and repeatability are not an issue, optimal designs have been developed in this context. These designs typically optimize the statistical inference possibility given a certain model structure (for example a linear or polynomial model) or optimal space distribution to cover at best the design space [31]. For a detailed review of “X”-optimality criteria for polynomial response surfaces the reader is referred to [32]. In the context of fitting a surrogate model in terms of dimensionless parameters we are mainly interested in having good space-filling properties and being able to control the density of points in each variable. Accordingly we will briefly review some classical techniques for space-filling designs.



The space filling design problem has been well known and extensively studied in the applied mathematics community under the name sphere packing problem [33], [34]. It can be formulated as follows. Let us consider 𝑑𝑖𝑗 the Euclidien distance between any two points 𝑥 𝑖 and 𝑥 𝑗 : 𝑑𝑖𝑗 = ‖𝑥 𝑗 − 𝑥 𝑖 ‖2



∀ 𝑖, 𝑗 ∈ {1, . . , 𝑁}



(6)



The circle packing problem consists in maximizing the minimum distance between any two points as shown in eq. (7). Note that this is a non-convex optimization problem. Maximize 𝑥



Subject to



min [𝑑𝑖𝑗 ] 𝑖



(28)



𝐷1 1 > 𝐷2 3



(29)



Eq. (28) will constrain the DoE to avoid the superposition of the two holes (of diameters 𝐷1 and 𝐷2) while imposing a minimal amount of material in-between, whereas eq. (29) will avoid having unreasonable geometrical shapes of the rod. For this example, there are no additional constraints on the dimensionless numbers. As in the previous example, it is considered that a good distribution of the dimensionless space in logarithmic domain is needed. For this application, the optimization problem (18) becomes: Maximize



𝑧



∀𝑘 ∈ {1, . . ,27}



Subject to



𝑧 − 𝑑𝑖𝑗 ≤ 0



∀𝑖, 𝑗 ∈ {1, . . ,27}, 𝑖 < 𝑗



𝑧,𝐷1𝑘 ,𝐷2𝑘 ,𝑒𝑟𝑘 ,𝐿𝑘𝑟



𝐷1𝑘 +



10 ≤ 𝐷1𝑘 ≤ 50 10 ≤ 𝐷2𝑘 ≤ 50 5 ≤ 𝑒𝑟𝑘 ≤ 30 150 ≤ 𝐿𝑘𝑟 ≤ 300 𝑘 𝐷2 + 𝑒1𝑘 + 𝑒2𝑘 − 0.5𝐿𝑘𝑟 𝐷1𝑘 − 3𝐷2𝑘 < 0 𝐷2𝑘 − 3𝐷1𝑘 < 0



(30) 109 the flow is turbulent (in-between it is mixed convection). Therefore, in order to have consistent simulation results, different finite element models are needed for each situation (laminar or turbulent flow). Since the DoE often has a significant number of configurations to be simulated, the common practice is to launch them in batch mode. In this case a single parametric model is used where some of the physical variables are varied according to the DoE. As it can be seen from Figure 9, the problem with this is that a single model is used for different flow regimes. Thus, in the best case the simulation will fail for some configurations, and in the worst case the obtained simulation results will be wrong. Given the problems highlighted with the constructed DoE in the physical space, the other possibility is to build a DoE in the dimensionless space and then calculate an equivalent DoE in the physical space. Here



however, two other problems arise: (1) there is no lower bound for the Grashof number and (2) the points that will be placed outside the limits induced by the constraints from the physical domain will be unfeasible. Consequently, in order to satisfy the constraints form the physical and the dimensionless domains, the proposed solution solves a constrained optimization problem which considers both dimensional and non-dimensional constraints simultaneously.



TABLE 3. DOMAIN OF DEFINITION OF PHYSICAL VARIABLES FOR THE THERMAL EXAMPLE
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FIGURE 9. D OE IN THE DIMENSIONLESS SPACE CORRESPONDING TO A FULL- FACTORIAL D OE IN PHYSICAL SPACE



By applying the proposed method on this application, the optimization problem (18) becomes: Maximize 𝑧,𝐿𝑘 ,𝐷𝑘 ,Δθk



Subject to Constraints on physical variables Constraints on dimensionless variables



𝑧



∀𝑘 ∈ {1, . . ,9}



𝑧 − 𝑑𝑖𝑗 ≤ 0 ∀𝑖, 𝑗 ∈ {1, . . ,9}, 𝑖 < 𝑗 0.1 ≤ 𝐿𝑘 ≤ 0.5 0.1 ≤ 𝐷𝑘 ≤ 1 50 ≤ Δ𝜃𝑘 ≤ 100 𝐿𝑘 − 3𝐷𝑘 ≤ 0 0.5𝐷𝑘 − 𝐿𝑘 ≤ 0 𝑔𝛽𝜌2 ΔθD3k − 109 𝜇2 ≤ 0



(32)



with 𝑑𝑖𝑗 defined as in eq. (15) where 𝑃𝑘 = (log10



𝐿𝑘 𝐷𝑘



, log10



𝑔𝛽𝜌2 Δθk 𝐷𝑘3 𝜇2



) , ∀𝑘 ∈ {1, … , 9}. Note that in this



example the index 𝑘 does not appear at the exponent in order not to confuse with 𝐷 3 in the definition of the Grashof number. After application of the proposed procedure to compute an initial guess and solving the optimization problem (32), the obtained initial and optimized DoE are plotted in Figure 10. In this example, for the initial guess the distribution indicator is 𝑄 ≈ 0.33 whereas for the optimized DoE it is 𝑄 ≈ 7𝑒 − 2, which indicate a clear improvement over the initial guess. The obtained DoE obviously satisfies the constraints from both spaces, physical and dimensionless.
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FIGURE 10. DOE FOR THE THERMAL EXAMPLE: INITIAL GUESS AND OPTIMIZED As in the previous example, we tested the impact of the proposed DoE on the model accuracy by comparison with an LHS design on the physical variables. The projection of the LHS design in the dimensionless space is illustrated in Figure 10. Its distribution quality coefficient is 𝑄 ≈ 1.1 and it can be visually noted that the only a small fraction of the domain of interest is covered. This time, only 4 points out of 9 satisfy the constraints on the dimensionless space, represented in Figure 9. As stated before, a constant power law is well suited for this component. Accordingly we considered a surrogate under the form 𝜋0 = 𝑘𝜋 𝑎 𝐺𝑟 𝑏 . An overview of the errors obtained by the models built on these two DoE is given in Table 1. The conclusions are similar to the previous case: (1) the proposed DoE enables to control the size of the desired DoE without losing points that do not satisfy the constraints from both domains and (2) the accuracy of the model built using the proposed DoE exhibit better accuracy over the entire domain in comparison with classical DoE that don’t provide good distribution in the dimensionless space.



TABLE 4: O VERVIEW OF MODEL ACCURACY FOR THE THERMAL CASE STUDY WHEN USING PROPOSED AND CLASSICAL DOE Model using LHS DoE



Model using proposed DoE



Size of the DoE satisfying the constraints/desired size of DoE



4/9



9/9



Maximal relative prediction error at the points of the DoE that served for surrogate construction



1%



4%



Maximal relative prediction error at the points of the validation set



10%



5%



5 Conclusions This paper first introduced the problem of constructing a DoE for applications where the searched model uses dimensionless variables as inputs of the model. It was shown that building a DoE in one domain, (physical or dimensionless) and computing the corresponding DoE in the other domain is often problematic due to the constraints from both spaces. The paper proposed a solution to this problem by formulating the computation of the DoE as an optimization problem and providing an approach for efficiently solving the problem. The proposed method gives: (1) a DoE for the dimensionless space that optimally fills the dimensionless domain and satisfies the constraints from both spaces, and (2) the corresponding DoE in the physical domain which should be used to set up the simulations. The optimality criterion of the distribution used during the optimization is the maximization of the minimal Euclidian distance between any two points of the DoE. In order to assess the distribution of the obtained DoE after the optimization, a quantitative indicator was proposed. This indicator is very useful for cases when the DoE is 3-dimensional and above, when it is difficult or even impossible to visually assess the quality of the distribution. The proposed DoE is particularly relevant for constructing surrogates in terms of dimensionless variables that span over several orders of magnitude (e.g. power laws). Additionally, two declinations of the method were outlined for situations when (1) the logarithmic scale is better suited for the DoE and (2) when the user needs to control the number of levels on one or each axis (factor). The application of the method was illustrated on three examples, a purely numerical and two real world cases. The numerical example served to illustrate the proposed method step-by-step whereas the next two examples highlighted the situations that can be encountered in engineering applications and the results that can be obtained by the proposed method. References [1] VDI, Design methodology for mechatronic systems. Düsseldorf. [2] Catalina T, Virgone J, Blanco E (2008) Development and validation of regression models to predict monthly heating demand for residential buildings. Energy and Buildings 40:1825-1832 [3] Forrester AIJ, Sóbester A, Keane AJ (2008) Engineering Design via Surrogate Modelling. Wiley [4] Pereira FC, Antoniou C, Fargas JA, Ben-Akiva M (2014) A Metamodel for Estimating Error Bounds in Real-Time Traffic Prediction Systems. IEEE Transactions on Intelligent Transportation Systems 15(3):1310-1322 [5] Santner TJ, Williams BJ, Notz WI (2013) The design and analysis of computer experiments. Springer Science & Business Media. [6] Benner P, Gugercin S, Willcox K (2015) A survey of projection-based model reduction methods for parametric dynamical systems. SIAM review 57(4):483-531 [7] Chinesta F, Huerta A, Rozza G, Willcox K (2016) Model Order Reduction: a survey. Wiley
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