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Abstract In this paper we prove the (constant) competitiveness of an online algorithm for scheduling jobs on multiple machines, supporting a mechanism of penalties for the scheduler/operator. Our context (online, multiple machines, supporting parameterizable penalties) is more general than in previous existing works. The main contribution of our paper is the (non trivial) analysis of our algorithm. Moreover, with our parameterizable penalties, the operator can find a trade-off between the attractiveness of its system and its own profit (gained with non canceled scheduled jobs). Keywords: online scheduling, weight maximization, competitive ratio, penalties.
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Introduction



Most of the scheduling techniques are offline, i.e. needs the entire instance to be known in advance. However, in many situations the scheduler does not have this full information and discovers the jobs one by one. When a job is revealed, the scheduler must decide: schedule or reject it. This is why online algorithms have been proposed. As the optimal schedule is often impossible to obtain, an online algorithm is evaluated by comparing the value of its schedule (depending of the parameter to optimize) to the value of an optimal offline schedule. The ratio of these two values is called competitive ratio (see [6]). In this sub-domain of (online) scheduling, many works are devoted to systems with only one machine. In this particular case, there is no parallelism and the analytical comparison between the optimal schedule and the constructed one is easier. Moreover, most of previous works do not penalize an algorithm which cancels already scheduled jobs for more profitable ones. In this paper, we propose a penalty model where the scheduler is penalized when he cancels already accepted jobs.



In spite of these three difficulties (online, multiple machines, penalties) we propose a non trivial analysis of a (natural) online algorithm for multiple machines having a constant competitive ratio. In the rest of the paper we define the exact model we consider, describe our algorithm and interpret our competitive analysis. Then in the main part of the paper, we prove the competitiveness of our method. As the proof is tricky, we first describe the main steps and then give the full proof.



Our model. We consider the problem of scheduling independent jobs submitted online by clients to an operator (scheduler) managing a set of k ≥ 1 identical machines. Each job is a triplet Γ = (r, d, p), where r denotes its release date, d its deadline and p ≤ d − r its processing time and its weight (w(Γ) = p). When a job is revealed by a client, the operator can reject it (and it is lost) or schedule it. The operator gains a profit of w(Γ) = p units (of money for example) if it schedules a job Γ = (r, d, p) (i.e. if the job is executed without interruption on one machine during p units of time between the dates r and d). The last possibility is when Job Γ = (r, d, p) is scheduled and later canceled by the operator (for example to schedule a “more interesting job” on the same machine). In this case, the operator is penalized since: (1) he does not gain w(Γ) and (2) he must pay a penalty equals to βp units of money to the canceled client. The weight of a schedule is the total weight of all scheduled (and not canceled) jobs minus the penalties (See Definition 1 for a proper definition of the weight including penalties). This notion of penalty (via the value of parameter β) can be used to balance the fairness of the system between the operator trying to maximize his profit and the clients trying to obtain a resource. Our objective is to maximize this total weight with penalties (i.e. by taking into account the penalties of canceled jobs). To measure the quality of online algorithms, we use the standard definition of competitive ratio including the weight penalties (see Definition 2).



Comparison with previous works. There has been extensive research on online scheduling (see for example [1, 2, 3, 4, 7, 9, 8, 10, 11, 12, 13, 14, 15, 16, 17]). Recently, Fung [8] and Zheng et al. [17] introduced penalties in the context of online jobs (p ≤ d − r) scheduling. Their context is very closed to ours but their results are restricted to systems with only one machine (see Table 1). To the best of our knowledge, we propose the first analytical results for the general problem of scheduling jobs online on parallel machines with cancelation penalties. In Table 1 we summarize the differences between our online scheduling model and previous ones: For each reference we indicate if it is restricted to intervals (i.e. the particular case where p = d − r) or not (i.e. the general case of jobs where p ≤ d − r), if it is restricted to a single machine (k = 1) or not (the general case of parallel machines k ≥ 1), if penalties are considered or not and the weight model. Ref. This paper [4, 7] [15]



Jobs/Int. jobs intervals jobs



Machine k≥1 k≥1 k≥1



Penalties yes no no



[9, 16]



intervals



k=1



no



[1, 10] [12, 14]



jobs



k=1



no



[8, 17]



jobs



k=1



yes



Weight w(σ) = p w(σ) = p w(σ) = 1 w(σ) = 1 or w(σ) = f (p) w(σ) = 1 or w(σ) = p w(σ) = p or w(σ) = f (p)



The  weight with penalties of a schedule S is then wp (S) = σ∈S wp (σ). Definition 2 (Competitive ratio) Let Γ1 , . . . , Γi , . . . be any online sequence of jobs. Let A be any online algorithm returning at each step i a valid schedule S of {Γ1 , . . . , Γi } and let S ∗ be a valid schedule of {Γ1 , . . . , Γi } optimal for the weight (i.e. a schedule of maximum weight). Algorithm A has a competitive ratio c (or is c − competitive) for the weight with penalties if c · wp (S) ≥ w(S ∗ ). The objective is to construct a final schedule with the minimum competitive ratio. We underline the fact that we use w(S ∗ ) instead of wp (S ∗ ) in Definition 2 because no cancellations occur when we consider the optimal offline solution S ∗ . Algorithm A. We present a natural online method of weight maximization. Let α > 1 be any constant chosen by the operator at the beginning of the execution. In the following, we will fix α to optimize the competitive ratio of A. The main idea of the algorithm is to schedule the new revealed job Γ on a machine if its weight is α times greater than the sum of the weights of the already scheduled jobs that must be canceled to schedule Γ on this machine. We now describe Algorithm A for our context of parallel machines. Algorithm A Let k be the number of machines and S be the current schedule. Let Sj (1 ≤ j ≤ k) be the sub-schedule of S on machine j. Let Γ = (r, d, p) be the new revealed job. I F there is a machine j such that there exists an interval  σ ⊆ [r, d[ of length p satisfying w(σ) ≥ α σ ∈Sj and σ ∩σ=∅ w(σ  ) T HEN cancel (if necessary) intervals σ  and schedule Γ as interval σ on machine j E LSE reject Γ.



Table 1. Our results versus previous ones
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Definitions



In order to define more formally the competitive ratio for our problem, we first introduce what we call the weight with penalties. Let Γ = (r, d, p) be the new job revealed. If the operator chooses to schedule it, he must: (1) choose an interval σ (of length p, between dates r and d) and (2) choose a machine to schedule σ. If this machine already contains executed jobs during (intersecting) Interval σ, the operator cancel them. If W is the total weight of these canceled jobs, then, the operator pays a penalty of βW . Definition 1 (Weight with penalties) Let β ≥ 0 be any fixed constant of penalty. Let Γ be the new revealed job scheduled as Interval σ, of weight w(Γ) = w(σ). The weight with penalties of Γ is  w(σ  ) wp (Γ) = wp (σ) = w(σ) − β · {σ  : σ  is cancelled by σ}
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Main result



Theorem 1 Let β ≥ 0 be any constant of penalty. Let α > β + 1 be any constant fixed by the operator at the beginning ofthe execution of Algorithm A. Algorithm   β 1 A is (2α + 3) 1 + α−β + α−β−1 - competitive for the weight with penalties, i.e. for every online sequence Γ1 , . . . , Γi , we have:    1 β + (2α + 3) 1 + wp (S) ≥ w(S ∗ ) α−β α−β−1



Where S is the current schedule and S ∗ is the maximum weight schedule that can be obtained from the set of jobs {Γ1 , . . . , Γi } Illustration and comments of Theorem 1: We recall that the constant of penalty β represents for the operator the cost associated to the cancellation of a job (proportional to the sum of the weights of canceled jobs). For instance: • If β = 0: No penalty has to be paid when a job is canceled. The competitive ratio is then ≈ 13.32 (the min  1 ). imum value of Function α → (2α + 3) 1 + α−1 • If β = 0.2: The operator has to pay a penalty of 20 % of the sum of the weights of canceled jobs. The competitive ratio is then ≈ 14.63 (the minimumvalue 0.2 1 ). + α−1.2 of Function α → (2α + 3) 1 + α−0.2 The value of β must be chosen by the operator according to two aspects: the worst case profit he wants to ensure (i.e. the value of the competitive ratio) and the attractivity for clients in terms of offered compensation (See Table 2). With our result, the operator can choose/tune β in order to find the right balance between a good competitive ratio and a good attractivity. β c



0 13.32



0.2 14.63



1 20.14



5 55.77



10 90.38



100 810.04



Table 2. The competitive ratio c of A as a function of β
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Proof of Theorem 1 Sketch of the proof



As the proof of Theorem 1 is long, tricky and involves a lot of technical objects, we first give in this section the sketch of the proof with references to the lemmas and definitions useful to understand the main ideas of the complete proof of Section 4.2. We underline the fact that this proof is rather technical because we consider in the same model jobs with non tight release dates and deadlines, revealed online in a system composed of parallel machines. In order to prove the competitiveness of Algorithm A, we have to compare wp (S) (the weight with penalties of the schedule constructed by Algorithm A) with w(S ∗ ) (the weight of an optimal solution). To do that, we have to compare the weight of the jobs in the current schedule S and the best possible schedule that could have been constructed with the jobs of S but also with the jobs rejected by A and the ones canceled by A. These last ones do not appear in S, this means that they do not increase the benefit but, in fact,



decrease this benefit since the operator has to pay penalties. Hence, these jobs are important for the analysis. According to the description of the algorithm, we call accepted a job that has not been rejected when it was revealed. Note that such a job may appear in S or may have been later canceled. First step: comparison between w(E(σ)) and w(σ) In order to compare wp (S) with w(S ∗ ), we start by proving the following result on one machine. We split Sj∗ (the subschedule of S ∗ on machine j) in two sub-schedules (See Definition 6): • Sj∗A is the set of jobs of Sj∗ accepted by Algorithm A. • Sj∗B is the set of jobs of Sj∗ rejected by Algorithm A. We start by comparing the weight w(σ) of each job σ in Sj∗B with the weight w(E(σ)) of its “associated zone” E(σ), which is a well chosen sub-set of the set of jobs accepted by Algorithm A on machine j (See Definition 5). Then, by using the fact that Algorithm A rejects Job σ if and only if the weight of its associated zone is at least equal to w(σ) α , we obtain (See Lemma 1): α · w(E(σ)) ≥ w(σ)



(1)



Second step: comparison between w(Tj ) and w(Sj∗B ) Inequality (1) compares the weight of one job in Sj∗B (rejected by the algorithm) with the weight of one sub-set of the set of jobs accepted by Algorithm A on machine j. In the second step of the proof, we use this first result in order to compare the weight of all the jobs in Sj∗B with the weight of the union of the sub-sets of jobs (called Tj ) accepted by Algorithm A on machine j. Thus, by using (1) and other arguments, we obtain (See Lemmas 2, 3 and 4): (2α + 2)w(Tj ) ≥ w(Sj∗B )



(2)



Third step: comparison between w(T ) and w(S ∗ ) We now compare the weight of all the jobs accepted by Algorithm A on any machine (this set of jobs is denoted by T ) with the weight of an optimal schedule on k machines (denoted by S ∗ ). By using (2) and other arguments involving the jobs of Sj∗A (for each machine j), we obtain (See Lemma 5): (3) (2α + 3)w(T ) ≥ w(S ∗ ) Fourth step: comparison between wp (S) and w(T ) Inequality (3) compares the weight of an optimal schedule S ∗ with the weight of all the jobs accepted by Algorithm A. Now, to prove the competitiveness of Algorithm A, we have to compare the weight with penalties wp (S) of jobs scheduled by Algorithm A with the weight of S ∗ . To obtain this final result, let us first compare wp (S) with the weight of T (the set of all the jobs accepted by Algorithm A), by paying now a special attention to the jobs in T that have



been canceled. Indeed, as we mentioned above these canceled jobs are not in S (the schedule constructed by Algorithm A) and lead to penalties. By using the definition of the weight with penalties and the fact that in the algorithm each set of canceled jobs σc is replaced by a new job σ such that w(σ) ≥ α · w(σc ) (See definition of Algorithm A), we obtain (See Lemma 6):   1 β + 1+ wp (S) ≥ w(T ) (4) α−β α−β−1 Final step: comparison between wp (S) and w(S ∗ ) Combining inequalities (3) and (4) lead to the final result (See Theorem 1):   1 β + (2α + 3) 1 + wp (S) ≥ w(S ∗ ) α−β α−β−1



4.2



1. If there is σ  = [a , b [ ∈ Ij such that σ  ∩ σ = ∅ and a < a − αp , then Z(σ) = a − αp , a + p . 2. Else, if there is σ  = [a , b [ ∈ Ij such σ  ∩ σ =  ∅   that p   and a − α ≤ a < a, then Z(σ) = a , a + p + αp .   3. Else Z(σ) = a, a + p + αp . Let E(σ) = {σ  ∩ Z(σ) : σ  ∈ Ij }. For every σ  ∈ Ij , we call σ  ∩ Z(σ) ∈ E(σ) the truncated interval associated to σ  , where σ   Z(σ) (i.e. σ  = σ  ∩ Z(σ)). Remark: We underline the fact that for every interval σ, we have w(Z(σ)) = p + αp = 1 + α1 w(σ) and for every interval σ  ∈ E(σ), we have σ  ⊆ Z(σ). Figure 1 illustrates Definition 5.



The complete proof



We now formally prove Theorem 1. In the following, for every j (1 ≤ j ≤ k), we denote by Sj (resp. Sj∗ ) the sub-schedule of S (resp. S ∗ ) of machine j. In order to prove Theorem 1, we need first the following definitions, using the standard definition of weight (we do not need right now the weight with penalties). Definition 3 (Weight of a set of intervals) The weight of a set of intervals I = {σ1 , . . . , σn } is equal to w(I) =  σ∈I w(σ) (we underline the fact that two intervals of I may intersect, since I is not necessarily a valid schedule). Definition 4 (Weight of the union of intervals) The weight of the union of intervals σ = < b < a < [a1 , b1 [ ∪ [a2 , b2 [ ∪ · · · ∪ [ap , bp [ (with a 1 1 2 p b2 < · · · < ap < bp ) is equal to w(σ) = n=1 (bn − an ). Remark: in the following, we often use the classical mathematical union. We underline   the difference between  {σ} and σ. Indeed, σ∈I σ∈I {σ} is a set of inter σ∈I vals, whereas σ∈I σ is an interval (a potentially discontinuous one). It means that if we consider intervals σ1 = [0, 2[, σ2 = [1, 4[, σ3 = [5, 10[ and the set of intervals I = σ2 , σ3 }, we have σ∈I {σ} = { [0, 2[, [1, 4[, [5, 10[ } {σ1 , and σ∈I σ = [0, 4[ ∪ [5, 10[. Thus, according to Definitions



4, we have : w(I) = 2 + 3 + 5 = 10 and  3 and w σ∈I σ = 4 + 5 = 9. Definition 5 (Set Ij , Zone Z(σ) and Set E(σ)) Let α > 1 be a constant. Let Γ be a job scheduled in the optimal schedule on machine j (1 ≤ j ≤ k) as interval σ = [a, b[ ∈ Sj∗ , and rejected of machine j by Algorithm A (we recall that w(Γ) = w(σ) = p = b − a). Let Ij be the set of (disjoint) intervals intersecting σ and scheduled on machine j when Γ has been rejected. Interval Z(σ) is the associated zone to σ and is defined in the following way:



a σ∈



σ



b



Sj∗



σ1



σ2



σ3



σ4



Ij = {σ1 , σ2 , σ3 , σ4 } intervals of machine j intersecting σ



Z(σ) a−



a+p=b



p α



 Zone Z(σ) = a −



σ1



p ,a α



σ2



 +p



σ3



σ4



Set E(σ) = {σ1 , σ2 , σ3 , σ4 } of intervals included in Z(σ) from Ij (with σ2 = σ2 , σ3 = σ3 , and σ1 , σ4 truncated)



Figure 1. Illustration of Z(σ) and set E(σ) for case 1 of Definition 5



Definition 6 (The sub-schedules Sj∗A and Sj∗B ) Let Sj∗A the sub-schedule of Sj∗ (Sj∗A ⊆ Sj∗ ) containing the jobs scheduled in S ∗ on machine j and accepted (potentially later canceled) by A (on any machine). Let Sj∗B be the sub-schedule of Sj∗ (Sj∗B ⊆ Sj∗ ) containing the jobs scheduled in S ∗ on machine j and rejected by A when they have been revealed. Let us notice that Sj∗A and Sj∗B are a partition of Sj∗ .



on the right, because it can not be truncated on the left). Moreover, as σ2 ∈ E(σ) and α > 1, we have α · w(E(σ)) > w(E(σ)) ≥ w(σ2 ) = b2 − a2 > b − a = p = w(σ). – Otherwise, there exists an interval truncated on the right σ2 = [a2 , b2 [. Thus, we have b2 = a1 +p+ αp . As σ2 is a truncated interval and as σ2 ∩ σ = ∅, we have a2 < b = a + p and thus:



We recall that α > 1 is a constant chosen by the operator at the beginning of Algorithm A. To prove Theorem 1, we first need the following Lemmas.



w(σ2 ) ≥ w([a + p, a1 + p + = a1 + p +



Lemma 1 For every j (1 ≤ j ≤ k) and every σ ∈ Sj∗B , α · w(E(σ)) ≥ w(σ).



⇒



α · w(E(σ)) ≥ w(σ)



3. By Definition 5, all the remaining cases lead to  Z(σ) = a, a + p + αp . As there exists a truncated interval σ2 = [a2 , b2 [∈ E(σ), we have: w(σ2 ) ≥



• If Ij  E(σ). Three cases may happen: 1. By Definition 5, if there exists σ1 = [a1 , b1 [∈ Ij such that σ1 ∩ σ = ∅ and a1 < a − αp , then Z(σ) = a − αp , a + p . Thus, we have:



p α



(because in this case, σ2 is truncated and we have b2 = a + p + αp and σ2 ∩ σ = ∅) ⇒ α · w(E(σ)) ≥ w(σ)



p α



(because σ2 ∈ E(σ) and p = w(σ))



(with σ2 an interval truncated from σ1 and we have a2 = a − αp and σ2 ∩ σ = ∅) α · w(E(σ)) ≥ w(σ)



(because σ2 ∈ E(σ) and p = w(σ)) 2. By Definition 5, if there exists σ1 = [a1 , b1 [ ∈ Ij such that σ1 ∩ σ = ∅ and a − αp ≤ a1 < a, then Z(σ) = a1 , a1 + p + αp . As σ1 ∩ σ = ∅, we have: w(σ1 ) ≥ w([a1 , a[) = a − a1



p α



w(σ2 ) + w(σ1 ) ≥



• If Ij ⊆ E(σ), by definition of A, as Γ has been rejected from machine j, we have α · w(Ij ) ≥ w(σ) ⇒ α · w(E(σ)) ≥ w(σ) (because Ij ⊆ E(σ)).



⇒



p p − a − p = a1 − a + (6) α α



As we know that we have w(E(σ)) ≥ w(σ2 )+w(σ1 ) (because σ1 is not truncated), by summing (5) and (6), we obtain (we recall that p = w(σ)):



Proof. Let Γ be the job scheduled in the optimal schedule as interval σ = [a, b[ ∈ Sj∗B on machine j. As σ is in Sj∗B , Γ has been rejected by Algorithm A when it has been revealed. It means that Γ has not been scheduled on machine j. By definition of A, there exists Ij (where Ij is a set of disjoint intervals, scheduled on machine j when Γ has been rejected) such that the following property holds (otherwise, A would have scheduled job Γ on machine j):



w(σ2 ) ≥



p [) α



(5)



Moreover, as Ij  E(σ), there exists a truncated interval and two sub-cases may happen: – If there exists a truncated interval σ2 = [a2 , b2 [ coming from σ1 ∈ Ij , we have a2 = a1 and b2 > b (because σ2 is truncated







Definition 7 (The Sub-set Sj∗R minimal for inclusion) For every j (1 ≤ j ≤ k), Sj∗R is a sub-set of Sj∗B minimal for inclusion if it satisfies: Z(σ) = Z(σ) σ∈Sj∗R



σ∈Sj∗B



and ∀σ  ∈ Sj∗R ,







Z(σ) =



σ∈(Sj∗R \{σ  })



σ∈Sj∗B



Lemma 2 For every j (1 ≤ j ≤ k), we have: w(Sj∗B ) ≤



α+1 w(Sj∗R ) α



Z(σ)



Proof. w(Sj∗B )



⎛ =







w⎝



Proof. Property (a) is trivial. If the following property ∀i, 1 ≤ i ≤ n − 2, bi ≤ ai+2 holds, then property (b) holds. That is why we prove this new property in the following. Let us suppose, by contradiction, that there exists i, 1 ≤ i ≤ n − 2, such that ai+2 < bi . Let bmax = max{bi , bi+1 , bi+2 }. Three cases may happen:



⎞ σ⎠



σ∈Sj∗B



≤



(because ∀σ, σ  ∈ Sj∗B ⊆ Sj∗ (σ = σ  ), we have σ ∩ σ  = ∅) ⎛ ⎞ w⎝ Z(σ)⎠



• If bmax = bi , as ai ≤ ai+1 ≤ ai+2 , we have ai ≤ ai+2 ≤ bi+2 ≤ bi . This means that [ai+2 , bi+2 [ ⊆ [ai , bi [. Thus, Sj∗R is not minimal; contradiction.



σ∈Sj∗B



=



• If bmax = bi+1 , as ai ≤ ai+1 ≤ ai+2 , we have:  ai ≤ ai+1 ≤ ai+2 < bi ≤ bi+2 ≤ bi+1 or ai ≤ ai+1 ≤ ai+2 ≤ bi+2 ≤ bi ≤ bi+1



(because by definition of Z(σ), w(σ) ≤ w(Z(σ))) ⎞ ⎛ Z(σ)⎠ w⎝



This means that [ai+2 , bi+2 [ ⊆ [ai+1 , bi+1 [. Thus, Sj∗R is not minimal; contradiction.



σ∈Sj∗R



≤



∗R (because by definition   of Sj , we have σ∈Sj∗B Z(σ) = σ∈Sj∗R Z(σ) )  w(Z(σ)) σ∈Sj∗R







=



1+



1 α



 



• If bmax = bi+2 , as ai ≤ ai+1 ≤ ai+2 , we have: ⎧ ai ≤ ai+1 ≤ bi+1 ≤ ai+2 < bi ≤ bi+2 ⎨ or ai ≤ ai+1 ≤ ai+2 ≤ bi+1 ≤ bi ≤ bi+2 ⎩ or ai ≤ ai+1 ≤ ai+2 < bi ≤ bi+1 ≤ bi+2



w(σ)



This means that [ai+1 , bi+1 [ ⊆ [ai , bi [ ∪ [ai+2 , bi+2 [. Thus, Sj∗R is not minimal; contradiction.



σ∈Sj∗R



(because by definition of Z(σ),



∀σ ∈ Sj∗B , w(Z(σ)) = 1 + α1 w(σ))



 



In order to prove Lemma 3, we need the following definition. Definition 8 (Intervals sorted by increasing left borders) For every j (1 ≤ j ≤ k),  {[a1 , b1 [, [a2 , b2 [, . . . , [an , bn [ } is the set of intervals of σ∈S ∗R {Z(σ)} sorted by increasing j left borders (i.e. such that a1 ≤ a2 ≤ · · · ≤ an ). We define Pj1 ⊆ Sj∗R and Pj2 ⊆ Sj∗R the two sets of intervals satisfying: {Z(σ)} = {[a1 , b1 [, [a3 , b3 [, . . . , [a2i+1 , b2i+1 [, . . . } σ∈Pj1



(the set of “odd” zones) and {Z(σ)} = {[a2 , b2 [, [a4 , b4 [, . . . , [a2i , b2i [, . . . } σ∈Pj2



(the set of “even” zones). Lemma 3 For every j (1 ≤ j ≤ k), we have: (a) Pj1 ∪ Pj2 = Sj∗R (b) for all σa , σb in Pj1 (resp. Pj2 ) such that σa = σb , Z(σa ) ∩ Z(σb ) = ∅



In order to prove Lemma 4, we need the following definition. Definition 9 (The set of intervals Tj ) For every machine j (1 ≤ j ≤ k), let Tj be the set of intervals associated to all the jobs accepted by Algorithm A on machine j, including the intervals coming from jobs scheduled and later on canceled. Lemma 4 For every j (1 ≤ j ≤ k), we have:



Proof.



(2α + 2)w(Tj ) ≥ w(Sj∗B )  By Lemma 1, we have α σ∈S ∗R w(E(σ)) ≥ j



w(Sj∗R ). By Lemma 2, we obtain:  w(E(σ)) ≥ w(Sj∗B ) (α + 1)



(7)



σ∈Sj∗R



By Lemma 3, there exists Pj1 and Pj2 such that for every σa = σb in Pj1 (resp. Pj2 ), Z(σa ) ∩ Z(σb ) = ∅ and Pj1 ∪   Pj2 = Sj∗R . Thus, σ∈P 1 Z(σ) (resp. σ∈P 2 Z(σ)) is a j j set of disjoint intervals. Thus, by definition of E(σ) and Tj , we obtain:   w(E(σ)) and w(Tj ) ≥ w(E(σ)) w(Tj ) ≥ σ∈Pj1



σ∈Pj2



By summing these two inequalities, we obtain: 2w(Tj ) ≥



 σ∈Pj1







w(E(σ)) +



w(E(σ))



(8)



σ∈Pj2



Moreover, as Pj1 ∪ Pj2 = Sj∗R , we have: 



w(E(σ)) +



σ∈Pj1



 σ∈Pj2







w(E(σ)) ≥



w(σ  ) = wp (σ  ) + β · w({σ  : σ  cancelled by σ  }) (10) w(E(σ)) (9)



σ∈Sj∗R



k j=1



Thus, we obtain: wp (σ  ) ≥ (α − β) · w({σ  : σ  cancelled by σ  }) (11)



By (7), (8) and (9) we obtain (2α+2)w(Tj ) ≥ w(Sj∗B ).  Lemma 5 We have w(S ∗ ) ≤ (2α + 3)



Let p(σ) be the smallest integer such that fσ (p(σ)) = ∅. For every l, 1 ≤ l ≤ p(σ), for every σ  ∈ fσ (l − 1), by definition of Algorithm A, we have w(σ  ) ≥ α · w({σ  : σ  cancelled by σ  }). Moreover, by definition of wp (the weight with penalties β), we have:



w(Tj ).



By summing this inequality for each interval in fσ (l − 1), we obtain:  wp (σ  ) ≥ σ  ∈fσ (l−1)



⎛



Proof. k • If w(S ∗ ) ≤ (2α + 3) j=1 w(Sj∗A ). By definition  of Sj∗A , ∀σa ∈ Sj∗A , ∃σb ∈ 1≤j≤k Tj such that σa and σb comes from the same job Γ (w(σa ) = w(σb )). k k Thus, we have j=1 w(Sj∗A ) ≤ j=1 w(Tj ). Thus, k we obtain w(S ∗ ) ≤ (2α + 3) j=1 w(Tj ). k • If w(S ∗ ) ≥ (2α + 3) j=1 w(Sj∗A ). By definition of Sj∗A and Sj∗B , we have Sj∗A ∩ Sj∗B = ∅ and Sj∗A ∪ Sj∗B = Sj∗ . Thus, we have: k w(Sj∗A ) + j=1 w(Sj∗B ) ∗ k ) ∗B w(S ∗ ) ≤ w(S j=1 w(Sj ) 2α+3 +   k 1 ∗B 1 − 2α+3 w(S ∗ ) ≤ j=1 w(Sj ) k ∗B w(S ∗ ) ≤ 2α+3 j=1 w(Sj ) 2α+2 k w(S ∗ ) ≤ (2α + 3) j=1 w(Tj ) (by Lemma 4)



w(S ∗ ) = ⇒ ⇒ ⇒ ⇒



k



(α − β) · w ⎝







⎞ {σ  : σ  cancelled by σ  }⎠



σ  ∈fσ (l−1)







⇒



wp (σ  ) ≥ (α − β) · w(fσ (l))



σ  ∈fσ (l−1)



wp (fσ (l − 1)) ≥ (α − β) · w(fσ (l)) (by definition of fσ (l))



⇒



By summing all these inequalities for l, 1 ≤ l ≤ p(σ), we obtain: 



p(σ)−1



j=1







p(σ)



wp (fσ (l)) ≥ (α − β)



l=0



w(fσ (l))



l=1







p(σ)



⇒



wp (σ) +







p(σ)



wp (fσ (l)) ≥ (α − β)



l=1



w(fσ (l))



l=1



(because fσ (0) = {σ}) 



p(σ)



⇒



w(fσ (l))



l=1



 Let us recall that wp is the notation used for the weight with penalties (see Definition 1).



wp (σ) ≥ (α − β − 1)



(because ∀σ  , w(σ  ) ≥ wp (σ  )) ⇒



p(σ)  wp (σ) + w(σ) ≥ w(fσ (l)) α−β−1 l=0



Lemma 6 For every j (1 ≤ j ≤ k), we have:   1 β + 1+ wp (Sj ) ≥ w(Tj ) α−β α−β−1



⇒



• fσ (l) =







   σ  ∈fσ (l−1) {σ : σ cancelled by σ }







p(σ)



≥



Proof. For every σ ∈ Sj , for every l ≥ 0, we recursively define the set of intervals fσ (l) ⊆ Tj in the following way: • fσ (0) = {σ}



(because fσ (0) = {σ})     wp (σ) σ : σ can+ wp (σ) + β · w -celled by σ α−β−1 w(fσ (l))



(by (10))



l=0



⇒



p(σ)  wp (σ) wp (σ) + wp (σ) + β · ≥ w(fσ (l)) α−β−1 α−β l=0



(by (11))



References



By summing this inequality for each interval in Sj ,    and as Tj = σ∈Sj 0≤l≤p(σ) fσ (l) , we obtain:  1+



1 β + α−β α−β−1



≥  ⇒







wp (σ)



σ∈Sj



 p(σ) 



w(fσ (l))



σ∈Sj l=0



β 1 1+ + α−β α−β−1







wp (Sj ) ≥ w(Tj ) 



We are now able to prove Theorem 1. Proof of Theorem 1. k (2α + 3) j=1 w(Tj ) ≥ w(S ∗ ) (by Lemma 5)  k  β 1 wp (Sj ) + α−β−1 ⇒ (2α + 3) j=1 1 + α−β ≥ w(S ∗ )



⇒



5







(2α + 3) 1 +



β α−β



+



1 α−β−1







(by Lemma 6) wp (S) ≥ w(S ∗ ) 



Conclusion and perspectives



In this paper we studied a scheduling model including many features: the jobs are revealed online, the system is composed of many machines and the scheduler is subject to penalties when he cancels jobs. Despite these difficulties, we adapted a natural algorithm and proved that it has a constant competitive ratio. Moreover, by tuning the penalty factor β, one can balance the ”relative power” between the clients and the operator/scheduler. The proof of the competitiveness of the algorithm was done by comparing the constructed schedule and the optimal one. The ratio we obtained is probably not tight. However, establishing lower bounds for a competitive ratio in a system with more than one machine is a very hard task (we do not know such results for our weight model, even if we do not consider penalties). Moreover, we suppose that improving the ratio can probably only be done with others proof techniques. A last perspective would be to consider more general weight functions. Note that our model (weight equal to p) is equivalent (i.e. with the same algorithm and competitive ratio) to models with weights equal to τ p (with τ a constant). An interesting generalization would be to obtain similar results with a class of functions of p as large as possible.
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