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On the Maximum Arc Length of Monotonic Functions Marc Del´eglise and Andrew Markoe May 29, 2013 Abstract We revisit a problem solved in 1963 by Zaanen & Luxemburg in this monthly: what is the largest possible length of the graph of a monotonic function on an interval? And is there such a function that attains this length? This is an interesting and intriguing problem with a somewhat surprising answer, that should be of interest to a broad spectrum of mathematicians starting with upper level undergraduates. The proof given by Zaanen & Luxemburg is very short and elegant but not accessible to an undergraduate. We give here a longer, but elementary, proof.
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Introduction.



This article concerns a simply stated but fascinating problem in analysis. The problem concerns monotonic functions, which are functions that are either nonincreasing or nondecreasing. Problem (Arc Length Problem). Let [a, b] be a closed interval. What is the maximum arc length that can be attained by a monotonic function f : [a, b] → [f (a) , f (b)]? Is there a function that attains this maximum? This problem was solved by A. C. Zaanen and W. A. J. Luxemburg [3], [4] in 1963. The problem was also mentioned by P. R. Halmos in an interesting article about teaching mathematics [1, p. 467]. Although Zaanen and Luxemburg stated their theorem only in the continuous case, we believe that their proof is valid, without modification, in the case of a discontinuous monotonic function. The proof given here applies to this general case.
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Notation and Prerequisites.



The minimum prerequisite for reading this paper is to know the definition of Lebesgue measure on the real line, which we denote by `, and the definition and elementary properties of sets of measure zero, which we also call null sets. Recall that a statement is said to be true almost everywhere if it is true on the complement of a set of measure zero. The elementary properties of null sets that we require are: 1. The union of countably many sets of measure zero is of measure zero. 2. A subset of a set of measure zero is of measure zero. The length of a measurable subset of the line is its Lebesgue measure, and in particular the length of an interval I = [a, b] is ` (I) = b − a. Definition 2.1. A function f : [a, b] → R is said to be nondecreasing if x < y =⇒ f (x) ≤ f (y) for all x, y ∈ [a, b]. Reversing the second inequality defines a nonincreasing function. We say that a function is monotonic if it is either nondecreasing or nonincreasing. If the inequality f (x) ≤ f (y) is strict, f (x) < f (y) for all x, y ∈ [a, b], then we say that f is strictly increasing Definition 2.2. A partition of an interval [a, b] of R is a finite increasing sequence (x0 , x1 , x2 , . . . , xn ) where n is an arbitrary positive integer and x0 = a and xn = b. A subinterval of a partition is of the form [xj−1 , xj ]. Definition 2.3. Let f be a function defined on the interval [a, b]. If X = (x0 , x1 , x2 , . . . , xn ) is a partition of [a, b], then we let λf (X) =



n q X



(xj − xj−1 )2 + (f (xj ) − f (xj−1 ))2 .



j=1



The arc length of the function f : [a, b] → R is defined as Λf (a, b) = sup λf (X) where the supremum is taken over all the partitions X of [a, b]. If I = [a, b] we also write Λf (I) for Λf (a, b). If there is no confusion we drop the subscript f from the notation. Definition 2.4. A function f : [a, b] → R is said to be of bounded variation if it is the difference of two nondecreasing functions.
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It can be shown that Λf (a, b) is finite, if and only if f is of bounded variation. In particular Λf (a, b) is finite for each nondecreasing function f . Proposition 3.1 gives an effective prove of this result. It can be shown that arc length is additive: If c ∈ [a, b], then Λf (a, b) = Λf (a, c) + Λf (c, b) .



(2.1)



We use Lebesgue’s theorem on the derivative of a monotonic function, Fubini’s theorem on term by term differentiation of an infinite series, and the elementary theory of interval functions. Although we state these results, theorems 1, 2, and 3, without proof, the interested reader may find a short and beautiful treatment of these topics in only 19 pages in the book of F. Riesz and B. Sz.-Nagy [2, pages 3 - 21]. Theorem 1 (Lebesgue). A monotonic function has a finite derivative almost everywhere. Theorem 2 (Fubini). Let fn be a sequence of nondecreasing functions such that the series ∞ X fn (x) s (x) = n=1



is pointwise convergent on the interval [a, b]. Then has a finite derivative almost everywhere. Moreover the series may be differentiated term by term in the sense that the equation ∞ X s0 (x) = fn0 (x) n=1



is true almost everywhere. The theory of interval functions is a useful tool that leads easily to important results in other areas such as Riemann integration, total variation, and arc length. This theory was in vogue in the early twentieth century, but it has lately fallen into obscurity. Definition 2.5 (Interval Functions). An interval function is a real valued function defined on the family of closed subintervals of a fixed closed interval [a, b]. A simple example is f [c, d] = d − c for every closed interval [c, d] contained in [a, b]. By convention, if a ≥ b, then we let f [a, b] = −f [b, a]. Definition 2.6 (Integral of an Interval Function). A real number I is the R integral of an interval function f on [a, b], denoted by f [a, b], if for every ε > 0 there is a δ > 0 such that for every partition x0 , x1 , . . . , xn of [a, b] with maximum subinterval length < δ it is true that X n f [xj−1 , xj ] − I < ε. (2.2) j=1 3



Example 2.1 (An interval function with all nonnegative terms and with integral equal to zero). q Let f be a function of bounded variation on [a, b]. Define g [c, d] = 2



2



Λf (c, d) − (d − c) + (f (d) − f (c)) . The integral of g is zero, because X n g [xj−1 , xj ] − 0 j=1 X n q X n 2 2 Λf (xj−1 , xj ) − = (xj − xj−1 ) + (f (xj ) − f (xj−1 )) . j=1 j=1



By additivity of arc length (2.1),



n P



Λf (xj−1 , xj ) = Λf (a, b) and thus the



j=1



previous expression is n q X 2 2 Λf (a, b) − (x − x ) + (f (x ) − f (x )) j j−1 j j−1 . j=1 By the definition of arc length, for every ε > 0 we can find δ > 0 such that for every partition of [a, b] with maximum interval length < δ, n q X 2 2 Λf (a, b) − (xj − xj−1 ) + (f (xj ) − f (xj−1 )) < ε. j=1 R This shows that g [a, b] = 0. Definition 2.7 (Derivative of an Interval Function). We say that the interval function f is differentiable at c with derivative f 0 (c) if the limit f [c, x] x→c x − c



f 0 (c) = lim exists.



Theorem 3 (First Fundamental Interval Function Theorem). Let f be an interval function on [a, b] that satisfies the two conditions: 1. f has nonnegative values, and R 2. f [a, b] = 0. Then, the derivative of f is zero almost everywhere.
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Characterization of Monotonic Functions with Maximum arc length.



In this section we prove Theorem 4, stated and proved by Zaannen & Luxemburg’s in [3] and [4]. 4



Theorem 4. [Zaanen & Luxemburg] Let f be a continuous, monotonic function defined on the closed interval [a, b]. Then f has the maximum arc length (b − a) + |f (b) − f (a)| if and only if it has a zero derivative almost everywhere. Possibily replacing f by −f , it is sufficient to prove this theorem in the case of nondecreasing functions. Our proof is divided in a proof of sufficiency, Theorem 5, and a proof of necessity, Theorem 6. Proposition 3.1. Let f : [a, b] → R be a nondecreasing function. Then Λf (a, b) is bounded above by b − a + f (b) − f (a) and is bounded below by both b − a and f (b) − f (a). Proof. Let x0 , x1 , x2 , . . . , xn be a partition of [a, b]. By the triangle inequality and the hypothesis that f is nondecreasing, for each j, 1 ≤ j ≤ n, q 2 xj −xj−1 ≤ (xj − xj−1 )2 + (f (xj ) − f (xj−1 )) ≤ xj −xj−1 +f (xj )−f (xj−1 ). Adding these inequalities we get b−a≤



n q X



2



(xj − xj−1 )2 + (f (xj ) − f (xj−1 )) ≤ b − a + f (b) − f (a). (3.1)



j=1



Since Λf (a, b) is the least upper bound of n q X



(xj − xj−1 )2 + (f (xj ) − f (xj−1 ))



2



j=1



taken on all partitions of [a, b], by inequality (3.1) we obtain b − a ≤ Λf (a, b) ≤ b − a + f (b) − f (a). In the same way, starting from f (xj ) − f (xj−1 ) ≤



q



(xj − xj−1 )2 + (f (xj ) − f (xj−1 ))



2



we get f (b) − f (a) ≤ Λf (a, b). Proposition 3.2. Let f be a nondecreasing, continuous function defined on an interval [a, b] of R. If U is a set on which f has a zero derivative, then f (U ) is a null set. Proof. In the case where f is strictly increasing, the proof of theorem 3.2 is particularly simple. We define g = f −1 , the reciprocal function of f . If y = f (x) with x ∈ U , from f 0 (x) = 0 we deduce g 0 (y) = ∞ . Thus, for each y ∈ f (U ), g does not admit a finite derivative at y, and f (U ) is a subset of the set of points where g has no derivative. By Lebesgue’s theorem, this is a null set, and this ends the proof in this case. 5



In the case where f is not strictly increasing, we have to work a little more. Because f is nondecreasing and continuous, f −1 (y) is a closed interval for each y ∈ f ([a, b]), and we define a function g : [f (a), f (b)] 7→ [a, b] by g(y) = the right end point of the interval f −1 (y). We begin by proving the following properties of g. Property 1 : f (g(y)) = y for each y in [f (a), f (b)], by definition of g. Property 2 : g is strictly increasing. Let y1 < y2 . Suppose, by contradiction, that g(y1 ) ≥ g(y2 ). Then, since f is nondecreasing we may write y1 = f (g(y1 )) ≥ f (g(y2 )) = y2 , which contradicts y1 < y2 . Property 3 : If g is continuous at y, and y > f (a), then f −1 (y) = {g(y)}. By property 1, g(y) ∈ f −1 (y). By contradiction, let us suppose that f −1 (y) is not reduced to g(y). Then, by definition of g(y), there is some c ∈ [a, b] such that f −1 (y) = [c, g(y)], with c < g(y). Since f (a) < y we may choose an increasing sequence yn of points in [f (a), y) such that yn → y. Then g(yn ) → g(y), by continuity of g at y, and, for n sufficiently large, g(yn ) ∈ [c, g(y)] = f −1 (y). Thus yn = f (g(yn )) = y, which is a contradiction. Property 4 : If y ∈ f (U) \ f (a) then g is not differentiable at y. By contradiction, let us suppose g is differentiable at y. Then f is also differentiable at g (y) . This is because g is also continuous at y, and by property 3, f −1 (y) consists of a single point x = g (y). But y ∈ f (U ) and thus g (y) must be in U . By the hypothesis on U it follows that f must be differentiable at g (y). With the differentiability of g at y and f at g (y), we are justified in using the chain rule: 1 = (f ◦ g)0 (y) = f 0 (g(y))g 0 (y). (3.2) The left–hand side equals 1 because by property 1, f ◦ g is the identity function on [f (a), f (b)]. As we have already observed, g(y) = x ∈ U and hence f 0 (g (y)) = f 0 (x) = 0 by the hypothesis on U . This together with (3.2) , gives the contradiction 0 = 1. The proof of theorem 3.2 is completed as follows: since g is nondecreasing, by Lebesgue’s theorem, the set of points where g is not differentiable is a null set. By property 4, f (U ) \ f (a) is a subset of this set, thus, it is a null set. The singleton f (a) being also a null set, f (U ) is a null set. Theorem 5. If f is a nondecreasing, continuous, function defined on the closed interval [a, b] that has a zero derivative almost everywhere, then Λf (a, b) is equal to (b − a) + (f (b) − f (a)). Proof. By proposition 3.1, Λf (a, b) ≤ b − a + f (b) − f (a). It remains to prove the converse inequality. Before doing this we recall from theorem 3.2 that Fy = f −1 (y) is a closed interval. The lengths of these intervals form an uncountable positive family whose sum is convergent because the partial sums are bounded by b − a. Therefore, at most countably many of the intervals Fy have positive length.
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Choose any ε > 0. By the hypothesis that f 0 = 0 almost everywhere, there is a sequence (In ) of disjoint subintervals of [a, b] such that f has a zero derivative ∞ [ on U = [a, b] \ In , and n=1



∞ X



`(In ) ≤ ε.



(3.3)



n=1



We show that if n 6= m, then f (In ) ∩ f (Im ) and f (U ) ∩ f (In ) have measure zero. Suppose that y ∈ f (In ) ∩ f (Im ). Then ∃s ∈ In , t ∈ Im such that y = f (s) = f (t). Also, the distance between s and t is positive because In and Im are disjoint open intervals. This means that y ∈ f (Fy ) where the interval Fy has positive length. Because there are only countably many such intervals Fy , then there are only countably many y in f (In ) ∩ f (Im ). Thus the intersection has measure zero. The set f (U ) ∩ f (In ) has measure zero because it is a subset of f (U ), which has measure zero by proposition 3.2. Now, ∞ [ f (In ). [f (a), f (b)] = f ([a, b]) = f (U ) ∪ n=1



Therefore the length of [f (a), f (b)] is the linear Lebesgue measure of the set f (U ) ∪ f (In ). If this union were disjoint, then we could use the additivity of Lebesgue measure to find the length. However, in the weakly increasing case the union is not disjoint. But fortunately, there are only countably many pairwise intersections of the terms of the union, and we have shown that the Lebesgue measure of each intersection is zero. Therefore, the measure of the union will indeed be the sum of the measures of the terms. Therefore, f (b) − f (a) = ` (f ([a, b])) = ` (f (U )) +



∞ X



` (f (In )) .



n=1



P∞ By theorem 3.2, ` (f (U )) = 0 and hence f (b) − f (a) = n=1 `(f (In )). Because of the convergence of this series, there is some integer p such that p X



`(f (In )) ≥ f (b) − f (a) − ε.



(3.4)



n=1



After reindexing, if necessary, we can assume that the p intervals In = (an , bn ) in this sum are in increasing order. We then define V0 = [a, a1 ] , V1 = [b1 , a2 ] , V2 = [b2, a3 ] , . . . , Vp−1 = [bp−1 , ap ] , Vp = [bp , b]. We see that p [



[a, b] =



In ∪ Vj



(3.5)



n=1



and this union is disjoint. Thus p X j=0



`(Vj ) = b − a −



p X n=1
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`(In ) ≥ b − a − ε,



(3.6)



Pp since, from (3.3), n=1 `(In ) ≤ ε. From the disjoint union (3.5), using the additivity of arc length on disjoint intervals, theorem 3.1, inequality (3.4) and inequality (3.6) we get Λf (a, b) = ≥



p X n=1 p X n=1



Λf (In ) +



p X



Λf (Vj )



j=0 p X



`(f (In )) +



`(Vj ) ≥ f (b) − f (a) − ε + b − a − ε.



j=0



Since ε is an arbitrary positive number this proves that Λf (a, b) ≥ f (b) − f (a) + b − a and ends the proof of theorem 5. Remark 3.1. The hypothesis of continuity was used in two places. Once to apply Proposition 3.2, and once to guarantee that f ([a, b]) is an interval so that [f (a), f (b)] = f ([a, b]). Lemma 3.1. Let f be nondecreasing and suppose that the arc length of f is equal to (b − a)+(f (b) − f (a)) on an interval [a, b]. Let c < x in [a, b]. Then the length of f restricted to the subinterval [c, x] is equal to (x − c) + (f (x) − f (c)). Proof. Case 1: c = a. Suppose for contradiction that there were a point x in [a, b] such that Λ (a, x) were not equal to (x − a) + (f (x) − f (a)). By theorem 3.1, Λ (a, x) must be less than (x − a) + (f (x) − f (a)). Also by this theorem Λ (x, b) ≤ (b − x) + (f (b) − f (x)). Because arc length is additive, then the total arc length would satisfy Λ (a, b) = (b − a) + (f (b) − f (a)) | {z } by hypothesis



= Λ (a, x) + Λ (x, b) < (x − a) + (f (x) − f (a)) + (b − x) + (f (b) − f (x)) = (b − a) + (f (b) − f (a)) = Λ (a, b) . This gives the contradiction Λ (a, b) < Λ (a, b). Thus Λ (a, x) = (x − a) + (f (x) − f (a)). Case 2: a < c ≤ b. By the preceding equation with x = c, we obtain Λ (a, c) = (c − a) + (f (c) − f (a)). Thus Λ (c, x) = Λ (a, x) − Λ (a, c) = ((x − a) + (f (x) − f (a))) − ((c − a) + (f (c) − f (a))) = (x − c) + (f (x) − f (c)) .
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The next result shows how to calculate the limit of the ratio of arc length to abscissa length. This result may not be well known, although it is obvious if you draw a picture. The proof requires the theory of interval functions, their integrals, and derivatives as described in section 2. Lemma 3.2. Let f be a function of bounded variation on an interval I. Then for almost every c ∈ I, q Λf (c, x) 2 lim = 1 + (f 0 (c)) . x→c |x − c| q 2 2 Proof. Consider the interval function g (a, b) = Λf (a, b)− (b − a) + (f (b) − f (a)) . Because we defined g (c, x) = −g (x, c) it is easy to show that q 2 2 Λ (c, x) − (x − c) + (f (x) − f (c)) f g (c, x) = (3.7) x−c |x − c| for x 6= c. In example 2.1 we showed that g (a, b) has all nonnegative terms and its integral is equal to zero. By the first fundamental theorem of interval functions, the derivative of g exists almost everywhere with the value zero. By this and equation (3.7), for almost every c in I, we have q 2 2 Λf (c, x) − (x − c) + (f (x) − f (c)) g (c, x) = lim . (3.8) 0 = lim x→c x→c x − c |x − c| Let c be a point where f is differentiable. Then q s  2 2 2 (x − c) + (f (x) − f (c)) f (x) − f (c) lim = 1 + lim x→c x→c |x − c| x−c q 2 = 1 + (f 0 (c)) . Λ (c,x)



f Therefore if f is differentiable at c, and if equation (3.8) holds, then lim |x−c| = x→c q 2 1 + (f 0 (c)) . Because a function of bounded variation is the difference of monotonic functions, then the Lebesgue differentiation theorem implies that f is differentiable almost everywhere. Because the union of two measure zero sets has measure zero, then at almost every c in I, it is true that both (3.8) is valid and f 0 (c) exists. This proves that for almost every c q Λf (c, x) 2 lim = 1 + (f 0 (c)) . x→c |x − c|
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Theorem 6. If a nondecreasing function f defined on [a, b] has graph length (b − a) + (f (b) − f (a)), then f must have a zero derivative almost everywhere. q 2 Proof. By Lemma 3.2, lim Λ(c,x) = 1 + (f 0 (c)) for almost every c. By lemma |x−c| x→c



3.1, Λ (c, x) = (x − c) + (f (x) − f (c)). Hence, for almost every c, q Λf (c, x) (x − c) + (f (x) − f (c)) 2 1 + (f 0 (c)) = lim = lim x→c |x − c| x→c |x − c|   f (x) − f (c) = ± 1 + lim . x→c x−c Because the derivative of a monotonic q function exists almost everywhere, then 2 the preceding equation shows that 1 + (f 0 (c)) = ± (1 + f 0 (c)) for almost every c. Squaring this equation immediately shows that f 0 (c) = 0 for almost every c. It is not completely obvious that theorem 4 is not vacuous, ie that there exists continuous nondecreasing functions f defined on [a, b] satisfying f (b) > f (a) and whose derivative is almost everywhere zero. But it is not too hard to construct them using theorem 2. The function l in figure 1 is such a function. It is an example due to Riesz & Sz-Nagy. Thus, in spite of initial appearances,this function has maximal length. We refer the reader to [2, pp. 48, 49] for the precise construction and proof.



Figure 1: An increasing continuous function applying [0, 1] on itself, with a derivative which is almost everywhere 0. Its arc length has the maximum value 1+1=2 .
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The discontinuous case



We state in this section the more general form of Zaanen & Luxemburg’s Theorem, applying to every monotonic functions. Therefore we are interested in monotonic functions that may be discontinuous. The two curves at left of Figure 2 are the graphs of non decreasing functions g and f mapping 0 on 0, and 1 on 1. The function f is discontinous at 0, x1 = 0.2, x2 = 0.4, x3 = 0.7 and 1.



Figure 2: The graphs of g, f and the extended graph of f . The arc length of every monotonic function given by Definition 2.3, is a well defined real number. This could seem unnatural for a discontinuous function like f . But it will appear that this number has a very simple interpretation : it is the length of the continuous curve obtained from the graph of f by adding vertical line segments at the jump discontinuities. We call this curve the extended graph of f reading the two words as one, because this curve is no longer the graph of a function. The third curve on Figure 2 is the extended graph of f . We will use the classical decomposition of every monotonic function as the sum of a step–fonction, whose discontinuity points are the discontinuity points of f , which is called the jump function of f , and a continuous monotonic function, the continous part of f . Figure 3 shows the graphs of f , of its jump–function, and of its continuous part. The following definitions and results up to items 1 and 2 of Proposition 4.1 follow the text of the Riesz & Nagy’s book [2].



Figure 3: The fraphs of f , its jump function s and F = f − s. Definition 4.1. Let f be a nondecreasing function defined on [a, b]. If x > a the left jump Jf− (x) of f at x is Jf− (x) = f (x) − limt→x− f (t) 11



If x < b the right jump Jf+ (x) of f at x is Jf+ (x) = limt→x+ f (t) − f (x) We define Jf− (a) = Jf+ (b) = 0, and Jf (x) = Jf− (x) + Jf+ (x) for x ∈ [a, b]. We write J + (x), J − (x), J(x), omitting the f symbol when there is no ambiguity. Then f is continuous at x if and only if J(x) = 0, i.e., if and only if J − (x) = J + (x) = 0. The discontinuities of the function f of Figure 2 are : A positive right jump at 0, x1 , x2 and 1. A positive left jump at x2 , x3 and 1. Lemma 4.1. Let f be nondecreasing on [x, y], and x < t < y. The three numbers J + (x), J(t), J − (y)



are bounded above by



f (y) − f (x).



(4.1)



Proof. We prove the first statement, the others are similar. Because y > x and f is nondecreasing, then limt→x+ f (t) ≤ f (y). By definition J + (x) = limt→x+ f (t) − f (x) and hence J + (x) ≤ f (y) − f (x). Lemma 4.2. Let f be nondecreasing on [a, b] and a ≤ x < y ≤ b. The sum P J(t) is convergent, and x 0 be given. Because of the convergence of n=1 Fn0 (c), there exists an n such that |Fn0 (c)| < ε/2. By the definition of derivative, there is a γ such that Fn (x) − Fn (c) ε if |x − c| < γ then − Fn0 (c) < · (6.5) x−c 2 Let x ∈ [a, b] be such that |x − c| < min(γ, δn ). Then (6.4) and (6.5) are satisfied and, with |Fn0 (c)| < ε/2 we have f [c, x] Fn (x) − Fn (c) Fn (x) − Fn (c) 0 + |Fn0 (c)| < ε. ≤ ≤ − F (c) n x−c x−c x−c Since ε is arbitrary small, this proves that limx→c for every c ∈ C and this ends the proof.



f [c, x] = 0. Thus f 0 (c) = 0 x−c
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