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Abstract. This paper discusses the problem of training and testing automatic music instrument classification algorithms. Most articles evaluate the performance of these algorithms using self-classification, that is, the training and test groups are randomly selected from the same sound database. In 2003, Livshin and Rodet proposed the use of the Minus-1 DB evaluation method, demonstrating that it helps to solve the shortcomings of self-classification. This method presents, however, a major drawback: only those classes present in all the databases can be properly classified. In this paper we propose the use of a Leave Instrument Out strategy, which overcomes this problem.



INTRODUCTION Sound classification systems are based on the extraction of a set of signal-describing features from the signal (e.g. spectral centroid, short-time energy, etc.). These features feed a classification algorithm (e.g. multilayer perceptron, support vector machine, etc.), which decides the class the file belongs to based on a given taxonomy. This paper is centered on the problem of musical instrument classification, which has attracted great interest in the last years [1-7]. The goals of these systems are typically to classify individual musical instrument sounds of different pitch automatically into different groups depending on the instrument family they belong to or, in a more general way, to classify these sounds into several different classes, one for each musical instrument present in the sound database. The main problem when using automatic classification algorithms is that of being sure whether the system will be able to generalize, that is, to provide good results when new patterns are presented to it. The paper will be organized as follows. First, the evaluation methods will be described, jointly with their main drawbacks. Section 2 will introduce the proposed evaluation method, named "Leave Instrument Out". Section 3 will describe the setup used for the experiments, including the databases, the features and the classification algorithms used. Finally, Section 4 will present the results obtained comparing all the used methods. 1 PREVIOUS EVALUATION METHODS This section will briefly describe some of the evaluation methods that have been proposed in the literature in the past.



1.1 Self-classification Self-classification is probably the most widely used method in the sound classification literature. Figure 1 shows a graphical representation of this evaluation method. As it can be observed, only one database is used, and training and test sets are randomly selected out of this database. As it was demonstrated in [8], the results obtained using self-classification do not necessarily provide a good measure for the generalization abilities of the classification process. The problem arises from the fact that only those realizations of each instrument present in the database are considered to train the system. There is no evidence that the classifier will behave correctly when different realizations of the same instrument are presented to it. 1.2 Mutual classification In this case, two databases are used. One of them is used to classify the data in the other. Figure 2 shows a graphical representation of this method. This method overcomes many of the problems of selfclassification. This method is suitable to check the diversity of a database. Therefore it is possible to conclude how well a given database is suited for generalized classification. The main problem with this method is that it presents a worst-case scenario. 1.3 Minus-1 DB In this method, proposed in [1], several databases are used, each one classified by the rest joined together. While this method overcomes all the problems of the
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previous ones, it still presents a major drawback: only those musical instruments present in all the databases can be tested. Figure 3 shows a graphical representation of this method. 2 PROPOSED METHOD: LIO As it was mentioned above, in this paper, a new method is proposed, named "Leave Instrument Out" (LIO). The main objective of this method is to combine the potential of the Minus-1 DB method while avoiding the need to have all the instruments in all the databases. In this method, all databases are joined together. The classification algorithm is trained using all the data except that corresponding to one realization of a single instrument, which is used for testing. The process is then repeated as many times as instruments are in the database. This method allows obtaining results that can be considered as reliable enough since the classifier is tested with a realization of an instrument that has not been used for the training. Moreover, it is no necessary that all the instruments are present in all the databases. Therefore, it can be observed that all the drawbacks of the previous methods have been overcome.



Figure 3: Graphical representation of the Minus-1 DB method.



Figure 4: Graphical representation of the proposed LIO method.



3 EXPERIMENTAL SETUP A batch of experiments was carried out in order to evaluate the performance of each one of the considered evaluation methods. 3.1 Databases used



Figure 1: Graphical representation of the selfclassification method.



Figure 2: Graphical representation of the mutual classification method.



For the experiments, three different sound databases were used: • University of Iowa Musical Instrument Samples [9]. This database contains a total of 3147 musical samples corresponding to 10 different instruments in 4 families. • A subset of the McGill University Master Samples [10]. This database contains 809 musical samples corresponding to 4 different instruments of only one family. • UAH-LiU Instrument Samples. This is a database generated by the Universities of Alcalá and Linköping containing 8566 musical samples corresponding to 14 different instruments in 4 families. All the sound files are synthetic and have been generated using high-quality MIDI sound banks. Table 1 shows the number of files corresponding to each individual instrument available in each of the three databases considered. Note that not all the instruments are present in all the databases. This has been done intentionally, to make the
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differences among all the considered methods more evident. All the audio files were sampled with a sampling frequency equal to 44.1 kHz and 16 bits per sample. Iowa Bass Cello Viola Violin Bassoon Clarinet Flute Oboe Horn Sax Trombone Trumpet Tuba Piano



McGill



Strings 589 180 676 190 0 177 0 262 Woodwinds 122 0 258 0 428 0 104 0 Brass 96 0 384 0 230 0 0 0 0 0 Keyboards 260 0



UAHLiU 504 696 720 522 381 660 865 414 585 729 585 387 492



vectors grouped into C different classes. To obtain the class corresponding to a new observed vector X, the algorithm has simply to look for the k nearest neighbors to the test vector X, and weigh their class numbers they belong to, usually using a majority rule. Although it is possible to use different distance measures, most implementations employ a euclidean measure. To express this idea in a more formal way, let us consider a set of training vectors [x1, x2, ... , xL] with x i ∈ ℜ n organized into C different classes yi. Let



ℜ n (x) = x':|| x − x'|| ≤ r 2 be a ball centered on the € € €



1026



Table 1: Number of sound files corresponding to each instrument in the considered databases. 3.2 Feature extraction For the classification, two different sets of features were used: • Mel-Frequency Cepstral Coefficients (MFCCs). A total of 13 coefficients were extracted from each audio file. • Delta MFCCs, defined as: ΔX[k] = X[k + 2] - X[k - 2] where ΔX[k] represents the value of the Dekta MFCC coefficient for frame k, and X[k + 2] and X[k − 2] the MFCCs for frames k-2 and € € k+2. These features were extracted for each € frame, using a frame size of 40ms, and the classifier was finally fed € the mean value and the standard deviation of the with values for all the frames. Thus, a total of 26 different values are used for the MFCCs and another 26 for the DeltaMFCCs (mean value and standard deviation of the 13 coefficients). 3.3 Classification algorithm The classification will be performed using a k Nearest Neighbor (k-NN) algorithm. The k-nearest neighbor (k-NN) is a very simple, yet powerful classification algorithm. In order to understand it, let us assume that we have a training set with L



vector x in which lie k prototype vectors xi. The knearest neighbor classification rule is defined as q(x) = arg max v(x, y) , where v(x, y) is the number of prototype vectors xi with hidden state yi=y, which lie n in the ball x i ∈ ℜ (x) xi. For a general case, a validation set is needed to estimate € for k. In our case, in order to the best possible value avoid the need for this validation set, a 1-NN classifier €will be used. 4 RESULTS Using the database, features and classification algorithms described in the previous section, the results obtained when trying to classify the musical instruments using different evaluation methods were evaluated. 4.1 Self-classification Using the self-classification evaluation method, the results obtained using the three databases are shown in Table 2.



Probability of error



Iowa



McGill



10.3%



16.2%



UAHLiU 4.8%



Table 2: Probabilities of error obtained using the selfclassification method. 4.2 Mutual classification Table 3 shows the results obtained when using the mutual classification technique. The results are clearly worse than with the self-classification method, since now completely new realizations of the instruments are presented to the classifier for the test process. Moreover, the problem that arises in this case is that, for example, when the UAH-LiU database is used for testing, no trumpet sounds could have been used for training the classifier, therefore being impossible for the system to classify them correctly. This is what motivates that the UAH-LiU database is the most difficult for testing, since it contains several realizations of each instrument,
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and even some realizations of instruments that are not present in any other database. Test



Iowa



McGill



40.4% 69.8%



39.2% 59.3%



Train



Iowa McGill UAH-LiU



UAHLiU 76.6% 59.6% -



Table 3: Probabilities of error obtained using the mutual classification 4.3 Minus-1 DB Using the Minus-1 DB method proposed in [1], the results obtained are those shown in Table 4. The results are also worse from those obtained with the selfclassification method, since, as before, the classifier is tested with new realizations of the musical instruments not used for the training process.



Probability of error



Iowa



McGill



80.4%



73.5%



UAHLiU 82.6%



instrument. This makes the method immune to which individual instruments are present in each database while ensuring that the test results have been obtained with data that has not been used in the training process. REFERENCES [1] G. Peeters, “Automatic classification of large musical instrument databases using hierarchical classifiers with inertia ratio maximization”, in AES 115th Convention, 2003 [2]
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Table 4: Probabilities of error obtained using the Minus1 DB method. 4.4 Leave Instrument Out (LIO) Finally, using the proposed LIO method, the probability of error obtained is equal to 40.74%. This value is not as low as with the self-classification method, though also not as high as with the other two methods. The reason for this is that the classifier is being trained with plenty of information, while the testing process is done with completely new files, preserving the possibility of considering the results statistically valid. 5 CONCLUSIONS In this paper, we have proposed an alternative method for the evaluation of sound classification algorithms. The main problem with this kind of systems is that if they are trained with only one database, the results cannot be considered as representative enough to be generalized to other, new, databases. The solution to this is to introduce new realizations of the instruments in the test set. This can be done by means of the mutual classification or the Minus-1 DB evaluation methods. These methods, however, present the drawback of requiring that all the instruments should be available in all the databases in order to get reliable results. The proposed method, named Leave Instrument Out (LIO) tries to overcome all these problems by training the system with a wide range of sounds and testing it with a completely new realization of a musical
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