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Abstract This paper is devoted to the study of a resource-constrained scheduling problem, the Process Move Programming problem, which arises in relation to the operability of certain high availability real-time distributed systems. Informally, this problem consists, starting from an arbitrary initial distribution of processes on the processors of a distributed system, in ﬁnding the least disruptive sequence of operations (non-impacting process migrations or temporary process interruptions) at the end of which the system ends up in another predeﬁned arbitrary state. The main constraint is that the capacity of the processors must not be exceeded during the reconﬁguration. After a brief survey of the literature, we prove the NPhardness of the problem and exhibit a few polynomial special cases. We then present a branch-and-bound algorithm for the general case along with computational results demonstrating its practical relevance. The paper is concluded by a discussion on further research.  2006 Elsevier B.V. All rights reserved. Keywords: Combinatorial optimization; Scheduling; Branch and bound; Distributed systems; OR in telecommunications



1. Introduction Let us consider a distributed system composed of a set U of processors and let R denote the set of resources they oﬀer. For each processor u 2 U and each resource r 2 R, C u;r 2 N denotes the amount of resource r



q



This research was supported in part by ANRT grant CIFRE-121/2004. Part of this work was done while the third author was working at the Institute for Mathematics and its Applications (IMA), University of Minnesota, Minneapolis, USA. * Corresponding author. Address: Service d’architecture BSC (PC 12A7), Nortel GSM Access R&D, Parc d’activite´s de MagnyChaˆteaufort, 78928 Yvelines Cedex 09, France. Tel.: +33 1 69 55 41 18; fax: +33 1 34 85 14 73. E-mail addresses: [email protected] (R. Sirdey), [email protected] (J. Carlier), [email protected] (H. Kerivin), [email protected] (D. Nace). 0377-2217/$ - see front matter  2006 Elsevier B.V. All rights reserved. doi:10.1016/j.ejor.2006.10.011



R. Sirdey et al. / European Journal of Operational Research 183 (2007) 546–563 30 28 26 24 22 20 18 16 14 12 10 8 6 4 2 0



30 28 26 24 22 20 18 16 14 12 10 8 6 4 2 0



46



45



26



42 39



32



23



25



38



22



36



18



24 10



6



30



5



2



1



2



3



4



5



6



35



37



45



42



29



30 25 22



28 21



27 18



19



11 9



1



2



28 35



24



15



37



12 7



8



43



44



32



39



14



33



6



20



9



3



16



4



4



5



5 6



10



40 34



17 1



3



46



36



8 7



13



41



23 13



41



33



1



8



15



40 19



4



11 9



38



43 31



17



14 7



34 21



16



27 20



44



547



26 3



12



7



8



10 9



31



29 2 10



Fig. 1. Example of an instance of the PMP problem.



oﬀered by processor u. We are also given a set P of applications, hereafter referred to as processes, which consume the resources oﬀered by the processors. The set P is sometimes referred to as the payload of the system. For each process p 2 P and each resource r 2 R, wp;r 2 N denotes the amount of resource r which is consumed by process p. Note that neither Cu,r nor wp,r vary with time. Also, when jRj = 1, Cu,r and wp,r are respectively denoted Cu and wp (this principle is applied to other quantities throughout this paper). An admissible state for the system is deﬁned as a mapping f : P ! U [ fu1 g, where u1 is a dummy processor having inﬁnite capacity, such that for all u 2 U and all r 2 R we have X wp;r 6 C u;r ; ð1Þ p2P ðu;f Þ



where P(u; f) = {p 2 P : f(p) = u}. The processes in P ðf Þ ¼ P ðu1 ; f Þ are not instantiated, when this set is nonempty the system is in degraded mode. An instance of the Process Move Programming (PMP) problem is then speciﬁed by two arbitrary system states fi and ft and, roughly speaking, consists in, starting from state fi, ﬁnding the least disruptive sequence of operations at the end of which the system is in state ft. The two aforementioned system states are respectively referred to as the initial system state and the ﬁnal system state or, for short, the initial state and the ﬁnal state.1 Fig. 1 provides an example of an instance of the PMP problem for a system with 10 processors, one resource and 46 processes. The capacity of each of the processors is equal to 30 and the sum of the consumptions of the processes is 281. The top and bottom ﬁgures respectively represent the initial and the ﬁnal system states. For example, process number 23 must be moved from processor 2 to processor 6. A process may be moved from one processor to another in two diﬀerent ways: either it is migrated, in which case it consumes resources on both processors for the duration of the migration and this operation has virtually no impact on service, or it is interrupted, that is removed from the ﬁrst processor and later restarted on the other one. Of course, this latter operation has an impact on service. Additionally, it is required that the 1 Throughout the rest of this paper, it is assumed that P ðfi Þ ¼ P ðft Þ ¼ ;. When this is not true the processes in P ðft Þ n P ðfi Þ should be stopped before the reconﬁguration, hence some resources are freed, the processes in P ðfi Þ n P ðft Þ should be started after the reconﬁguration and the processes in P ðfi Þ \ P ðft Þ are irrelevant.
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capacity constraints (1) are always satisﬁed during the reconﬁguration and that a process is moved (i.e., migrated or interrupted) at most once. The latter constraint is motivated by the fact that a process migration is far from being a lightweight operation (for reasons related to distributed data consistency which are out of the scope of this paper), as a consequence, it is desirable to avoid processes hopping around processors. Throughout this paper, when it is said that a move is interrupted, it is meant that the process associated to the move is interrupted. This slightly abusive terminology signiﬁcantly lightens our discourse. Additionally, it is now assumed that jRj = 1, unless otherwise stated. For each processor u, a process p in P(u; fi)nP(u; ft) must be moved from u to ft(p). Let M denote the set of process moves. Then for each m 2 M, wm, sm and tm respectively denote the amount of resource consumed by the process moved by m, the processor from which the process is moved that is the source of the move and the processor to which the process is moved that is the target of the move. Lastly, S(u) = {m 2 M : sm = u} and T(u) = {m 2 M : tm = u}. A pair (I,r), where I  M and where r : M n I ! f1; . . . ; jM n Ijg is a bijection, deﬁnes an admissible process move program, if provided that the moves in I are interrupted (the interruptions are performed at the beginning) the other moves can be performed according to r without inducing any violation of the capacity constraints (1). Formally, (I, r) is an admissible program if for all m 2 MnI we have X X X wm 6 K t m þ wm0 þ wm0  wm0 ; ð2Þ m0 2I sm0 ¼tm



m0 2Sðtm ÞnI rðm0 Þ 0. Lemma 2 proves that it is initially the case. Assume this is true at a given iteration of the algorithm. Then if step (a) is executed new terminal strongly connected components may appear but all of these components are such that there exists a vertex v0 with K v0 > 0 (regardless of their cardinality). This is so because for each of the newly introduced components at least one move having its source and target respectively in and not in the component has been performed.
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Fig. 5. Illustration of the functioning of Algorithm 1.



If step (b) is executed, then new terminal strongly connected components may appear but they all contain only one vertex. This is so because assuming otherwise would contradict the fact that the removed eulerian subdigraph was maximal for it would mean that at least one cycle encounters at least one vertex of the subdigraph. h The following proposition is an immediate consequence of Lemmas 1 and 3. Proposition 5. If D is non-eulerian and strongly connected, Algorithm 1 outputs a zero-impact process move program. We are now able to solve the homogeneous case. Corollary 2. Assume that D is connected3 then, unless D is eulerian and Ku = 0 for all u 2 U, a zero-impact admissible process move program exists and can be found in polynomial time. Proof. If D is eulerian then we proceed as in the proof of Proposition 4. So let us assume that D is connected and not eulerian and let C1, . . . , Cn denote its strongly connected components (topologically ordered). Algorithm 1 considers the strongly connected components of D as implied by Proposition 3. Assume that jCnj > 1. If the transfer multigraph, say D0n , associated to the moves internal to Cn is not eulerian then Proposition 5  shows how to ﬁnd a zero-impact process move program. Otherwise if D0n is eulerian then d þ D0n ðvÞ ¼ d D0n ðvÞ 0 for all vertices of Dn however since D is connected then at least one vertex in Cn, say v0, is the head of an þ arc whose tail is not in Cn it follows that d  D ðv0 Þ > d D ðv0 Þ and, hence, that K v0 > 0. This provides a vertex from which an eulerian tour can be started. When the moves internal to Ci (i < n, jCij > 1) are considered then, since D is connected, at least one move with source in Ci and target not in Ci has been performed, therefore ensuring that one unit of load is free on at least one of the vertices of Ci. Let D0i denote the transfer digraph associated to the moves internal to Ci. It follows that a zero-impact process move program is given either by an eulerian tour (if D0i is eulerian) or by Proposition 5 otherwise. The claim follows from the fact that Algorithm 1 is clearly polynomial. h Fig. 5 illustrates the functioning of the algorithm. Initially, a maximal eulerian subdigraph rooted at 2 is chosen (dashed arcs). This is so because d+(2) < d(2). The moves are then performed in the reverse order of an eulerian tour on the subdigraph. After, this initial step, the remaining graph has two connected components ({2, 3} and {4, 5, 7, 8}) which can be considered independently. The latter is considered ﬁrst on the example. It has 3 strongly connected components ({4}, {7, 8} and {5}, in topological order). So {5}, the last, is considered ﬁrst and the move from 8 to 5 is scheduled, which frees one unit on 8 which is chosen as the root of the small maximal eulerian subdigraph (7 could have been chosen as well because d+(7) < d(7)). The remaining graph is acyclic so we are done. 3



If this assumption is not satisﬁed, then the argument can be repeated for each of the connected components of D.
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5. A branch-and-bound algorithm In this section, we present a branch-and-bound algorithm for the PMP problem. The algorithm initially starts with the worst possible solution, which consists in interrupting all the moves. Then an admissible program is built, each branching decision consisting in choosing an interrupted process to concatenate to the program ordering, among those for which doing so preserves the admissibility of the program. A leaf is obtained when no such process exists. This scheme is complemented by a lower bound as well as dominance relations. We ﬁrst describe each of the algorithm building blocks separately and then sketch how to integrate them in a practical branch-and-bound algorithm. Section 6 reports on computational results. 5.1. Branching scheme A node of the search tree is denoted by as a quadruplet N = (I, J, rJ, R) where I, J and R respectively denote the sets of moves which are interrupted, ordered or yet neither interrupted nor ordered and where rJ : J ! f1; . . . ; jJ jg is an ordering of the moves in J. For such a quadruplet to deﬁne an admissible node, it is required that the sets I, J and R are both mutually exclusive (that is I \ J = I \ R = J \ R = ;) and collectively exhaustive (i.e., I [ J [ R = M) as well as for (I [ R, rJ) to be an admissible process move program. Stated in plain English, this latter requirement expresses the fact that as long as the moves in I [ R are interrupted, the moves in J can be performed according to rJ without inducing any violation of the capacity constraints. Given a node N and a processor u, let 0 1 B ‘u ðN Þ ¼ min B Ku þ i¼1;...;jJ j @



X



wm þ



m2SðuÞ\ðI[RÞ



X m2SðuÞ\J rJ ðmÞ6i



wm 



X m2T ðuÞ\J rJ ðmÞ6i



C wm C A



ð6Þ



and Lu ðN Þ ¼ K u þ



X



X



wm 



m2SðuÞ



ð7Þ



wm :



m2T ðuÞ\J



Informally, ‘u(N) is the minimum remaining capacity of u during the execution of (I [ R, rJ) and Lu(N) is the remaining capacity of u after the execution of (I [ R, rJ). Proposition 6. Let N = (I, J, rJ, R) be a node of the search tree and let m 2 R, if wm 6 ‘sm ðN Þ then N 0 = (I, J [ {m}, rJ[{m}, Rn{m}) is an admissible node for the search tree, where rJ[{m} is an ordering of the moves in J [ {m} such that rJ[{m}(m 0 ) = rJ(m 0 ) for all m 0 2 J and rJ[{m}(m) = jJj + 1. Proof. By deﬁnition of ‘u, the fact that wm 6 ‘sm ðN Þ implies that the process associated to m can remain on sm during the entire execution of the program (I [ R, rJ). After its execution, the remaining capacity on tm is equal to X X Ltm ðN Þ ¼ K tm þ wm0  wm0 m0 2Sðtm Þ



and, from Eq. (3), we have X X K tm þ wm0  m0 2Sðtm Þ



m0 2T ðtm Þ\J



m0 2T ðtm Þ\J



wm0 P



X



wm0 P wm :



m0 2T ðtm Þ\ðI[RÞ



Hence, after all the moves in J have been performed, there is enough capacity on tm to host the process associated to m. h Note that the following relationships hold
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‘sm ðN 0 Þ ¼ ‘sm ðN Þ  wm ;



ð8Þ



Ltm ðN 0 Þ ¼ Ltm ðN Þ  wm ; 0



ð9Þ 0



‘tm ðN Þ ¼ minð‘tm ðN Þ; Ltm ðN ÞÞ:



ð10Þ



Our branching scheme can then be stated as follows. The root node is (;, ;, r;, M) and is associated to the process moves program (M, r;) which interrupts all the moves. At a node N = (I, J, rJ, R) of the search tree, let I 0 ¼ fm 2 R : wm > ‘sm ðN Þg. By deﬁnition of ‘u, a process associated to a move m in I 0 cannot remain on sm during the execution of (I [ R, rJ) without inducing a violation of the capacity constraints. Hence, a move in I 0 cannot be added to J and concatenated to rJ, and it will remain so in the branch rooted at N since ‘u is a non-increasing function of jJj (from Eqs. (8) and (10)). It follows that for each m 2 RnI 0 the nodes N 0 = (I [ I 0 , J [ {m}, rJ[{m}, Rn(I 0 [ {m})) are generated. Hence, when branching from a node, the number of ordered moves is increased by one whereas the number of interrupted moves is increased by a number in {0, . . . , jRj  1}. 5.2. Lower bounds At a node N = (I, J, rJ, R), let KP(u) denote the value of an optimal solution to the following knapsack problem P 8 Maximize cm xm ð11aÞ > > > m2SðuÞ\R < P ð11Þ wm xm 6 ‘u ðN Þ; ð11bÞ s:t: > m2SðuÞ\R > > : xm 2 f0; 1g; m 2 SðuÞ \ R: We refer the reader to Kellerer et al. [17] for details regarding the knapsack problem. Proposition 7. A lower bound on the values of the solutions which can be obtained by exploring the branch rooted at N is provided by X X LBðN Þ ¼ cm þ LBðuÞ; ð12Þ m2I



u2U



where LB(u) = Wu  KP(u) and W u ¼



P



m2SðuÞ\R cm .



Proof. Since ‘u is a non-increasing function of jJj, the sum of the weights of the moves in R \ S(u) which can further be concatenated to rJ cannot exceed ‘u. This is captured in the knapsack constraint (11b). Hence, KP(u) provides an upper bound on the sum of the costs of the moves in R \ S(u) which can further be concatenated to rJ. h Fortunately, the knapsack problem is one of the easier NP-hard problems (see [19] for a recent survey regarding the relative easiness of the knapsack problem) and, in particular, it can be solved in pseudopolynoP  mial time. For example, lower bound (13) can be obtained in O j SðuÞ \ R j ‘ ðN Þ using the well-known u u2U Bellman recursion [5]. Moreover, if the results of the individual knapsack problems are memorized at each depth, computing the bound at a given depth requires solving only two knapsack problems: one for the source and one for the target processor of the last move in the schedule. When the size of the coeﬃcients prevents the use of dynamic programming, a tight upper bound on KP(u) can be obtained using any FPTAS4 for the knapsack problem leading to a slightly weaker lower bound (see for example [16]).



4 Recall [17] that given e2]0, 1[, an e-approximation scheme for a maximization problem is an algorithm which produces solutions of value greater than or equal to (1  e)OPT(I) for all instances I of the problem. A Fully Polynomial Time Approximation Scheme (FPTAS) is an e-approximation scheme whose running time is polynomial in the natural size of the instance as well as in 1e .
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Also, computationally cheaper, but weaker, lower bounds can be obtained from any upper bound for problem, the so-called Dantzig bound obtained by solving the linear relaxation of the knapsack problem would be an example. Note that when cm = wm, problem becomes a subset sum problem leading to the following lower bound X X LB0 ðN Þ ¼ wm þ maxð0; W u  ‘u ðN ÞÞ: m2I



u2U



Lastly, LB(N) can be generalized to the multiple resource case. Problem then becomes a multidimensional knapsack problem which is still reasonable to tackle using dynamic programming for a small enough number of resources (say less than or equal to 3). When the number of resources increases, however, it is likely that only upper bounds on KP(u) will be available. The reader is referred to Kellerer et al. [17] for details on how to solve the multidimensional knapsack problem using dynamic programming as well as on how to obtain upper bounds. 5.3. Dominance relations The following lemma is stated without proof. Lemma 4. If a P c and b P d then min(a, b) P min(c, d). Proposition 8. Let N 1 ¼ ðI 1 ; J 1 ; rJ 1 ; R1 Þ and N 2 ¼ ðI 2 ; J 2 ; rJ 2 ; R2 Þ be two nodes of the search tree, then N1 dominates N2 if the following conditions hold: 1. 2. 3. 4.



R P1 = R2 = R. P m2I 1 cm 6 m2I 2 cm . Lu(N1) P Lu(N2), "u 2 U. ‘u(N1) P ‘u(N2), "u 2 U.



H H Proof. Let N H 2 ¼ ðI 2 [ I ; J 2 [ J ; rJ 2 [J H ; ;Þ denote the best leaf of the branch rooted at N2 and let 1 m ¼ rJ [J H ðj J 2 j þ1Þ (assuming jJ%j P 1). 2



ðmÞ



Let N 2 ¼ ðI 2 ; J 2 [ fmg; rJ 2 [fmg ; R n fmgÞ, since ‘u(N1) P ‘u(N2) for all u 2 U ðmÞ N 1 ¼ ðI 1 ; J 1 [ fmg; rJ 1 [fmg ; R n fmgÞ is admissible. Using Condition 4 and Eq. (8) we have ðmÞ



the



node



ðmÞ



‘sm ðN 1 Þ ¼ ‘sm ðN 1 Þ  wm P ‘sm ðN 2 Þ  wm ¼ ‘sm ðN 2 Þ: Using Condition 3 and Eq. (9) we have ðmÞ



ðmÞ



Ltm ðN 1 Þ ¼ Ltm ðN 1 Þ  wm P Ltm ðN 2 Þ  wm ¼ Ltm ðN 2 Þ:



ð13Þ



Lastly, using Condition 4, Eqs. (10) and (13) as well as Lemma 4 we have ðmÞ



‘tm ðN 1 Þ ¼ minð‘tm ðN 1 Þ;



ðmÞ



Ltm ðN 1 ÞÞ P minð‘tm ðN 2 Þ; ðmÞ



ðmÞ



ðmÞ



Ltm ðN 2 ÞÞ ¼ ‘tm ðN 2 Þ:



ðmÞ



ðmÞ



ðmÞ



Hence, for all u 2 U we have Lu ðN 1 Þ P Lu ðN 2 Þ as well as ‘u ðN 1 Þ P ‘u ðN 2 Þ. H H The above argument can be applied iteratively until the node N H 1 ¼ ðI 1 ; J 1 [ J ; rJ 1 [J H ; I Þ is obtained. Then the best leaf of the branch rooted at N1 has value at most equal to X X cm þ cm ; m2I 1



m2I I



which is, by Condition 2, smaller than or equal to



P



m2I 2 cm



þ



P



m2I I cm .



h



The dominance relation of Proposition 8 generalizes several other relations. Provided that many equivalent total orderings of a set of non-interrupted moves can be obtained by combining a given set of per-processor orderings, it is expected that a signiﬁcant amount of redundancy can be removed from the search tree by considering the following special case of the dominance relation of
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ð2Þ



ð1Þ



ð2Þ



Proposition 8. Consider two nodes N 1 ¼ ðI; J ; rJ ; RÞ and N 2 ¼ ðI; J ; rJ ; RÞ. If rJ and rJ are such that, ð1Þ for all u 2 U, the ordering of the moves in J \ (S(u) [ T(u)) induced by rJ is equivalent to the one induced ð2Þ by rJ then N1 dominates N2 and reciprocally. This is so because Lu(N1) = Lu(N2) and ‘u(N1) = ‘u(N2) for all u 2 U. The strong-connectivity-based dominance relation discussed in Section 4.1 is also taken into account by the ð1Þ ð2Þ rule of Proposition 8. For example, consider two nodes N 1 ¼ ðI; J ; rJ ; RÞ and N 2 ¼ ðI; J ; rJ ; RÞ. Then for ð1Þ1 i = 1, . . . , jJj let m ¼ rJ ðiÞ and let Cn  U denote the last (topologically ordered) strongly connected comð1Þ ð2Þ ponent of the transfer digraph induced by the moves in {m 0 2 J : r(m 0 ) P i}. Assuming that rJ and rJ induce equivalent orderings of the moves in Cn, if m is always internal to Cn when jCnj > 1 then we have Lu(N1) = Lu(N2) as well as ‘u(N1) P ‘u(N2) for all u 2 U. Hence N1 dominates N2. 5.4. Subproblem selection Subproblem selection is performed in a greedy fashion. At a node N = (I, J, rJ, R) of the search tree, the immediate proﬁt associated to the decision of using a move m 2 R such that wm 6 ‘sm ðN Þ for branching is deﬁned as pm ¼ cm  ðW s  KPs  LBðsm ÞÞ  ðW t  KPt  LBðtm ÞÞ; P P where W s ¼ m0 2Sðsm Þ\Rnfmg cm0 , W t ¼ m0 2Sðtm Þ\R cm0 and where KPs and KPt respectively denote the value of an optimal solution to knapsack problems 8 P Maximize cm0 xm0 > > > 0 m 2Sðsm Þ\Rnfmg > > < P s:t: wm0 xm0 6 ‘sm ðN Þ  wm ; > m0 2Sðsm Þ\Rnfmg > > > > : xm0 2 f0; 1g; m0 2 Sðsm Þ \ R n fmg and



8 Maximize > > > < s:t: > > > :



P



cm0 xm0



m0 2Sðtm Þ\R



P



m0 2Sðtm Þ\R



wm0 xm0 6 minð‘tm ðN Þ; Ltm ðN Þ  wm Þ;



xm0 2 f0; 1g;



m0 2 Sðtm Þ \ R:



The right-hand sides of the capacity constraints of the above two problems are justiﬁed by Eq. (8) as well as (9) and (10), respectively. Hence, the increment in the lower bound is taken into account when evaluating branching decisions, the moves inducing the biggest immediate proﬁts being used for branching ﬁrst. Note that this subproblem selection scheme can be used as the basis of a simple pseudopolynomial greedy algorithm for the PMP problem. 5.5. Putting it all together We have implemented a DFS branch-and-bound algorithm based on the ideas discussed in the previous sections, namely lower bound (13), the dominance relations of Proposition 8 as well as the subproblem selection strategy of Section 5.4. The resolution of the knapsack problems involved in both the calculation of lower bound (13) and the subproblem selection scheme is performed using the Bellman Algorithm (see for example [17]). The exploitation of the dominance relation of Proposition 8 deserves more comments. Indeed, there are three main ways of exploiting dominance relations within a branch-and-bound algorithm: 1. Exclude a node from consideration if it is dominated by a node which has already been considered (e.g., [15]).
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2. Exclude a node from consideration if there exists a node which dominates it, regardless of whether or not the latter has already been considered (e.g., [4]). 3. Replace a node by another node which dominates it, if such a node exists and can be found (e.g., [8]). All of these strategies have pros and cons. Strategy 1 requires memorizing (at least partially) the set of nodes considered so far and may result in the exploration of redundant branches: for example if the branching procedure considers N1 before N2 and if N2 dominates N1. Strategy 2 does not require memorizing the set of nodes considered so far (as long as the dominance relation has been supplemented so as to guarantee unicity) but may result in delaying the improvement of the upper bound: for example if the branching procedure considers nodes N1, N2 and N3 (in that order) and if N3 dominates N1 then the algorithm explores only the branches rooted at N2 and N3 it is however possible that exploring the branch rooted at N1 improves the upper bound enough so that there is no need to consider N2, so it comes down to whether it is computationally more interesting to explore the branch rooted at N1 and the branch rooted at N3 (despite of the fact that it is known to be redundant) or the branches respectively rooted at N2 and N3. Lastly, strategy 3 requires memorizing (at least partially) the set of nodes considered so far but, thanks to the fact that replacement is performed, it avoids both redundancy and delayed upper bound improvement, it however requires being able to ﬁnd dominating nodes from a given node and this problem might be as hard as the problem the branching procedure is solving. As long as the memory is managed eﬃciently, memorizing the set of nodes considered so far is not an issue: if the branching procedure is to succeed it must not consider too many nodes and workstations nowadays usually have fairly huge amounts of memory. Additionally, it should be emphasized that the branching procedure discussed in this paper is not destined to be embedded in a real-time system, see the discussion in Section 7. On empirical grounds, strategy 1 appears to be the most suited to exploit the dominance relation of Proposition 8. This is performed using a balanced binary search tree (see for example [18]) keyed on the binary representation of the set R of a node N = (I, J, rJ, R), each key being associated to a list of triplets {c(N), L(N), ‘(N)}. When a node is considered, the list associated to R is searched for a triplet which dominates the node. If such a triplet is found the branch rooted at the node is pruned. Otherwise, the branch is explored. Then the list is searched for triplets which are dominated by the triplet associated to the node, which are removed, and the latter is added at the front of the list. 6. Computational experiments In this section, we report on computational experiments carried out so as to assess the practical relevance of the branch-and-bound algorithm of Section 5. These experiments have been performed on a Sun Ultra 10 workstation with a 440 MHz Sparc microprocessor, 512 MB of memory and the Solaris 5.8 operating system. 6.1. Instance generation Given U the set of processors, C the processor capacity and W an upper bound on the process consumption, an instance is generated as follows. P First, the set of processes is built by drawing consumptions uniformly in {1, . . . , W} until p2P wp P C j U j. The initial state, fi, is then generated by randomly assigning the processes to the processors: the processor to which a process is assigned is drawn uniformly from the set of processors whose remaining capacity is suﬃcient (note that not all processes necessarily end up assigned to a processor). The ﬁnal state, ft, is built in the very same way with the exception that only the processes which are assigned to a processor in the initial state are considered. An instance is considered valid only if all the processes assigned to a processor in the initial state are also assigned to a processor in the ﬁnal state. Invalid instances are discarded and the construction process is repeated until a valid instance is obtained (the rejection rate depends on the parameters, as an example, coarse estimates for jUj = 10, C = 100 as well as W = 10 and W = 50 respectively are 29% and 41%). The set of moves is then built as explained in Section 1. It should be emphasized that the above scheme generates instances for which the capacity constraints are extremely tight, instances which can be expected to be hard and, in particular, signiﬁcantly harder than those
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Table 1 Illustration of the performance impact of each of the algorithm components on a small set of moderate size instances (5 processors of capacity 100, processes weights drawn uniformly in {1, . . . ,40}) N.



jMj



OPT



01 02 03 04 05 06 07 08 09 10



22 21 16 20 17 19 18 23 20 17



6 17 23 10 26 25 5 23 19 47



LB



Dom.



LB & dom.



#nodes



#nodes



#keys



#items



#nodes



#keys



#items



>18,500,000 16,647,308 12,726 575,391 1,243,750 265,197 14,972,721 >23,600,000 1,526,411 143,800



>15,900,000 >15,500,000 319,552 >16,100,000 488,432 13,217,379 5,876,920 >15,000,000 >15,700,000 1,609,022



>316,729 >224,009 8905 >210,796 10,821 136,421 66570 >334,966 >215,828 38,846



>606,958 >454,493 16,232 >510,507 22,253 480,749 153,435 >627,169 >481,464 86,350



177,542 189,618 2679 34,829 23,635 29,891 55,209 457337 55,045 25,814



6738 7255 220 2093 1354 1808 2685 18783 2996 1475



7905 11,178 244 2573 1968 2162 4116 24,298 3611 1971



occurring in practice. As an example, for jUj = 10, C = 100 and W = 10 only 1.28% of free capacity remains, on average, on each of the processors. However, for the system to which this work is to be applied (see [22]) the maximum theoretical load of a processor ranges (nonlinearly) from at most 50% (for a system with 2 processors) to at most around 93% (for a system with 14 processors, which is the maximum). This is so because some spare capacity is provisioned for fault tolerance purpose and this spare capacity is spread among all the processors. Additionally, it should be stressed that the system carries at most 100 processes and that a preprocessing technique, based on the fact that the properties of a system state are invariant by a permutation of the processors, is used to decrease the number of moves by around 25% on average. It turned out that our algorithm was able to solve virtually all practical instances within a few seconds and that, as a consequence, we had to design more aggressive instance generation schemes, such as the above, in order to push the algorithm to its limits. Lastly, we have supposed that cm = wm, which is quite natural for our application as it is reasonable to assume that the amount of service provided by a process is proportional to the amount of resources it consumes. 6.2. Inﬂuence of the algorithm building blocks For a small set of moderate size instances generated using the scheme of Section 6.1, Table 1 provides the number of nodes explored by the algorithm (‘‘#nodes’’), the number of entries in the binary search tree discussed in Section 5.5 (‘‘#keys’’) as well as the total number of items stored in it5 (‘‘#items’’), that is the sum over the set of entries of the length of the associated list, when only the lower bound is activated (column ‘‘LB’’), when only the dominance relation is activated (column ‘‘Dom.’’) and when both the lower bound and the dominance relation are activated (column ‘‘LB & Dom.’’). Table 1 illustrates that both the lower bound and the dominance relations signiﬁcantly contribute to the reduction of the search space. It also illustrates the fact that the size of the data structure used to exploit the dominance relation grows mildly with the number of nodes. 6.3. Computational results In order to reasonably explore the (practically relevant part of the) problem space we have used the scheme of Section 6.1 to generate a set of 10 instances for each jUj 2 {2, . . . , 14},6 each W 2 {10,20, . . . ,90, 100} and 5



Because this quantity is measured at the end of the execution of the algorithm it provides only an order of magnitude. This is so because the algorithm tries to remove dominated triplets from a list each time a new triplet is added, as explained in Section 5.5. 6 The choice for the values of jUj is motivated by the fact that the system to which this work is to be applied contains at least 2 and at most 14 processors [22].
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C = 100. Hence a total of 1300 instances, amongst which only 1020 were considered of non-trivial size (from around 10 up to 254 moves). For each of these sets of 10 instances, Table 2 indicates the average problem size (i.e., the average number of moves), denoted jMj, as well as the number of instances in the set that the algorithm has been able to solve in less than 20 min, denoted n. Additionally, Table 3 provides for each value of jUj, the size of the biggest instance the algorithm was able to solve in less than 20 min, the size of the smallest instance the algorithm was not able to solve in less than 20 min as well as the size of the biggest instance on which the algorithm was tried. Our intent, in performing this experiment, has been to obtain an idea, when the capacity constraints are extremely tight, on the kind of instances which are within the reach of the algorithm in a relatively short time for practically relevant values of jUj. In the range 5 6 jUj 6 12 the algorithm is able to solve most instances of size below or slightly above 40, generally in a fairly small fraction of the 20-min limit. In this range, the algorithm is also able to solve a bunch of fairly big instances, culminating in the resolution of an instance with 11 processors and 190 moves in a bit more than 3 min. Instances in the range 2 6 jUj 6 4 appear to be more diﬃcult. This is presumably due to the fact that the diﬃculty ends up concentrated among the few processors. As an example, for jUj = 2, the algorithm failed to solve an instance with 22 moves and took a bit more than 7 min to solve another instance with only 20 moves. Table 2 Average instance size, denoted jMj, and number of instances solved in less than 20 min, denoted n, for each of the 10 instances sets generated W
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jMj 10 20 30 40 50 60 70 80 90



17.3 8.2 6.4



10 20 30 40 50 60 70 80 90 100



150.1 75.6 47.2 37.3 30.1 25.8 22.1 17.3 16.3 12.8



4



jMj
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37.3 19.5 12.9 9.9
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159.2 82.1 56.7 45.7 33.5 29.5 23.2 19.0 18.9 15.8



9



5



jMj



n 1 10 10 10



54.4 26.7 19.5 12.5 10.6



0 5 2 3 8 6 9 10 9 10



179.5 92.5 64.6 48.0 37.8 29.2 25.7 21.2 20.8 17.9
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n



6



jMj



4 9 10 10 10



73.1 35.0 23.9 19.3 12.9 13.2



3 1 2 4 5 8 8 9 10 10



198.5 102.6 71.2 51.6 41.8 31.8 28.1 25.1 23.6 18.2
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86.8 46.7 30.4 22.9 19.5 14.6 13.3



0 0 1 3 4 8 9 9 10 10



215.8 111.1 77.5 56.8 43.7 35.3 32.2 25.5 22.8 19.6
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n



4 6 9 10 10 10 10



110.1 56.5 37.2 28.1 22.0 18.1 15.2 11.9



4 4 8 9 10 10 10 10



125.8 64.1 44.6 33.9 25.9 21.4 18.6 15.4 12.9
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0 0 0 3 5 6 4 10 8 9



237.6 122.4 80.6 58.6 53.0 40.8 36.3 28.4 26.4 22.7
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14 0 0 0 2 0 1 4 5 7 9



Table 3 For each value of jUj, row ‘‘A’’ indicates the size of the biggest instances solved by the algorithm in less than 20 min, row ‘‘B’’ the size of the smallest instance not solved by the algorithm in less than 20 min and row ‘‘C’’ provides the size of the biggest instance on which the algorithm was tried jUj
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65 31 213
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Also, in the range 13 6 jUj 6 14, instances with extremely high cost optimal solutions start to appear. The algorithm seems to have diﬃculties in dealing with these instances as it failed to close a few relatively small instances (see Table 3) or required an important fraction of the allowed 20 min to solve a few other such instances. As an example, an instance with 13 processors and 24 moves was solved in a bit more than 8 min, this instance required the interruption of nearly 16% of the moved payload. Having said that, the practical relevance of these instances may be challenged as systematically having instances with high cost optimal solutions would be a con against embedding a reconﬁguration procedure such as the present one within the design of a system. At the end of the day, what really matters is whether or not the amount of payload usually impacted by the reconﬁguration is acceptable (typically below a few percent). Lastly, it should be emphasized that when W is small enough (typically less than or equal to 30), small cost solutions almost always exist and can be found by the algorithm, generally within a small fraction of the 20min limit. For example, with jUj = 14 and W = 10, the algorithm terminated with solutions situated, on average, at less than 1.2% from an hypothetical zero cost solution (givenP a solution of value z, distance to optizOPT mality was measured using the ratio dðzÞ ¼ SOPT , where OPT and S ¼ m cm respectively denote the value of an optimal solution and of the worst possible one, which simply consists in interrupting all the moves,7 when unknown OPT was replaced by a lower bound e.g., 0). Overall, on the set of instances with W 6 30 which the algorithm failed to solved in less than 20 min, solutions situated, on average, at 2.07% from an hypothetical zero cost solution were obtained. Overall, 659 of the 1020 ‘‘hard’’ instances have been solved. 7. Conclusion In this paper, we have introduced the Process Move Programming problem which consists, starting from an arbitrary initial process distribution on the processors of a distributed system, in ﬁnding the least disruptive sequence of operations (non-impacting process migrations or temporary process interruptions) at the end of which the system ends up in another predeﬁned arbitrary state. The main constraint is that the capacity of the processors must not be exceeded during the reconﬁguration. This problem has applications in the design of high availability real-time distributed switching systems such as the one discussed in [22]. We have shown that the PMP problem is NP-hard in the strong sense and exhibited some polynomial special cases, the most notable of which being the homogeneous case where all the processes have a constant consumption in a unique resource. We have proposed a branch-and-bound algorithm for the general case. From an industrial perspective, it can be considered that the PMP problem is solved by this algorithm as it is able to close virtually all practical instances within a few seconds. Additionally, we have performed computational experiments demonstrating the algorithm’s perspective when used to solve instances signiﬁcantly harder than those occurring in practice, in terms both of size and tightness of the capacity constraints. Indeed, our algorithm was able to solve more than 64% of our such test instances within a 20-min limit, including some instances with more than 100 moves. Also, our experiments suggest that the truncated version of the algorithm has fairly reasonable heuristic capabilities. Nevertheless, our branch-and-bound procedure is not destined to be embedded in a real-time system. This is so mainly because the behaviour of such an algorithm may be quite sensitive to changes in the kind of instances it is asked to solve. Hence, the main purpose of our algorithm is to allow building a database of instances with known optimal solutions so as to empirically assess the quality of the solution obtained using eﬃcient approximate resolution algorithms suitable for use in a real-time context. Eﬃcient approximate resolution algorithms for the PMP problems are presently discussed in [21].



7



This measure is quite natural as 1  d(z) can be interpreted either as a diﬀerential approximation ratio (recall that diﬀerential approximation is concerned with how far the value of a solution is from the worst possible value [11]) or as a conventional approximation ratio [12] for the maximization problem complementary to the PMP problem which asks to maximize the sum of the costs of the moves which are not interrupted.



R. Sirdey et al. / European Journal of Operational Research 183 (2007) 546–563



563



Acknowledgement The authors wish to thank the anonymous referee for several suggestions that led to improvements in the paper. References [1] G. Aggarwal, R. Motwani, A. Zhu, The load rebalancing problem, in: Proceedings of the Fifteenth Annual ACM Symposium on Parallel Algorithms and Architectures, 2003, pp. 258–265. [2] E. Anderson, J. Hall, J. Hartline, M. Hobbs, A.R. Karlin, J. Saia, R. Swaminathan, J. Wilkes, An experimental study of data migration algorithms, in: Proceedings of the 5th International Workshop on Algorithm Engineering, Lecture Notes in Computer Science, Springer, 2001, p. 145. [3] J. Bang-Jensen, G. Gutin, Digraphs—Theory, algorithms and applications, Springer-Verlag, 2002. [4] P. Baptiste, J. Carlier, A. Jouglet, A branch-and-bound procedure to minimize total tardiness on one machine with arbitrary release dates, European Journal of Operational Research 158 (2004) 595–608. [5] R. Bellman, Dynamic Programming, Princeton University Press, 1957. [6] J. Carlier, Le proble`me de l’ordonnancement des paiements de dettes, RAIRO—Operations Research 18 (1) (1984). [7] J. Carlier, Proble`mes d’ordonnancement a` contraintes de ressources: algorithmes et complexite´, Me´thodologie & Architecture des Syste`mes Informatiques, vol. 40, Universite´ P. et M. Curie et CNRS, 1984. [8] J. Carlier, P. Chre´tienne, Proble`mes d’ordonnancements: mode´lisation, complexite´ et algorithmes, E´tudes et Recherches en Informatique, Masson, 1988. [9] E.G. Coﬀman, M.R. Garey, D.S. Johnson, A.S. Lapaugh, Scheduling ﬁle transfers in distributed networks, in: Proceedings of the 2nd Annual ACM Symposium on Principles of Distributed Computing, 1983, pp 254–266. [10] E.G. Coﬀman, M.R. Garey, D.S. Johnson, A.S. Lapaugh, Scheduling ﬁle transfers, SIAM Journal on Computing 14 (3) (1985). [11] M. Demange, V.T. Paschos, On an approximation measure founded on the links between optimization and polynomial approximation theory, Theoretical Computer Science 158 (1996) 117–141. [12] M.R. Garey, D.S. Johnson, Computers and Intractability—A Guide to the Theory of NP-Completeness, W.H. Freeman and Company, 1979. [13] B. Gavish, O.R. Liu Sheng, Dynamic ﬁle migration in distributed computer systems, Communications of the ACM 33 (1990) 177–189. [14] J. Hall, J. Hartline, A. R. Karlin, J. Saia, J. Wilkes, On algorithms for eﬃcient data migration, in: Proceedings of the 12th Annual ACM-SIAM Symposium on Discrete Algorithms, 2001, pp. 620–629. [15] T. Ibaraki, The power of dominance relations in branch-and-bound algorithms, Journal of the ACM 24 (2) (1977) 264–279. [16] H. Kellerer, U. Pferschy, Improved dynamic programming in connection with an FPTAS for the knapsack problem, Journal of Combinatorial Optimization 3 (1999) 59–71. [17] H. Kellerer, U. Pferschy, D. Pisinger, Knapsack Problems, Springer, 2004. [18] D.E. Knuth, Sorting and Searching, International Network Optimization Conference, second ed.The Art of Computer Programming, vol. 3, Addison-Wesley, 1998. [19] D. Pisinger, Where are the hard knapsack problems? Computers & Operations Research 32 (2005) 2271–2284. [20] J.C. Saia, Data migration with edge capacities and machine speeds, Technical report, University of Washington, 2001. [21] R. Sirdey, J. Carlier, D. Nace, Approximate resolution of a resource-constrained scheduling problem, Technical Report PE/BSC/ INF/016550 V01/EN, Service d’architecture BSC, Nortel GSM Access R& D, France, submitted for publication. [22] R. Sirdey, D. Plainfosse´, J.-P. Gauthier, A practical approach to combinatorial optimization problems encountered in the design of a high availability distributed system, in: Proceedings of International Network Optimization Conference, 2003, pp. 532–539.



























des documents recommandant







[image: alt]





an application to a depollution problem 

interpretable RBs are designed for classification problems). How? (our proposition) .... Numerical accuracy measured by classical RMSE on active data. PI = âˆš. 1.










 


[image: alt]





Constraint satisfaction problem with bilevel constraint: application to 

... a theoretical framework within which the problem can be solved [ 5,6,15-181. ...... 141 R. Mohr and G. Masini, Good old discrete relaxation, in: Proceedings ...










 


[image: alt]





A GRASP for a resource-constrained scheduling problem Renaud 

Applications, Vol. 2, No ... de Techniques AvancÃ©es (Paris) as well as operations research at UTC. ... for using the GRASP paradigm to design such an algorithm.










 


[image: alt]





On Wireless Network Scheduling with ... - Princeton University 

coding, imperfect scheduling, cross-layer optimization, congestion control. I. INTRODUCTION .... multi-PICC network coding leads to the capacity constraint. (4).










 


[image: alt]





Algorithm for Solving Job Shop Scheduling Problem Based on 

... shop scheduling problem base on disjunctive graph to modify the problem and ... that The optimality of extended Johnson's rule is proved for two machine and ...










 


[image: alt]





On computable numbers with an application to the 

with this rationale, indeed, Boolean logic and the World Wide .... PDF complexity (celcius) real-time models access points. Fig. 4. Note that clock speed grows as clock ..... an automatic computing engine (ace). report to the executive committee.










 


[image: alt]





(1965).â€� On Computable Numbersâ€”with an Application to the 

principles of Bayesian hardware and architecture. Our focus in .... Therefore, the framework that Acyl uses holds for most cases. IV. ... An application for architecture. -1. 0. 1. 2. 3. 4. 5 ... A well-tuned network setup holds the key to an useful 










 


[image: alt]





On computable numbers with an application to the 

Alan M. Turing, Intelligence Service. Schriften .... Pitman Publishing, London, England ..., 1953. 5 citation(s). .... mathematical biology - ncbi.nlm.nih.gov, 1990.










 


[image: alt]





On computable numbers with an application to the 

British computer conferences - portal.acm.org, 1989. 1 citation(s). [154] AM Turing. The chemical basis of ... navy bombe. Cryptologia - Taylor & Francis, 2003.










 


[image: alt]





On computable numbers with an application to the 

we removed 10Gb/s of Wi-Fi throughput from our desktop machines to examine our network. Along these same lines, we tripled the distance of our underwater ...










 


[image: alt]





On Computable Numbers with an Application to the 

tion methodology seeks to prove three hypotheses: ... PDF interrupt rate (# nodes). Figure 2: The mean energy of our application, ... lar note, we added 10MB/s of Internet access to our ... note how simulating write-back caches rather than ..... mal 










 


[image: alt]





On computable numbers with an application to the 

TIT is composed of a server daemon, a virtual machine monitor, and a client-side library. ..... ics - JSTOR, 1938. 4 citation(s). [68] AM Turing. Ox computable ...










 


[image: alt]





A global solution needed to deal with the "Japan problem" 

Between 1993 (a year or so after the burst of a bubble economy) and last year, ... share in world merchandise exports declined sharply from 10.0 per cent to 6.6 ...










 


[image: alt]





A JOB-SHOP SCHEDULING PROBLEM (JSSP) USING GENETIC 

problem. They cannot be formulated as a linear programming and no simple rules or ..... Operation Scheduling with Applications in Manufacturing and Services.










 


[image: alt]





Approximate solution of a resource-constrained scheduling problem 

Springer Science+Business Media, LLC 2007. Abstract This paper is ... rithm for the Process Move Programming (PMP) problem. This problem ... An admissible state for the system is defined as a mapping f : P âˆ’â†’ U âˆª {uâˆž}, where uâˆž is a ...










 


[image: alt]





Scheduling Tasks and Communications on a Hierarchical 

nication delays has to be scheduled on the identical parallel processors of clusters ... algorithm that computes the earliest start dates of all tasks and spreads these tasks to use few ..... the critical sequences and its two connected components.










 


[image: alt]





1937. On computable numbers with an application 

Google Patents, 1957. 16 citation(s). [135] AM TURING. .... class- room projects, history modules, and articles - books.google.com, 2009. 0 citation(s). [191] AM ...










 


[image: alt]





1937. On computable numbers with an application 

PDF energy (connections/sec). Figure 3: Note that block size grows as block size decreases .... 0.125 0.25 0.5 1. 2. 4. 8 16 32 64 128. PDF hit ratio (man-hours) sensor-net. DHTs ..... has a normal form. Manuscript .... A chemical basis for bio-.










 


[image: alt]





with an Application to the Entscheidungsproblem 

ify the visualization of virtual machines. Con- tinuing with ... in context with the previous work in this area. In the end, we ...... wood Cliffs, NJ: Prentice- ... -, 1964.










 


[image: alt]





On numerical observers - Application to a simple ... - Prof. Salim Ibrir 

compensation law which makes the system ˙y = u + θ y2 not only stable but follow exogenous inputs. ... mation, this simple example makes think that numerical.










 


[image: alt]





Some results on scheduling tasks with self-suspensions 

be preempted at any time and resumed later without any incurring costs (no overhead). ... We can now prove that we have a solution to the 3-Partition instance if, and ..... Not accounting for the self-suspension as part of the task laxity, the dynami










 


[image: alt]





Poisson Denoising on the Sphere: Application to 

Mar 4, 2010 - and interstellar gas and radiation. ..... the sources, based on Monte Carlo simulations of the LAT and accelerator tests, that scale ... simulated each source assuming a power-law dependence with its spectral index given.










 


[image: alt]





A Solution To The Long Shaft Problem 

Dec 13, 1981 - combustion engine can tell you it is not a very easy thing to do. ... for this is quite simple: the pulsating powerplant tries to move the propeller in ...










 


[image: alt]





A Multicommodity Flow Approach for a Routing Problem with Time 

Configuration of a transportation offer for a bus company in an urban network. â–» cost for .... cuts (Benders) injected in CYGEN and MSD scheme. On feasibility ...










 














×
Report On a resource-constrained scheduling problem with application to





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



