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Preface



You should read this book if you are interested in technologies such as: ■■



OLAP



■■



Multidimensional information systems



■■



Data warehousing



■■



Databases



■■



Decision support systems (DSS)



■■



Executive information systems (EIS)



■■



Business intelligence (BI)



■■



Business analytics



■■



Data mining



■■



Data visualization



■■



Knowledge management (KM)



Or if you have goals such as: ■■



Synthesizing knowledge from data



■■



Modeling and analyzing large data sets



■■



Using information systems for real competitive advantage



■■



Implementing activity-based management (ABM)



■■



Tracking key performance indicators (KPI)



■■



Thriving on (rather than being burdened by), lots of fast-changing data and information



■■



Thinking clearly about business, economic, and social issues



xix



xx



Preface



This book is principally written for business and scientific analysts, IT workers, and computer science and technically oriented business students. The book’s multi-level style (wherein technical points are kept in parentheses, sidebars, endnotes, appendices, or specifically technical chapters) also makes it valuable and accessible to IT managers and executives. It teaches you everything you need to know about the principles of designing and the skills for using multidimensional information systems. The application section of the book contains a computational model of a company and a full set of exercises through which you can improve your model- and formula-building skills. The book was written to be understood by any intelligent person who likes to think, though it helps if you have some understanding of spreadsheets and/or business analysis. If your background includes relational databases, logic, linear algebra, statistics, cognitive science, and/or data visualization, you will more easily appreciate the advanced material.



Preface to the Second Edition In the last five years since I wrote the first edition of OLAP Solutions, OLAP (where the term OLAP stands for On-Line Analytical Processing, but really means multidimensional modeling and analysis) has evolved from a niche capability to a mainstream and extremely vital corporate technology. The number of business analysts and IT workers who are familiar with at least some of the basic concepts and who need to effectively use the technology has grown enormously. In addition, the way that OLAP functionality is being deployed has also changed during this time. The current trend is for OLAP functionality to be increasingly deployed within or as a layer on relational databases (which does not mean that R/OLAP beat M/OLAP), and for OLAP capabilities to be provided as extensions to general, relationally based data warehousing infrastructures. Thus, I felt that it was necessary to write a new edition to OLAP Solutions that was totally focused on the underlying technology independent of how it is instantiated, and that provided a vendor-neutral set of tools, and formula creation skill-building exercises geared for OLAP application developers and business analysts (as well as university students).



How the Book Is Organized The book is grouped into four parts plus appendices. Part 1 begins by defining OLAP (or multidimensional information systems), and explaining where it comes from, what its basic requirements are, and how it fits into an overall enterprise information architecture. Treating OLAP as a category of functionality, the section proceeds to show where traditional spreadsheets and databases run aground when trying to provide OLAP style functionality. The section ends by taking you, in a clear step-by-step fashion, from the world of ordinary rows and columns to a world of multidimensional data structures and flows. By teaching you how to think clearly in N dimensions, you will be prepared to learn how to design and/or use multidimensional information systems. Part 2 describes the features and underlying concepts that constitute multidimensional technology. Chapter 4 provides an introduction to the language and teaching



Preface



method used in the rest of the book. Chapter 5 describes the internals of a dimension, including ragged and leveled hierarchies and ordering. Chapter 6 describes multidimensional schemas or models and tackles the problems of logical sparsity and how to combine information from multiple distinct schemas. Chapter 7 teaches you how to write multidimensional formulas and provides you with a set of reusable formula building blocks. Chapter 8 describes the variety of ways that source data gets linked to a multidimensional model. Chapter 9 explains when data visualization is useful, how it works, and shows a variety of techniques for visualizing multidimensional data sets. Finally, Chapter 10 describes the different ways that multidimensional models and the tools that support them can be physically optimized, exploring optimization within machines, across applications, across network tiers, and across time. Part 3 opens with a practical set of steps for designing and using multidimensional information systems. The subsequent chapters provide product-neutral application descriptions in an engaging dialog format, which will hone your application-building skills if you think along with the dialog. Chapter 12 is an introduction to the enterprisewide OLAP solution for a vertically integrated international producer of foodcakes that serves as the context for Chapters 13 through 16. Each of Chapters 13 through 16 represents the working-through of the dimension and cube design and the key formula creation for a particular business process (specifically sales and marketing, purchasing, materials inventory, and activity-based management). Each of the application chapters begins with basic issues and moves on to more advanced topics. Chapter 17 is a single fully integrated cross-enterprise calculation example. The chapter takes you on a crossenterprise journey from an activity-based management perspective, beginning with product sales and ending with materials purchasing, in order to calculate the earnings or losses incurred by a company during the sale of a particular product. Part 4 extends and summarizes what you have learned from the first three parts. Chapter 18 provides a set of comprehensive criteria for evaluating OLAP products. Chapter 19 provides a comparison between OLAP languages for some of the major commercially available products. Chapter 20 looks ahead and describes the need for and attributes of unified decision support systems. The appendices provide an index into the formulas defined in the book (Appendix A), descriptions of some industry activities in benchmarking and APIs (Appendix B), a quick summary of the product-neutral language used in the book (Appendix C), a glossary of key terms (Appendix D), some remarks on the distinction between dimensions and measures (Appendix E), some remarks on the logical grounding of multidimensional information systems and how those grounding needs compare with what is offered by canonical logic (Appendix F), Codd’s original 12 Features (Appendix G), and a Bibliography.



Major Differences between the First and Second Edition Although the second edition is divided into the same set of four parts as the first edition (where they were called sections), and although the overall goals of the two editions are the same, the differences between the two books are large enough that this edition could be considered a separate book. For those of you who are familiar with the



xxi



xxii
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first edition, the major differences between the second and first editions are as follows. In Part 1, the main differences are an expanded treatment of the relationship between OLAP and other decision-support technologies and an updated treatment of the challenges of SQL-99 (OLAP extensions) as opposed to the SQL-89 of the first edition. Part 2 introduces a product-neutral OLAP language and devotes entire chapters to each of the major logical components of OLAP technology: the internal structure of a dimension, cubes, formulas, and links. More complete treatment of hierarchies, formulas, visualization, and physical optimization are given. With the exception of Chapter 11 on practical steps, which was expanded, the rest of the chapters in Part 3, which represent a computational model of an enterprise within the context of activity-based management, are entirely new. In Part 4, the chapters on language comparisons and unified decision-support systems are also new.



The Style of the Book Although the tone of the book is informal, its content is well grounded. (Chapter 5, with its description of the basis for dimensional hierarchies and the distinction between valid and invalid hierarchies and levels is perhaps the least informal chapter.) Throughout the book, the emphasis is on explanation and demonstration rather than formal proof or ungrounded assertion. Summaries are presented at the end of most chapters. Also, and especially in Parts 1 and 2, I make liberal use of illustrations. If you are learning these concepts (some of which are quite abstract) for the first time, you will benefit from working through the diagrams. Qualifying and additional points are enclosed in the form of sidebars, endnotes, and appendices.



Tools You Will Need With the exception of Chapter 17 and Appendix F, you do not need any software or hardware to read this book or to perform the exercises contained herein. For Chapter 17, you will probably want to use a calculator to compute the derived values. And for Appendix F, which describes how to build an OLAP solution from a collection of worksheets, should you decide to avail yourself of the electronic worksheets on my companion Web site, you will need to have a copy of Microsoft Excel.



What’s on the Companion Web Site The companion Web site contains the worksheet data for Appendix F, in the form of Microsoft Excel 98 files. And it contains the answers to all exercises in Chapter 17, also in the form of Microsoft Excel 98 files. The Web site also contains the document “Building an OLAP Solution from Spreadhseets.”
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One The Need for Multidimensional Technology



A basket trap is for holding fish; but when one has got the fish, one need think no more about the basket. Words are for holding ideas; but when one has got the idea, one need think no more about the words. CHUANG TSU



CHAPTER



1 The Functional Requirements of OLAP Systems



Before you can appreciate or attempt to measure the value of a new technology, you need to understand the full context within which the technology is used. There’s no point in trying to convince someone that he needs to adopt a revolutionary new mousetrap technology if that person doesn’t know what mice are, or what it means to catch something. And so it is with On-Line Analytical Processing (OLAP) or multidimensional information systems. The primary purpose of this chapter is to provide a supporting context for the rest of this book by answering the most common questions of someone who is either coming across the term OLAP for the first time or has had experience with OLAP, but isn’t comfortable explaining its origins or essential attributes. Those questions include the following: ■■



What does the term OLAP mean or refer to: an activity, a set of constraints on an activity, a product, a collection of features, a database, a language, or what?



■■



What kinds of problems can OLAP help me solve? Can it help me figure out which products or customers are profitable? Can it help me pick better stocks? ■■



If so, why? If not, why not?



■■



For the class of problems that OLAP helps solve, what are OLAP’s nearest competitors?



■■



What makes OLAP better? (This is addressed in Chapter 2.)



■■



Is there anything that all OLAP has in common?



■■



What kinds of OLAP are there?



3



Chapter 1



A secondary purpose for this chapter is to deflate as many as possible of the pseudotechnical buzzwords floating around the industry so that the reader is free to concentrate on the essential topics in this book. Towards that end, this chapter will describe the following: ■■



The different meanings of OLAP1



■■



The type of activity for which OLAP is extremely useful



■■



The functional requirements for OLAP
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Since there are many related topics that I wish to address in this opening chapter, I have made liberal use of sidebars and endnotes. Unfortunately, the quantity of related topics is more a reflection of the volume of marketing noise in the industry than it is a reflection of any underlying scientific complexity. Figure 1.1 represents a diagram-
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Figure 1.1 Diagrammatic summary of Chapter 1.
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OLAP vs. Data Mining



The Functional Requirements of OLAP Systems



matic summary of Chapter 1 with the links identifying the place in the main argument to which each sidebar or endnote is linked. In short, the functional requirements for OLAP are as follows: ■■



Rich dimensional structuring with hierarchical referencing



■■



Efficient specification of dimensions and dimensional calculations



■■



Separation of structure and representation



■■



Flexibility



■■



Sufficient speed to support ad hoc analysis



■■



Multi-user support



These requirements derive from the timeless goals of information processing, the distinct optimization requirements for decision support versus transaction processing, the distinct functional requirements for descriptive modeling versus other recursive stages of decision-oriented information processing, the application range distinction between different layers of computing architectures, and the challenges frequently found within the boundaries of Global 2000 corporations.



The Different Meanings of OLAP As illustrated in Figure 1.2, the term OLAP has several meanings. The reason for this is that the essential elements in OLAP are expressible across several technology layers from storage and access to language layers. Roughly, one can speak of OLAP concepts, OLAP languages, OLAP product layers, and full OLAP products. OLAP concepts include the notion or idea of multiple hierarchical dimensions and can be used by anyone to think more clearly about the world, whether it be the material world from the atomic scale to the galactic scale, the economics world from micro agents to macro economies, or the social world from interpersonal to international relationships. In other words, even without any kind of formal language, just being able to think in terms of a multi-dimensional, multi-level world is useful regardless of your position in life. OLAP formal languages, including Data Definition Language (DDL), Data Manipulation Language (DML), Data Representation Language (DRL), and associated parsers (and optional compilers), could be used for any descriptive modeling, be it transactional or decision support. In other words, the association of OLAP with decision support is more a function of the physical optimization characteristics of OLAP products than any inherent characteristics of OLAP language constructs. OLAP product layers typically reside on top of relational databases and generate SQL as the output of compilation. Data storage and access is handled by the database. Full OLAP products that need to include a compiler and storage and access methods are optimized for fast data access and calculations and are used for Decision Support System(s) (DSS) derived data descriptive modeling. The boundary between OLAP languages and products is not sharp.
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Figure 1.2 The different meanings of OLAP.



Where OLAP Is Useful Desired Attributes of General Information Processing The cornerstone of all business activities (and any other intentional activities for that matter) is information processing. This includes data collection, storage, transportation, manipulation, and retrieval (with or without the aid of computers). From the first sheep herders who needed to tell when sheep were missing, to the Roman empire that required status reports on its subjugates, to the industrial barons of the 19th century who needed to keep track of their rail lines and oil fields, to modern day enterprises of every variety, good information processing has always been essential to the survival of the organization. The importance of good information can be thought of as the difference in value between right decisions and wrong decisions, where decisions are based on that information. The larger the difference between right and wrong decisions, the greater the importance of having good information. For example, poor information about con-
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THE MANY FLAVORS OF OLAP As if the marketing term OLAP wasn’t enough, many vendors and a few industry pundits felt compelled—especially between 1995 and 1998—to create variants, typically in the form of a single consonant added to the front of the term OLAP to distinguish their letter flavor of OLAP from the others. The original users of OLAP letter flavors were the vendors, such as MicroStrategy, who were selling OLAP product layers that sat on top of relational database systems and issued SQL to the database in response to user input. They offered only minor OLAP calculation capabilities and were generally read-only systems. Nevertheless, once relational databases beat OLAP systems as the repository of choice for data-warehousing data (a non-contest from the beginning), it was only natural for them to push the argument and claim that Relational OLAP (ROLAP) was better than OLAP.2 That claim motivated the press to rebrand the non-ROLAP vendors as MOLAP to mean, of all things, multidimensional OLAP. Of course, once the cat was out of the bag, everybody needed a letter. I encountered DOLAP for database OLAP and DOLAP for desktop OLAP, HOLAP for hybrid OLAP, WOLAP for web OLAP, as well as M and R for mobile and remote OLAP. In April 1997, I chaired what was called the “MOLAP versus ROLAP debate.”3, 4 Unfortunately, asking the question “Which is better, MOLAP or ROLAP?” makes as little sense as asking “Which is better, a car or a boat?” Obviously it depends what you’re trying to do—cross town or cross a lake—and it depends on your constraints. The existence of the ROLAP versus MOLAP debate is based on the false premise that the choice is binary. In fact the integration of multidimensional capabilities and relational capabilities is better described by a spectrum of possibilities where the notions of pure ROLAP and pure MOLAP are unattainable, theoretical limits. In short, relational database products are far better equipped to handle the large amounts of data typically associated with corporate data-warehousing initiatives. Multidimensional databases are far better equipped to provide fast, dimensional-style calculations (although as you’ll learn in Chapter 2 SQL databases are evolving to more efficiently support OLAP-style calculations). Thus, most organizations need some blend of capabilities, which, if it needed a letter flavor, would be HOLAP. But, as any proper understanding of OLAP would distinguish between the language or logical aspects of OLAP and its physical implementation, such a proper understanding of OLAP reveals that physically it can have any flavor. Thus the concept of H is subsumed in the physical characteristics of OLAP and no additional letter flavoring is required.



sumer retail trends results in poor buying and allocation decisions for a retailer, which results in costly markdowns for what was overstocked and lost profit-making opportunity for what was understocked. Retailers thus tend to value accurate productdemand forecasts highly. Good information about world events helps financial traders make better trading decisions, directly resulting in better profits for the trading firm. This is very valuable. Major trading firms invest heavily in information technologies. Good traders are handsomely rewarded. Regardless of what information is being processed or how it is being processed, the goals or desired attribute values are essentially the same. Good information needs to
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be existent, accurate, timely, and understandable. All of the requirements are important. Imagine, for example, that you possessed the world’s only program that could accurately predict tomorrow’s stock prices given today’s. Would you suddenly become fabulously wealthy? It also depends on the existence, timeliness, and understandability of the information. The program would be worthless if it could never get access to today’s stock prices, or if it took so long to calculate the predictions that by the time you had independently calculated them they were already in the paper, or if you could access them with sufficient time to act, but received the information in some unintelligible form (like a typical phone bill). Thus, OLAP, like any other form of information processing, needs to provide existent, timely, accurate, and understandable information.



The Distinction between Transaction and Decision Support Processing Purchasing, sales, production, and distribution are common examples of day-to-day operational business activities. Resource planning, capital budgeting, strategic alliances, and marketing initiatives are common examples of business activities that generate and use analysis-based decision-oriented information. The information produced through these higher-level activities is analysis-based because some data analysis, such as the calculation of a trend or a ratio or an aggregation, needs to occur as a part of the activity. The information is also decision-oriented because it is in a form that makes it immediately useful for decision making. Knowing which products or customers are most profitable, which pastures have the most lush grass, or which outlets have slipped the most this year is the kind of information that needs to be known in order to make decisions such as which products should have their production increased and which customers should be targeted for special promotions, which fields should carry more sheep, or which outlets should be closed. The



DW/DSS/BI/OLAP/ABDOP In 1996, when I wrote the first edition, there was no term that adequately covered the whole of what we called analysis-based decision-oriented process (ABDOP). The focus of data warehousing was still very supply sided. The term decision support was end-user centric. I referred to OLAP and data warehousing as complementary terms within ABDOP. Since that time, the scope of the terms data warehousing and decision support have expanded to the point that they can, but do not typically, refer to the whole of what I called ABDOP. The term business intelligence also gained popularity and could also claim to cover equal ground, though it typically focuses on more end-user access issues. As of the time that I am writing this, May 2001, I most frequently see the term data warehousing used in conjunction with either the term decision support or business intelligence to refer to the whole of what I call the ABDOP space, without actually giving a name to that whole.5
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decision orientation of the analysis is essential. It serves to direct analysis towards useful purposes. In contrast, many operational activities are decision oriented without being based on analysis. For example, if a credit card customer asks to have her or his bill sent to an address other than her or his principal residence, a decision needs to be made. If the company policy states that bills must be sent to the customer’s place of residence, then the decision is no. The policy information was decision oriented, but there was no analysis involved in the decision (at least not apparently). Together, operations and decision-oriented analysis are at the core of all business activities, independent of their size, industry, legal form, or historical setting. This is illustrated in Figure 1.3, which highlights a number of diverse businesses in terms of their operational and analysis activities. Figure 1.4 shows the relationship between operations and analysis-based decisions for a merchant in 15th century Venice. Analysis-based decision-oriented activities take normal operating events (such as how much fabric is purchased on a weekly basis, or weekly changes in the internal inventory of fabrics, or sales of spices as inputs) and return changes to operating events (such as changes in how much fabric is bought on a weekly basis, or changes in what clothes are produced, or changes in the selling price for spices) as decision outputs. For small businesses, it is common for the same inputs, including software, to be used in multiple ways. For a small book shop, a software consultant, or a donut stand, all operating and analysis aspects of the company may be effectively run by one person with a single program. Such a program might be a spreadsheet, a desktop database, or a prepackaged solution. For medium- to large-sized businesses and organizations, however, the world is significantly more complex. This creates a natural tendency for specialization.



Business



Operation



Decision-oriented Analysis



-Sheep farming 5000 B.C.



-Raise sheep for milk, wool, meat



-Grow/shrink herd, stay, or move on



-Trader in Venice 15th century



-Buy/sell fabrics and spices



-Pricing, suppliers, product line



-Railroad 19th Century



-Transport goods and people



-Track location, labor source



-Bank 20th Century



-Lending/borrowing money



-Interest rates -Target industries -Target customers -Portfolio analysis



-Retail clothing 20th Century



-Buy/sell consumer goods -Stocking, transporting



-How much shelf space/product -When to mark down -How much to buy



Figure 1.3 Operations and analysis activities for a variety of businesses.
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Decision-oriented analysis Data input for analysis



Buy: Fabrics, spices



Analysis-based decisions



Sell: clothing, spices



Stock fabrics, produce garments, transport spices and clothes, sell clothing and spices



Business Environment Discrete operational processes



Figure 1.4 Operations and analysis activities for a merchant in Venice.



In a typical flow of daily operating events for an even moderately complex company, potential customers may ask sales staff questions about available products and make product purchase decisions that are actualized in sales transactions. In parallel with sales events, products are produced, their inputs are purchased, and all stages of finished goods are transported and stocked. The sales, production, and cost information that is constantly being generated would be recorded and managed in one or more database(s) used for operational purposes. To answer customer questions, perform sales transactions, and for other operational tasks, employees query these databases for operational information. Operational software activities tend to happen with a relatively constant rate (during periods of normal operations and excepting certain peaks). Data is updated as frequently as it is read. The data represents a current snapshot of the way things are, and each query goes against a small amount of information. Operational queries tend to go against data that was directly input. And the nature of the queries is generally understood in advance (or else you’ll be talking to a supervisor). For example, when a customer tells you her account number and you’ve pulled up her record from the database, you might ask that customer to tell you her name and address, which you would then verify against your record. Verifying a name and address involves retrieving and comparing nonderived data in the sense that the address information was not calculated from other inputs. The address was more likely furnished by the customer, perhaps in a previous order. The set of operations queries that are likely to be performed, such as retrieving the customer’s record and verifying the name and address, is knowable in advance. It frequently follows a company procedure.
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DECISION SCOPE It is popular and convenient to think of operations and decision-oriented analysis as two distinct categories, especially because they correspond to the two major emphases in physical optimization—update speed and access speed. That is why I use the distinction in this book. The distinction, however, is more appropriately thought of in terms of a spectrum, much like hot and cold are more accurately described in terms of temperature differences. The common denominator is decision-making for both forms of information processing; the difference is the scope of inputs and outputs. You can look at everyone in an organization from the part-time mail sorter to the chief executive as engaged in a continual process of decision-making. When you call a catalog company and the call center representative takes your name down after you’ve said it on the phone, he is making a decision (that he knows how to spell your name), so is the CEO when she decides to sell the company. Both persons are making decisions. The difference is scope. And scope is not binary. Figure 1.5 shows a collection of decisions made by persons within an organization arranged by the scope of the inputs to the decision and the outcome of the decision. The bottom of the triangle shows the scope of the inputs and outputs. The top of the triangle represents the decision.



Decision



DSS/BI/OLAP



Transactions OLTP



Scope of inputs and outputs



Figure 1.5 Decision scope.



In contrast to operations-oriented information activities and on a less frequent basis, managers and analysts may ask higher-level analytical questions such as ■■



What products have been most profitable for the company this year?



■■



Is it the same group of products that were most profitable last year?
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How is the company doing this quarter versus this same quarter last year?



■■



What kinds of customers exhibit the greatest loyalty?



The answers to these types of questions represent information that is both analysis based and decision oriented. The volume of analysis-based decision-oriented software activities may fluctuate dramatically during the course of a typical day. On average, data is read more frequently than written and, when written, it tends to be in batch updates. Data represents current, past, and projected future states, and single operations frequently involve many pieces of information at once. Analysis queries tend to go against derived data, and the nature of the queries is frequently not understood in advance. For example, a brand manager may begin an analytical session by querying for brand profitability by region. Each profitability number refers to the average of all products in the brand for all places in the region where the products are sold for the entire time period in question. There may be literally hundreds of thousands or millions of pieces of data that were funneled into each profitability number. In this sense, the profitability numbers are high level and derived. If they had been planned numbers, they might have still been high level, but directly entered instead of derived, so the level of atomicity for a datum is not synonymous with whether it is derived. If the profitability numbers look unusual, the manager might then begin searching for why they were unusual. This process of unstructured exploration could take the manager to any corner of the database. The differences between operational and analysis-based decision-oriented software activities are summarized in Table 1.1. As a result of these differences between operational and analysis-based decisionoriented software activities, most companies of medium or greater size use different software products on different hardware systems for operations and for analysis. This is essentially because of three reasons: 1. Typical Global 2000 companies need software that is maximally efficient at operations processing and at analysis-oriented processing. 2. Fast updating, necessary for maximally efficient operations processing, and fast calculating (and the associated need for fast access to calculation inputs), necessary for maximally efficient analysis-oriented processing, require mutually exclusive approaches to indexing. 3. Analysis-based decision-oriented activities should have no impact on the performance of operational systems. In a nutshell, whereas a typical family can get by with a station wagon for cruising around country roads and transporting loads, large corporations need racecars and trucks. Software products devoted to the operations of a business, built principally on top of large-scale database systems, have come to be known as On-Line Transaction Processing systems or OLTP. The development path for OLTP software has followed a pretty straight line for the past 35 years. The goal has been to make systems handle larger amounts of data, process more transactions per unit time, and support larger numbers of concurrent users with ever-greater robustness. Large-scale systems process



The Functional Requirements of OLAP Systems Table 1.1 A Comparison of Operational and Analysis-Based Decision-Oriented Information-Processing Activities OPERATIONAL ACTIVITIES



ANALYSIS-BASED DECISION-ORIENTED ACTIVITIES



More frequent



Less frequent



More predictable



Less predictable



Smaller amounts of data accessed per query



Larger amounts of data accessed per query



Query mostly raw data



Query mostly derived data



Require mostly current data



Require past, present, and projected data



Few, if any complex derivations



Many complex derivations



upwards of 1,000 transactions per second. Some, like the airline reservation system SABRE, can accommodate peak loads of over 20,000 transactions per second. In contrast, software products devoted to supporting ABDOP have gone under a variety of market category names. This reflects the fact that the market for these products has been more fragmented, having followed what may seem like a variety of paths during the past 35 years. In addition to the power analyst-aimed DSS products of the 1970s and the executive-aimed EIS products of the 1980s, spreadsheets and statistical or data-mining packages, and inverted file databases (such as M204 from CCA, and Sybase IQ), not to mention what are now called OLAP packages have all been geared at various segments of the ABDOP market. This market has been called at various times data warehousing, business intelligence, decision support, and even OLAP. For reasons stated in endnote 1, I use the acronym ABDOP. Figure 1.6 represents the ABDOP category. It shows the chain of processing from source data to end-user consumption. (Of course that chain is just a link within a larger and iterative cycle of decision making.) In between sources and uses, there may be multiple tiers of data storage and processing. Let’s look at this more closely. At one end there are links (possibly many) to data sources. These sources may include transaction systems and/or external data feeds such as the Internet or other subscription services. Note that the actual data sources, including the Internet, straddle the boundaries of the category. This is because boundary-straddling data also participates in some other functional category. For example, the transaction data also belongs to an OLTP system. Since the source data is generally copied into the ABDOP category, data and meta data (or data about the data) from the source(s) need(s) to be kept in sync with data in the ABDOP data store(s). Since there are potentially multiple data sources, it may be necessary to integrate and standardize the information coming from the different sources into a common format. For large corporations there are frequently several stages of integration. Common types of integration include subject dimension integration (creating a single customer or supplier dimension from multiple source files) and metric integration (ensuring that derived measures are either calculated the same way or that their different methods of
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External Data Source



End-user Analysts Accuracy, consistency, availability



Calculations, representations



Dept class



Enterprise class data and analysis server
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Operational Systems
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ABDOP boundaries



Figure 1.6 The ABDOP category in context.



calculation are well documented). Common types of standardization include standardizing the way a male/female binary response variable is encoded (such as mandating the use of Booleans) or standardizing the way a numeric value is encoded (such as mandating the use of eight-byte floating pointing numbers). The raw data for analysis may be real or virtual. If it is real, this means there is an actual data store. If it is virtual, there may only exist links to the real source data that get invoked at request time, so the requester may not know whether the data requested is actually present in a single data store. (Of course, the time it takes to process a query may be an indication.) If the data store is real, there needs to be at least one data server. Assuming that the organization in question is of moderate to large size, it is reasonable to assume that there exist two or more tiers of servers. An enterprise class data and analysis server is one that is in the relative category of most powerful server in the organization. (The term relative is used because one company’s enterprise class server may be another company’s PC.) There may be one enterprise class data server; or there may be many. Regardless of whether the organization is using a single processor-based server with 512MB of RAM and a 32-GB hard drive or a cluster of eight 16-way SMP boxes each with 32GB of main memory and each connected to an eight-TB disk array, the servers are more than just data servers. ABDOP servers need to perform analytical calculations. Some of the calculations may be associated with loads and performed in bulk. Others may be initiated by end-users.
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Again, assuming the organization is of moderate to large size, a single enterprise class data and analysis server will connect to a number of department-level data and analysis servers. Network wires, if not WANs, may be used here and bandwidth may pose a problem (as you will see in Chapter 10). At each stage in the ABDOP chain, from the original sources to final uses, the data is refined like any other raw material destined for producthood. When it finally reaches the user, the information has been cleansed, integrated, aggregated, extended, and otherwise enhanced to the point where it is immediately useful for decision making. ABDOP is a natural, or software-independent, category of information processing that serves as the grounded framework for defining OLAP, data mining, decision optimization, data transformation tools, and relational databases as used for creating warehouse-like decision-support schemata. OLAP products, which are optimized for data access over data updates, focus on ABDOP rather than operational activities.



Decision Stages So how does all this analysis-based information actually connect to decision making? Or, looking the other way, how do decisions connect to information sources? What’s a decision anyway? See the “Decision Cycles” sidebar at the end of this chapter. A good way to see all the information required for a decision is to examine how a challenged decision may be justified. Let’s examine a decision to lower retail prices 25 percent in the eastern stores. Any decision that can be justified needs to be based on at least one goal and one prediction. Try refuting that. Imagine you were trying to justify the decision to drop prices 25 percent, and when asked by your boss “Why are you dropping prices 25 percent? What are you trying to accomplish?” you responded that you had no goal; you weren’t trying to accomplish anything in particular; you just felt like dropping prices. Aside from being a good candidate for being let go, if you don’t have a goal, any decision is as good as any other. How could you defend the decision to drop prices 25 percent in the eastern stores as opposed to dropping them 50 percent in the west if there weren’t a goal you were trying to accomplish through the decision? The kinds of algorithms you might use to find an optimal decision include linear programming and Monte Carlo Simulation. Tools that help you think through the options, exogenous variables, and contingent events associated with decisions are called decision-analysis tools.6 So having a goal is a necessary, but not sufficient grounding for a decision (as we’re about to show). In addition to having a goal, you need to have at least one prediction. Say again you’re talking to your boss about this price drop you’re advocating and the boss buys into your goal of clearing inventory to make room for the fall line. However, the boss doesn’t think that the sales discount should be 25 percent and wants to know how you can justify that discount amount as opposed to any other amount. The only way you could justify your decision to drop prices 25 percent is by sharing some prediction to which you have access that shows 25 percent as the discount amount most likely to just clear inventory. The kinds of algorithms you might use to make a prediction range from basic extrapolation to sophisticated model merging. Tools that help you make predictions fall under the category of either statistical packages or data mining.7
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Where did that prediction come from? What if your boss isn’t content knowing that you have a prediction, but wants you to justify that prediction. Upon what is a prediction based? To justify to your boss the need to drop prices 25 percent, you would need to show some analysis of past sales data that highlighted a pattern between changes in sales amounts and changes in price such that by assuming that the sales/price relationship holds constant over time, you can determine the price discount required to increase sales by the amount necessary to just clear inventory. Thus, predictions are extensions of patterns, relationships, or explanations. They require at least one assumption in order to be extended. All predictions require at least two sets of descriptions and at least one assumption. The kinds of algorithms you might use to discover patterns include regressions, decision trees, clustering, association rules, and neural nets. The tools that help you discover patterns are the same statistical and data-mining tools you would use to make predictions. What if your boss is astute and buys into your predictive reasoning, but still wants to challenge your prediction? Where would he look? There’s only one place. That’s the descriptions upon which the patterns were based. If your descriptions are inaccurate, your predictions will be bogus regardless of your predictive reasoning—garbage in; garbage out. How would you defend your descriptions? Your first thought might be to defend your data collections practice. So you say to your boss that you use the finest quality control for data collection and are willing to risk your job defending the accuracy of your data inputs. What if your boss responds that he believes your data inputs are accurate, but he still claims that your predictions are wrong, even though he grants you the logic is correct? What is he criticizing? How would you defend your actions, or your job? Well, if your source descriptions are accurate, it has got to be a problem with your derived descriptions. Derived descriptions include any kind of aggregation, allocation, difference, ratio, ordering, or product. Nearly all the information we reason with and look for patterns in are derived descriptions. This includes weekly product sales, daily register totals, total product costs, division earnings, overhead, cost of goods sold, market share, productivity, and profits. OLAP tools focus on creating derived descriptions. And, as you’ll read about in this book, there are many ways to make mistakes. The right OLAP tools and techniques are your best way to ensure descriptive accuracy. Thus, as illustrated in Figure 1.7 the type of activity for which OLAP products are useful is descriptive modeling, as opposed to explanatory, predictive, or prescriptive modeling, for decision-oriented derived representations (as opposed to source-oriented or nonderived representations) for larger-scope or decision-support applications.



Descriptive



Explanatory



Predictive



Decision making



aggregation allocation ratios scaling weighting type transforms



regressions clustering associations split finding probabilistic networks



Pattern extension Model management Model result merging



Goal seeking Simulations



Figure 1.7 Decision functions.
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OLAP VERSUS DATA MINING Another casualty of technology marketing was the publicly perceived relationship between OLAP and data mining. When OLAP technology took off in 1994 and 1995, it was only natural for vendors to try and repeat the same success with related technologies. Many attempts were made in the 1995–1997 time period to productize data mining and sell it in the same way that OLAP tools were sold. These attempts were of dubious merit from the beginning because the proper use of a data-mining tool requires basic knowledge of statistics and thus one can’t sell data-mining tools to the same collection of casual business users to whom one can sell OLAP-style query tools. But beyond that, as a part of the sales and marketing process, multiple data-mining vendors felt the need to promote data mining by criticizing, or at least pigeonholing, OLAP. As a result, numerous ads appeared in journals that positioned OLAP as a technology that worked with aggregate or summary data whereas data mining worked with detail data. That distinction has stuck in the minds of enough people and is sufficiently incorrect that I routinely spend time dismantling it. The distinction between OLAP and data mining has nothing to do with the distinction between summary and detail data. As I described earlier in this chapter, there is a valid distinction to be made between descriptive and explanatory modeling. The functions or algorithms typically found in OLAP tools (such as aggregation [in its many forms], allocations, ratios, products, etc.) are descriptive modeling functions whereas the functions found in any so-called data-mining package (such as regressions, neural nets, decision trees, and clustering) are pattern discovery or explanatory modeling functions. In addition to the fact that OLAP provides descriptive modeling functions while data mining provides explanatory modeling functions, OLAP also provides a sophisticated structuring consisting of dimensions with hierarchies and cross-dimensional referencing that is nowhere provided in a data-mining environment. A typical data-mining or statistics tool looks at the world in terms of variables and cases. While it is true that a good data-mining environment needs to connect to detail data, so too does a good OLAP environment (as you will have ample time to discover for yourself in Part Three of this book). Aggregation begins with detail data. Furthermore, most patterns actually discovered through the process of data mining are found within and between partially aggregated derived variables. Very few sales forecasters will create forecasts for stock keeping units (SKUs). Most product forecasts are done at the product, brand, category, or department level. The fact that many data miners do their work without using OLAP tools doesn’t mean they aren’t using OLAP functions. On the contrary, all data miners do some OLAP work as part of their data exploration and preparation prior to running particular pattern detection algorithms. Simply, many data miners rely on basic calculation capabilities provided for either in the data-mining tool or the backend database. I look forward to the day when the true complementary nature of OLAP and datamining tools will be more widely appreciated and vendors will better support their dynamic integration. Examples of OLAP and data-mining integration are shown in Chapter 20. At least I am not alone in this regard. Jiawei Han, the director of the intelligent database lab at the University of Illinois at Urbana-Champaign, co-author of the book Data Mining: Concepts and Techniques8 and a leading researcher in the field of data mining, has long been a strong proponent of integrating data mining and OLAP.
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The Functional Requirements for OLAP The functional requirements for OLAP have a hub and spoke form. The hub, root, necessary, or minimal requirements on the logical side include support for multiple dimensions, hierarchies, dimensional formulas, and the separation of data structure and representation. Physically, the major requirement is sufficient speed to support ad hoc analysis. Any language or product that doesn’t at least support these requirements can’t with any seriousness be classified as OLAP supporting. Of course the detailed requirements that end-user organizations have for OLAP solutions typically extend far beyond these minimal or core requirements. I considered arranging these additional requirements and corresponding capabilities in a weak-tostrong OLAP support axis, but after much reflection felt that beyond the minimal requirements, all others were inherently optional, contingent, or spokish in nature. One could, perhaps, argue that multiuser support is a necessary requirement for an OLAP product, but I would disagree. As useful and perhaps client-mandated as such a feature might be, it is certainly possible to build and analyze arbitrarily complex data sets in a multidimensional fashion without resorting to a multiuser environment. If multiuser support were a necessary requirement for a product to be called OLAP, then we would need yet another category to apply to any single-user multidimensional product; and languages that are user-quantity invariant would therefore lack an essential attribute of OLAP. Thus, I treated multiuser support as a contingent, albeit practical, necessity for any server-style OLAP product. The one area where I do advocate distinguishing degrees of support is in dimensional structuring and the specification of calculations. However, to fully appreciate the choices available and thus the relative strengths and weaknesses of particular products, you will need to have read a good part of this book; so for now I leave the hub requirements undifferentiated. Between Chapters 5 and 7, these hub requirements will become differentiated.



User Challenges Global 2000 organizations share many of the same information problems. For example, it may take too long to answer particular queries because every time a manager asks a question about a class of customers defined in terms of a set of attributes, a whole SQL routine needs to be written by a database programmer. Or it may take too much disk space to store all the relevant analytical data. Or it may just be impossible to allocate certain costs below the department level. Or it may be dangerous for more than a handful of users to be on the system at once. Or it may be impossible for end-users to edit the data. Or the company might want to perform nightly incremental computes, which means that all changes from operations need to be reflected in the analytical data within something as small as a four-hour window. Or reports, once generated, may be hard to reconfigure. Or the network may get jammed every time a client makes a request for data from a server.
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The typical challenges for Global 2000 corporations are summarized as follows: ■■



Core challenges: ■■ Many levels of detail from SKU codes to individual products, groups of products, product lines, brands, and more ■■ Many data analysis factors including products, location, company organization, market, and time ■■ Many derived calculations to specify and execute



■■



Contingent challenges: ■■ Lots of data—very large data stores measured in the hundreds and thousands or even millions of gigabytes ■■ Lots of users of the same data—hundreds and thousands ■■ Lots of sites—hundreds, thousands, and more ■■ Decentralized decision making—user-analysts aren’t following predefined procedures; they are making autonomous decisions as to what data to access, and how to analyze it



One way to look at the functional requirements for OLAP is as an attempt to provide descriptive modeling with the desired attributes or goals of coverage, timeliness, accuracy, and understandability given the typically occurring challenges mentioned previously (see Figure 1.8). To the degree that Global 2000 organizations share many of the same challenges, and they all share the same goals, they can be said to share a variety of common, though contingent, requirements. These include the ability to efficiently store, access, and perform calculations on large data sets; the ability to partition data sets across multiple logical drives; the ability to distribute calculations in time; and the ability to distribute calculations between an OLAP server and an underlying relational database. These spoke requirements are common to most Global 2000 organizations implementing OLAP solutions within the context of an enterprise decision-support framework and will be discussed later in this book, mostly in Chapter 10.
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Figure 1.8 Requirements map challenges to goals.
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The Goal-Challenge Matrix Most OLAP challenges affect multiple goals. For example, in addition to speed, which is obvious, large amounts of data can affect accuracy and understandability as well as coverage or existence. On the input side, the presence of lots of source data means there will be an increased likelihood that some data is anomalous. And calculating with large amounts of data has its own complications that may introduce errors. There are likely to be missing and meaningless data that need to be properly dealt with, and there are likely to be differences in the way existent data need to be treated. For example, sales tax rates may need to be differentially applied to stores as a function of the cities and states they are located in because of differences in tax rates. Different cities in an economic analysis may need to be weighted as a function of their population. All of these data-quantity-derived challenges can affect the accuracy of source and derived data. The abundance of data can also affect the understandability of that data. Getting a feeling for the whole of the data set requires more compression than with smaller data sets. There is thus more chance for compressing the data to the point where its essential features are no longer understood. The more source data there is, the more likely some physical optimization is applied, such as partitioning across multiple physical devices and storing the data in a source format (such as relational) that may, in turn, affect the ability of the system to create needed derivations. So the challenge of large amounts of data affects all OLAP goals. Since most of the challenges affect multiple goals, a useful (and, I might add, multidimensional) way to think about the source of the functional requirements for OLAP (or the functional requirements for your particular OLAP-based project) is as a matrix of goal challenges as illustrated in Table 1.2. For every intersection of a goal and a challenge, you should be able to identify the impact strength of the challenge on the goal. All intersections with high impact should connect to one or more functional requirements. For example, a product manager in an organization that has very deep product hierarchies and that uses multilevel marketing may find that the presence of lots of data levels has an especially strong impact on the accuracy and timeliness of calculated total product costs. Thus, the intersection of lots of levels with timeliness might be addressed by the functional requirement for strong aggregate management (a feature of some OLAP and now many relational products). The intersection of lots of levels with accuracy might be addressed by the Table 1.2 The Goal Challenges for OLAP LOTS OF DATA GOALS/
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functional requirements for rich dimensional structuring, including the ability to input data at any level and a powerful calculation language that enables the manual override of otherwise calculated values (features present in several OLAP products).



Core Logical Requirements Having seen that each of the challenges of descriptive modeling can affect multiple goals, and that the requirements for OLAP are the vehicle that maps challenges to goals or that accomplishes the goals given the challenges, it is time to look at the requirements.



1. Rich Dimensional Structuring with Hierarchical Referencing As stated previously, rich dimensional structuring with hierarchical referencing is a necessary requirement for OLAP. The recognition that we live in a world characterized by highly multidimensional sets of interacting subsystems, each with many levels of data, detail, reality, or abstractions, is a fundamental insight. The ability of OLAP tools to efficiently model that complexity is one of their fundamental contributions.



2. Efficient Specification of Dimensions and Calculations As stated in the Foreword, there is more to analysis than simply aggregating numbers. Sure, it is important to be able to correctly sum and average large quantities of data, but most of the important information to be gleaned results from the intelligent comparison of ratios and inferred trends over time and other dimensions. In other words, a good part of the querying that takes place in analytical processing contains embedded analysis. As you will see in Chapter 7 when we look at dimensional formulas, the combination of aggregating and comparison analysis can get pretty tricky. For example, imagine you are the sales director for an electronic products company that just finished its first year of international operations. You might want to know which product categories experienced profit levels abroad that were the most different from their profit levels in the United States. You might want to see the results ordered from most positive to most negative. To answer this query, the system needs to perform a variety of calculations. Profits need to be calculated per product. As profits are derived values and can be calculated in many different ways, this task alone can be nontrivial. Profit values then need to be normalized so that they can be compared across products. Normalized profit levels then need to be aggregated to the product category level. This needs to be done across time for the United States and for the new foreign market. Time aggregations may need to be adjusted for differences in reporting periods and/or number of days per period. The profit level for each product group then needs to be compared between the two markets, and finally the differences in profit level need to be ordered from most positive to most negative. In an OLAP system, these types of calculations should be as straightforward to define as they are to
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say. To provide true OLAP functionality, a software tool needs to contain a sophisticated calculation language.



3. Flexibility Flexibility is another crucial component of OLAP functionality. It carries a variety of meanings. There is flexible viewing, flexible definition, flexible analysis, and flexible interface. Systems need to be flexible in all these ways. There are many ways to present or look at information. View flexibility means the user can easily choose to see information in the form of graphs, matrices, or charts, and within any form, such as matrices. The user can select how the information is mapped to the view form. In terms of definitions, whoever has the relevant authority should be able to change the names of descriptors, the formatting of numbers, the definitions of formulas, the triggers for automatic processes, or the location of source data without incurring any undue penalty. In contrast, the DSS systems of the 1970s and the EIS systems of the 1980s were often fast and powerful, but at the cost of being rigid. Usually a team of developers needed to write custom decision-support or aggregation routines. Thereafter, these routines were simply called. While they performed well, they were hard coded and thus inflexible. If an end-user wanted to change the way some aggregation routine was performed, it required programmatically editing the application. Generally speaking, the categories of data to be processed—such as the names of departments or the names of countries—were hard coded as well. Interface flexibility is a more general form of what is sometimes called an intuitive interface. Intuitiveness or friendliness is so important that it almost deserves its own category. I have elected to keep it under the more general heading of flexibility because not everybody has the same concept of what’s intuitive. Thus, to allow everyone the ability to interact with a system in the way that makes the most sense for them, what is needed is a flexible or friendly interface. It is no good having a fast, powerful system if you cannot figure out how to use it and you don’t understand what it is telling you. On the input side, interface flexibility or friendliness affects the user’s ability to quickly define what the user wants to do. Like other types of flexibility, interface flexibility applies to a variety of areas such as model definition, model browsing, formula specification, direct data input, and external data source links. The friendlier the software, the less time you spend thinking about how to do something and the more time you spend actually doing it. This is especially important in today’s world. In earlier times, analysis tended to be performed by small groups of individuals within the organization who devoted most of their time to analysis. These people could afford the steep learning curves associated with DSS-style analytical systems. Today, however, analysis is increasingly performed by a wider scope of people, each of whom devotes only a small percentage of her or his time to analysis. They need an analytical environment that enables them to maximally leverage what they already know, so they can be up and running quickly. The standard paradigm for friendliness these days, on the input side, is a graphical user interface. Of course, friendly is whatever appeals to the end-user. There are many people who still
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prefer a command line supporting a well-documented 4GL for its greater speed and power of expression.



4. Separation of Structure and Representation The degree to which grid-like data views (or any other kind of external representation) are flexible is in great part a function of the degree of separation between data structure and representation. Having this separation means that views can be reorganized by an end-user without making any structural changes to the data. If data needs to be restructured to support a new view, chances are the new view won’t be created—certainly not in an ad hoc fashion. The lack of separation between structure and representation is one of the weak links for spreadsheets, as you will see in Chapter 2.



Core Physical Requirements 1. Fast Access Speed is a crucial component of OLAP. It’s more than just the thrill. It’s about maintaining your train of thought. OLAP needs to support ad hoc analytical queries, some of which may require computations performed on-the-fly. For example, someone might start a session by querying how overall product profitability was in Europe last quarter. Seeing profitability was lower than expected, he might navigate down into individual countries while still looking at overall product profitability. Here, he might see that some countries were significantly below the others and so he would naturally navigate further down into product groups for these countries, always looking for some data that could help explain the higher-level anomalies. A first glance might not reveal anything unusual. Sales were where they were supposed to be, as were returns and manufacturing costs. Ah, but wait. Indirect costs were substantially higher for the errant countries. Further navigating into indirect costs might reveal that significant taxes were recently levied on those products (possibly the result of some trade dispute), which served to sharply reduce their profitability because prices remained stable due to market competition from domestic players. Each step in this train of thought constituted a query. Each query was iterative in the sense that it followed the result of the previous one. Anyone engaged in this sort of querying wants to maintain the momentum. It would be difficult to follow this type of analytical thread if the mean response time per query were measured in days, hours, or even minutes. A commonly stated goal of OLAP systems is to provide a mean response time of five seconds or less regardless of the type of query or the size of the database. In the past, analysts who needed quick response time placed data extracts in local, single-user applications that were fully dedicated to a single user/analyst. Today’s challenge is for systems to provide blazing response time to access and computation requests while working with large data sets in a multiuser environment distributed across a network. Some tools provide for this by precomputing all aggregates. This can,
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however, lead to database explosion (as described in Chapter 10). Even if one could store all the precomputed results, the increase in the size of the database can actually offset any gains made to query response time by precomputing. For maximally efficient access, tools need to provide the right combination of precomputed and querytime computed results.



2. Multiuser Support
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Even though multiuser support is not a necessary requirement, given the preponderance of OLAP servers and the practical requirement of multiuser support, it is discussed briefly in this section. Corporations are collaborative work environments. As a result of downsizing and decentralizing, the relative number of employees who need read/write access to decision-empowering analytical data is on the rise. Problems discovered by a regional sales manager, for example, may need to be communicated to a distribution or manufacturing manager for prompt resolution. Forecasts examined by senior executives may reflect data that was generated from a dozen or more separate departments. For global corporations, some of those departments may not even share the same country or language. As with any complex issue, multiuser support is not a binary function. It is a question of degrees. There can be multiuser read based on separate caches for each user with no write-back capabilities. This may satisfy some applications like sales reporting where the source of the data came from operational systems. There can be multiuser read/write with all the processing done on the server. This may satisfy budgeting applications where the budget is centrally controlled on the server. And there can be multiuser read/write where the processing and data are distributed between client and server, where the server is intelligent enough to know when data should be processed on the server and when on the client, and where the server offers a multiuser cache. The goal for most OLAP vendors is this last form of multiuser support because it is the most flexible and makes the most efficient use of enterprise computing resources.
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Summary Information processing is a part of all organizations regardless of whether they use computers. The major subdivisions in information processing reflect the major subdivisions of organizational activity: operations and decision-oriented analysis. The term OLAP, when used to refer to a collection of products, denotes descriptive modeling for analysis-based decision-oriented information processing (ABDOP). These days, popular terms such as data warehousing, decision support, and business intelligence could all be used more or less synonymously with the term ABDOP. However, because the meaning of those terms are at the mercy of many marketing departments, I use the term ABDOP for its stability of meaning. The requirements for OLAP are derived from a combination of the goals of information processing in general and the challenges of descriptive modeling for ABDOP. The challenges have a hub and spoke form. The major hub requirements for OLAP are rich dimensional structuring with hierarchical
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referencing, efficient specification of dimensions and calculations, flexibility, separation of structure and representation, sufficient speed to support ad hoc analysis, and multiuser support. In the next chapter we will look at why the two main traditional technologies for providing OLAP functionality—SQL and spreadsheets—are inadequate for the job.



DECISION CYCLES Information is used for decision making within a framework of intentional activity. As illustrated in Figure 1.9, all intentional activity, whether performed by individual persons, corporations, or governments, can be represented in terms of collections of DecisionExecution-Environment-Representation (DEER) cycles. The cyclically related action stages, roles, or functions, which I’ve labeled with descriptions that highlight the cyclical relationships are ■■ ■■



The decision, based on some previous representation The execution of the decision, based on some previous representation



■■



The environment in which the execution and consequences of the decision, based on some previous representation, take place



■■



The future decision-supporting representation of the environment in which the execution and consequences of the decision, based on some previous representation, take place



The Decision based on some previous representations



use or decision-oriented representation Decision Stages: Descriptive Explanatory Predictive Prescriptive



integrating sources



source of environment representation



The Execution of the decision



source of environment representation



The future decision-supporting Representation of the environment



The Environment



Figure 1.9 DEER cycle.
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DECISION CYCLES (continued) Figure 1.9 shows a typical ABDOP system in a representation role used for making decisions that, when executed, produce results in an environment that can then be measured and represented within the ABDOP system. It is important to keep in mind that value may be gained or lost at any phase in the cycle. Thus value may be gained or lost due to good or bad decisions, good or bad execution, lucky or unlucky environmental factors, and good or bad representations (information). The main reason for looking at organizations and their information systems in terms of DEER cycles is to link together all the actions/events that co-exist in a naturally occurring implicit causal framework within the context of any intentional behavior. For example, let’s use the DEER cycle approach to reconstruct the causal events surrounding the promotional sales data shown in Figure 1.10. The promotional sales data itself is functioning as a representation. So what was the event that the sales data is a measurement of? Are there any distinguishing characteristics? Maybe it was a beautiful spring day and the high sales were more a function of the weather than the promotional pricing or advertising. If you think a little more about it, you can see there are at least two different DEER cycles sharing the same event space that need to be reconstructed to show the full causal links surrounding the sales data, the seller’s and the buyer’s, as illustrated in Figure 1.11. So, if you want to be able to impact future promotions, you need to know the success of the event represented by the sales data for both the seller and for the buyer. This means you need to understand first (for the seller) the promotional decisions made, the information upon which the promotional decisions were made, and the execution of the decisions and, second (for the buyer) the purchasing decisions made, the information upon which the purchasing decisions were made, and their execution. Using the DEER cycle approach to direct information collection is a form of methodology for decision value archeology. In the same way that a Hominid archaeologist would know to look for tool, shelter, and clothing remnants near food that was already found in an attempt to draw a picture of what life was like 500,000 years
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Figure 1.10 Promotional sales. Image courtesy of Erik Thomsen, “Information Impact: Business Analytics Revealed Part 2,” Intelligent Enterprise, June 29, 2001, p. 52.
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Decision to sell goods



Seller



Execution of decision to sell goods



Representation



Environment in which goods are sold Purchasing Event Environment in which goods are bought



Execution of decision to buy goods



Representation



Buyer Decision to buy goods



Figure 1.11 Promotional sales with causal link data. Image courtesy of Erik Thomsen, “Information Impact: Business Analytics Revealed Part 2,” Intelligent Enterprise, June 29, 2001, p. 52.



ago, a decision archaeologist would know to look for past and future related decisions, executions, and events surrounding a piece of found information in an attempt to draw a picture of the events causally connected to the information. Decisions are thus made within a cycle of intentional activity. So what are the types of information that go into making a decision? Is there any built-in structure to it?
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2 The Limitations of Spreadsheets and SQL



During the past 15 years, the two most commonly used product technologies for delivering analysis-based decision-oriented information to end-users have been databases and spreadsheets. Spreadsheets are typically used directly by end-users, while databases are usually set up and administered by IT professionals. With databases, endusers are normally given access either to canned query templates or to easy-to-use query tools existing within a managed query environment. This chapter explores why traditional spreadsheet and database approaches to organizing, managing, and querying data are inadequate for meeting the core logical requirements of Online Analytical Processing (OLAP) applications. Those requirements are support for multiple dimensions, hierarchies, dimensional calculations, and the separation of structure and representation. We will start with a quick review of the last 15 years, during which time both spreadsheet and database vendors have added significant amounts of OLAP functionality to their products. You will see that technology producers have been aware for quite some time that the traditional tools in their original form did not satisfy end-users’ analytical requirements. Then we will get into specific examples of where spreadsheet and database technologies break down. Since this is a written chapter, it will not be possible to provide direct evidence of any shortcomings in physical requirements such as calculation speed. (Issues of physical design are treated in Chapter 10. Also, there is a discussion of OLAP benchmarks in Appendix B.) For those readers uninterested in the historical evidence that spreadsheets and SQL/relational databases have evolved toward supporting increasing amounts of OLAP functionality, you may safely skip the first section in this chapter.
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The Evolution of OLAP Functionality in Spreadsheets and SQL Databases Spreadsheets and OLAP Spreadsheets were originally positioned against the calculator by promoting their capability to perform what-if calculations. Instead of having to rewrite a series of interdependent numbers (such as a total of line items in a budget) just to see what would happen if one or more inputs were changed and then manually reperform the computation, the spreadsheet enabled users to define the result in terms of a formula. In this way, users could simply change the value of an input and the spreadsheet would automatically recalculate the total. The need for spreadsheets was a no-brainer. In the 1980s, as personal computers became more powerful and an increasing number of people were performing analyses on their desktops, the demand increased for higherlevel functionality, to which the spreadsheet market responded in a variety of ways. First came the spreadsheet add-ins such as Panaview, Look ‘n’ Link, and Budget Express. These add-in tools were designed to compensate for the difficulties that spreadsheets had with aggregating data and combining worksheets. For example, Budget Express enabled users to create a multilevel spreadsheet outline that they could then collapse and expand. This helped with aggregations. Look ‘n’ Link enabled users to link aggregations from one worksheet into a cell of another worksheet. This also helped users working with larger amounts of data. The functionality embraced by the market in the form of add-ins eventually became incorporated into the spreadsheets themselves.1 Packages like Lucid 3D offered linked worksheets. Version 3 of Lotus 1-2-3 added addressable pages to the rows and columns. In this way, if rows represented products and columns represented stores, pages could represent weeks and the total yearly sales of all products for all stores could be defined as the sum across weekly pages for the all product by all store cell. Even with increased functionality, creating near-OLAP style functionality in a spreadsheet is still cumbersome. In the early 1990s I worked at Power Thinking Tools, which had developed a desktop multidimensional analysis tool. We were frequently asked the following question: Why can’t I create a multidimensional model with a spreadsheet? We intuitively felt that spreadsheets weren’t suited for multidimensional modeling, but we did some direct testing to better understand the obstacles. We defined a small, yet typical multidimensional model for comparison testing. It consisted of stores, time periods, products, and measures. Stores, time periods, and products each contained several hierarchical levels. The test actions consisted of defining and performing simple aggregations, more complex aggregations that contained weighting and inferencing schemes, and a variety of views. Ad hoc queries were conducted as well. No serious analysis was performed. It took an experienced spreadsheet macro programmer eight hours to define the macros and lookup tables necessary to create all the aggregation levels, calculations, and views. (The test was performed using Lotus 1-2-3, Quattro Pro, and Microsoft Excel.) Using our product, FreeThink, the entire model could be defined and calculated in less than 15 minutes.
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By 1993, products such as Excel offered pivot tables. Pivot tables, or n-way crosstabs, are multidimensional, and any survey of the OLAP market space would have to include a product like Excel because it offers some OLAP functionality. However, even today, Excel’s pivot table functionality is not integrated into its core spreadsheet structures. Because you have to import data from your Excel worksheet into the Excel pivot tables, functionally speaking, the pivot table is not a spreadsheet. These days, every copy of Microsoft Office 2000 comes with a version of something called pivot table services (not to be confused with pivot tables), which are part of Microsoft’s client-resident OLAP technology. Vendors of client-tier OLAP applications, from Business Objects to Proclarity, that leverage Microsoft’s client-server OLAP technology write to pivot table services.



OLAP, the Relational Model, and SQL Databases SQL databases are the commercial implementations of the relational data model, which was initially defined by Edgar Codd in his 1970 paper, “A Relational Model of Data for Large Shared Databanks.”2 The conceptual schema of the relational data model is largely derived from set theory (and theory of relations) and the predicate calculus. The relational model defines, among other things, a declaratively oriented relational calculus and a procedurally oriented relational algebra. The combination of the calculus and the algebra defines a complete data definition language (DDL) and data manipulation language (DML). While the relational model freed the database designer/user from having to think about the physical storage and access of data, the relational model turned out to be overly focused on low-level detail for the higherlevel work of developers and end-user analysts. It was particularly difficult to define decision support applications (or any other kind of application) that depended on complex data aggregation. As a result, soon after Codd published his original paper, work began on building higher-level abstractions into the relational model. All through the 1970s and into the 1980s, many academic papers were written on adding abstraction capabilities to the relational model. Abstract data types are one approach to looking at the problem of aggregation. In many approaches, such as ADABPTL3 and DAPLEX,4 notions of hierarchy were added to relational concepts. In one groundbreaking article, Smith and Smith5 wrote about adding two new abstraction types—aggregates and generalizations. Aggregate objects were complex data types or what today would be called objects (though interobject messaging was not a part of the aggregate type). For example, “Hotel Reservation” might be an aggregate consisting of the fields date, time, reservation taker, confirmation number, name of reserving party, date of reservation, number of days of stay, number of persons in party, type of room requested (including bed types, smoking or nonsmoking, floor, and so forth), and price per night. Another aggregate could be “Airline Reservation,” consisting of the fields date, time, reservation taker, confirmation number, date of flight, time of flight, flight number, number of seats, position of seats, fare class, method of payment, and special requests. A generalization of hotel and airline reservations might be “Reservation.” The fields associated with “Reservation” might be date, time, reservation taker, reservation number, date of reservation, name of
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reserving party, and number of persons in party. The fields associated with the generalization “Reservation” would be passed onto or inherited by any aggregate that was a child/specialization of the generalization “Reservation.” Even Dr. Codd wrote academically on the topic when in 1978 he published “Extending the Database Relational Model to Capture More Meaning.”6 His focus in that paper was on defining hierarchical data types and a variety of hierarchical relationships, such as subtypes and supertypes as extensions to the basic structures of the relational model. The work on database semantics led to the development of object-oriented(OO) programming methods, OO databases, entity-relationship data modeling, and knowledge bases. By the early 1980s, with the release of SQL database products from Oracle and IBM, relational databases were becoming a commercial reality. As a part of that reality, SQL, which had evolved from experiments with database languages that attempted to implement the relational model, became the de facto standard commercial relational database language. By the early 1990s, more than 100 commercial database products supported some dialect of SQL. Although SQL’s original goal may have been to be an end-user query language (hence the original name SEQUEL from “Structured English Query Language”), the language proved too abstruse for typical end-users. In the same way that products were built to extend the capabilities of spreadsheets, products were built to extend the capabilities (or at least hide the syntax) of SQL. Query by example, graphical queries, natural language queries, and arranged end-user queries were all attempts to hide the complexity of SQL generation from the end-user. This occurred because analyzing data and exploring relationships were not part of the original SQL vocabulary. For example, classic texts such as A Guide to the SQL Standard by Chris Date and Hugh Darwin and Instant SQL Programming by Joe Celko do not even treat the most basic operations of analysis such as comparisons.7 As you will see in the next section of this chapter, there is a good reason for this. Most types of comparisons are difficult to specify in SQL. That said, SQL-99 (the newest version of SQL as of December 2001) has recently incorporated a number of analytically oriented features as well as some OLAP extensions. These changes represent a redistribution of OLAP functionality from outside the SQL database engine to largely within it. Plenty of circumstantial evidence suggests that neither spreadsheets nor traditional or even current SQL databases adequately meet users’ needs for OLAP functionality.



Proving the Point: Some Examples Indirect evidence is fine to whet your appetite. But now let’s follow with some specific examples so you can see firsthand why it is so difficult to provide OLAP-style functionality with spreadsheets and SQL databases. The best way to judge the performance of SQL and spreadsheets is to put them to work on the same problem. One metaphor for looking at the problem of generating analysis-based decisionoriented views from base data is to think of the entire process as an information economy, as illustrated in Figure 2.1. We have a common supply function; this refers to our base data and the rate at which it is refreshed. We also have a common demand func-
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Sources of raw data



Supplies of raw data



Finished info/data ready for consumption



Production of consumable analysis-based decision-oriented info



Consumption of finished information



Figure 2.1 The information economy.



tion; this refers to analytical reports and views and the rate at which end-users consume/view them. In between we have a manufacturing logistics or production problem. The key production question may be phrased as follows: What is the most efficient method to define and produce the consumer information goods demanded by our end-users in an accurate, timely, and understandable fashion?



A Common Starting Point Let’s start with the desired outputs or finished consumable information. Imagine that you are the sales director for a retail organization and that you are responsible for the ongoing analysis of sales for all the products sold in all your stores. As a part of your normal analysis process, you want to see monthly sales totals by product and product category. You also want to see monthly total product sales broken down by region and store. In addition to cumulative totals, you want to see how the actuals vary from plans. These views or reports are illustrated in Figures 2.2 and 2.3. Figures 2.2 and 2.3 represent typical decision-oriented information. For example, knowing that the sale of desks has been falling for the last 4 weeks relative to plan may help you decide that there should be a midwinter sale on desks. On the other hand, even if sales are slow this month relative to last month, if sales have been consistently slower this month for the past 3 years, it might indicate that it’s some sort of



Jan actuals skin care soap rose water soap olive oil soap lotion hypoallerg. lotion furniture office bookshelves dividers home mattresses All products



Feb actuals



variance 4,156 2,517 1,342 1,175 1,639 1,639 4,953 3,796 1,501 2,295 1,157 1,157 9,109



1.01 1.00 0.99 1.02 1.03 1.03 1.06 1.09 0.99 1.16 0.99 0.99 1.04



4,572 2,769 1,476 1,293 1,803 1,803 5,448 4,176 1,651 2,525 1,273 1,273 10,020



Mar actuals



variance 1.01 1.00 0.99 1.02 1.03 1.03 1.06 1.09 0.99 1.16 0.99 0.99 1.04



Figure 2.2 Product manager’s quarterly sales report.



5,034 3,051 1,629 1,427 1,988 1,988 5,998 4,598 1,821 2,782 1,405 1,405 11,027



variance 1.01 1.00 0.99 1.02 1.03 1.03 1.06 1.09 0.99 1.16 0.99 0.99 1.04



Quarter 1 actuals 3,846 8,391 4,472 3,919 5,455 5,455 16,484 12,625 4,998 7,626 3,860 3,860 30,331



variance 1.01 1.00 0.99 1.02 1.03 1.03 1.06 1.09 0.99 1.16 0.99 0.99 1.04
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Sales All products Northeast Ridgewood Newbury Avon Midwest Francis Nikki's Roger's All companies



Jan actuals



Feb actuals



variance 4,369 1,995 1,824 560 4,740 2,643 1,390 707 9,109



1.02 1.04 1.01 0.97 1.06 1.11 1.00 1.00 1.04



Mar actuals



variance



4,806 2,184 2,006 616 5,214 2,907 1,529 778 10,020



1.02 1.04 1.01 0.97 1.06 1.11 1.00 1.00 1.04



variance



5,291 2,407 2,212 683 5,740 3,203 1,687 860 11,027



1.02 1.04 1.01 0.97 1.06 1.11 1.00 1.00 1.04



Quarter 1 actuals 14,551 6,600 6,067 1,884 15,779 8,778 4,631 2,370 30,331



variance 1.02 1.04 1.01 0.97 1.06 1.11 1.00 1.00 1.04



Figure 2.3 Regional manager’s quarterly sales report.
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as-yet-unaccounted-for seasonal variation, not indicative of a longer-term slowdown, and thus not cause for a sale. Regardless of how these views were generated, they are common to any decision-oriented analysis process. Now let’s consider the raw data from which these views were constructed. It is not as easy to define a common starting point as it is a common endpoint (unless we go all the way back to the original data-generating events). Different production techniques, notably SQL and spreadsheets, have such radically different logic that the source data will tend to be structured differently between them. Imagine that all the data has been collected, refined, and now resides in a large base table. In addition, there may be some adjunct lookup tables. A star schema for this base data is shown in Figure 2.4. This table schema is called a star schema because the central fact table is usually depicted as surrounded by each of the dimension tables that describe each dimension. In this example, the base sales data table is the fact table and each lookup table is a dimension table.
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THE DIFFICULTY OF DEFINING A COMMON SOURCE DATA SET FOR SPREADSHEETS AND SQL SQL, if thought of as a language for defining and manipulating relational tables, is supposedly application-neutral when it comes to structuring base data. Base data, in a relational sense, is supposed to be structured or normalized on the basis of its own internal relationships. This facilitates the database update operations that characterize transaction processing. But for many decision-oriented applications, SQL tables are intentionally denormalized (or physically optimized) to speed up queries. When thinking through a problem with spreadsheets, the way that base data is structured (that is, the form of the data) has a great impact on what can be done with it. This will become even clearer as we get into the specific examples. It is important to bring this up now because it isn’t possible to define a realistic starting point where the data has the same form for both spreadsheets and SQL. Rather, our common starting point will be defined in terms of the content of the data.
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STORE LOOKUP (dimension table) Store ID 1 2 3 4 5 6



Store Ridgewood Newbury Avon Francis Nikki's Roger's



Region Northeast Northeast Northeast Midwest Midwest Midwest



Company B&B B&B B&B B&B B&B B&B



TIME LOOKUP (dimension table) Month ID



Month



Quarter



1 2 3 4 5 6



Jan Feb Mar Apr May Jun



1 1 1 2 2 2



PRODUCT LOOKUP (dimension table) Prod. ID 1 2 3 4 5 6



Prod. name



Prod. type



Prod. Group



rosewater soap olive oil soap hypoaller. lotion bookshelves dividers mattresses



soap soap lotion office office home



skin care skin care skin care furniture furniture furniture



BASE SALES DATA (fact table) Store id 1 1 1 1 1 1 1 1 1 1 1 1 1 1 : : 6 6



Month id 1 1 1 1 1 1 1 1 1 1 1 1 2 2 : : 12 12



Prod. id 1 1 2 2 3 3 4 4 5 5 6 6 1 1 : : 6 6



Scenario actuals plans actuals plans actuals plans actuals plans actuals plans actuals plans actuals plans : : actuals plans



Sales 285 280 270 265 350 300 220 230 480 450 380 390 313 308 : : 1,199.28 1,230.42



Costs 240 230 260 255 300 280 230 235 400 380 370 375 264 253 : : 1,168.14 1,183.71



Figure 2.4 Common base table for sales data and lookup tables for stores, times, and products.



Notice how the stores, weeks, and products columns in the fact table in Figure 2.4 contain numeric values. Fact tables can grow to a huge number of rows. Because each value of the store, weeks, and product column is repeated many times, using a simple value in the base table and storing the full name only once in the dimension’s lookup table saves space. The lookup tables also contain hierarchy information relating each store, week, and product with its higher-level aggregations. For example, store 1 in the base table of Figure 2.4 connects with the “Store Lookup” table where it has the name Ridgewood and rolls up to the Northeast region. Product 2 in the base table connects with the “Product Lookup” table where it has the name olive oil soap and rolls up into the product type soap in the skin care products group. In practice, the lookup tables may also contain additional attribute information about the individual stores, times, and products (such as the square footage per store). This base data content (that is, the collection of propositions or statements about the world), though not necessarily the base data form, would be the same regardless of whether you were going to build your analytical model with a spreadsheet, with an SQL database, or, as we will see later on, with a multidimensional tool. Consider it a common starting point.
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Trying to Provide OLAP Functionality with a Spreadsheet Now let’s explore how we satisfy end-user information demands using spreadsheets. The first problem you face with spreadsheets is deciding the form of the base data. Would you build one gigantic worksheet? And if so, how would you organize it? Would you nest weeks within stores within scenarios along the rows and then nest measures within products along the columns? Or, perhaps, would you nest measures within stores within products along the rows and nest weeks within scenarios along the columns? The possibilities are numerous. Also, the method you choose affects the ease of defining subsequent structures. For example, the auto-sum function in a spreadsheet will only work with contiguous cells, so cells that you want to sum need to occupy such contiguous ranges. You definitely have to think about how you are structuring your base data. Probably, for manageability reasons, you would distribute the base data across a variety of worksheets. Here again, there are many options. You could create a separate worksheet for each product and/or each store and/or each week. Theoretically, any method will work. Of course, you will be faced with the unpleasant task of integrating data from many worksheets—perhaps hundreds or even thousands. For example, if you decide to break up the base data into groups of simple worksheets so that each worksheet can be managed more easily, and toward that end you decide that all base data worksheets will be organized with stores along the rows and measures along the columns, with a separate worksheet for each product, scenario, and week, and if you assume there are 100 products, 3 scenarios, and 13 measures (not an overly complex model), then you will have 3,900 separate base data worksheets. This is not a feasible solution. Spreadsheets are not geared for working with multidimensional data, OLAP’s first logical requirement. The next major problem you face is trying to aggregate the base data. Each of the worksheets will need to have the rollup information embedded for the purposes of defining aggregates, or you could define even more worksheets. In either event, there will be massive amounts of structural redundancy. For example, you will need to define city and regional aggregates for stores. Given that there are 3,900 worksheets, all organized by store, you will have to make 3,900 copies of a store-city-region hierarchy, one for each worksheet. Thus, spreadsheets do not provide support for hierarchies, OLAP’s second logical requirement. Hierarchies are not the only structures that are massively duplicated—so too are formulas. After all, spreadsheets work with cell-based formulas. Every aggregate cell needs to be defined with a formula. Not only do you have to repeat the store hierarchy information 3,900 times, but for each of those 3,900 times you would have to repeat, for example, the formula that sums stores 1 through 3 into the Northeast region for each of 13 measures. So the formula that says “compute the value for the Northeast region as the sum of stores 1 through 3,” which in a multidimensional model is defined once, would be defined 3,900 ⫻ 13 or 50,700 times across all your worksheets! Clearly, spreadsheets do not support dimensional calculations, OLAP’s third logical requirement. Defining hierarchies for the nonrepeated dimension values—in this example, products, scenarios, and weeks—is no less complicated. Creating product aggregates requires
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linking each underlying product worksheet to the appropriate aggregate worksheet on a cell-by-cell basis. With 100 stores and 13 measures per worksheet, this means creating 1,300 links for each aggregate worksheet. Can you think of anyone who really wants to do this? Assuming that through some combination of perseverance and luck you have managed to create all the necessary aggregations, the question remains: How are you going to view the aggregates? As long as you are viewing information in the form in which you defined it for the purposes of aggregation, there is no problem. For example, if you defined your low-level spreadsheets with products nested within stores along the rows and variables nested within time along the columns, your aggregate view would look like that shown in Figure 2.5. What if you wanted to compare how different regions performed for the same products? In other words, what if you wanted to see how toys sold in the Northeast as opposed to the Southeast? You would want to see a view, such as the one shown in Figure 2.6, where regions were nested inside of products along the rows. The view shows the same information as the one in Figure 2.5, but the arrangement is different. Unfortunately, the spreadsheet offers no simple way to rearrange views. As any spreadsheet user knows all too well, you need to build the view from scratch. The fastest way (and the word “fast” is definitely misleading here) to build the new view is to create a new view template with just the margins filled in and then bring in the data through intersheet references. Because the organization of the two sheets is different, you will need one formulaic link per cell. Spreadsheets also have a problem with view reorganization. This is because spreadsheets cannot separate the structure of a model from the views of that model. This is OLAP’s fourth logical requirement. For example, there is no way in a spreadsheet to capture the model’s dimensional hierarchy information apart from creating worksheets that embody the dimensions in views.8 As a



Sales Actuals Northeast Midwest



skin care furniture skin care furniture



Quarter 1 7,191 7,360 6,655 9,124



Quarter 2 9,556 9,780 8,843 12,126



Quarter 3 12,857 13,157 11,905 16,291



Quarter 4 17,889 18,305 16,565 22,662



Quarter 2 Quarter 3 9,556 12,857 8,843 11,905 9,780 13,157 12,126 16,291



Quarter 4 17,889 16,565 18,305 22,662



Figure 2.5 Aggregated spreadsheet view.



Sales Actuals skin care furniture



Northeast Midwest Northeast Midwest



Figure 2.6 View reorganization.



Quarter 1 7,191 6,655 7,360 9,124
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USING SPREADSHEETS AS DISPLAY VEHICLES FOR MULTIDIMENSIONAL SYSTEMS Before closing the book on spreadsheets, it is fair to say that spreadsheet and multidimensional products share the same display grid or matrix metaphor. This is why, as you will see in the next chapter, spreadsheets make such a fine vehicle for displaying views or slices of a multidimensional model. Because almost everybody is familiar with how to perform analysis with a spreadsheet, many vendors of multidimensional tools have intentionally used spreadsheet products as interfaces.



result, the same worksheets that represent your base data limit the aggregate views that can be created. And each view, such as the ones shown in Figures 2.5 and 2.6, represents a separate grid of numbers. Although it is theoretically possible to create hierarchical multidimensional views with a traditional spreadsheet, it is practically infeasible. Add to this the fact that today’s challenge is enterprise-wide and requires server and client resources combined across a network, and you can see why RAM-based spreadsheets can’t create multiuser, multidimensional information systems.



Trying to Provide OLAP Functionality with SQL As we have seen, it is not so easy to deliver OLAP-style functionality with a spreadsheet. Let’s take a look at doing it with SQL. After all, SQL is a database language based on structured English. It is supposed to be powerful and intuitive. Look again at Figure 2.4. These are the base tables for our example model. Since it is straightforward in SQL to create dimension tables and star schemas, SQL—unlike spreadsheets—does support multiple dimensions. If SQL were being used to perform the aggregations, it would create one aggregate table for each unique combination of aggregation levels. With four levels for time, three for stores, and three for products, there are 36 unique aggregation levels (including the base level), requiring 36 unique aggregate tables. The combinations are enumerated in Figure 2.7. Each of the tables would have to be created with a separate CREATE TABLE statement. For example, the following SQL fragment would create the table for the quarter by region by product type aggregation level: CREATE TABLE quarter-region-prodtype ( quarter (CHAR 16), region (CHAR 16), prodtype (CHAR 16), scenario (CHAR 16), sales (DOUBLE FLOAT), costs (DOUBLE FLOAT) )
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Time



Stores



Products



Year



All



All



Quarter



Region



Month



Store



Type Group Prod.



1 2 3 4 5 6 7 8 9 10 11 12



month.store.product month.store.pr group month.store.pr type month.store.all prod month.region.product month.region.pr group month.region.pr type month.region.all prod month.all strs.product month.all strs.pr group month.all strs.pr type month.all strs.all prod



13 14 15 16 17 18 19 20 21 22 23 24



qtr.store.product qtr.store.pr group qtr.store.pr type qtr.store.all prod qtr.region.product qtr.region.pr group qtr.region.pr type qtr.region.all prod qtr.all strs.product qtr.all strs.pr group qtr.all strs.pr type qtr.all strs.all prod



25 26 27 28 29 30 31 32 33 34 35 36



year.store.product year.store.pr group year.store.pr type year.store.all prod year.region.product year.region.pr group year.region.pr type year.region.all prod year.all strs.product year.all strs.pr group year.all strs.pr type year.all strs.all prod



Figure 2.7 Thirty-six unique aggregation levels.



Then, to set up for populating the quarter-region-prodtype table, views that contain only the relevant aggregation levels would be created for each of the three lookup tables in Figure 2.4. For example, in order to create the quarter-region-prodtype table shown in the preceding SQL fragment, a view of the product lookup table would first be created that contained only product IDs and product types. Otherwise there would be a lot of unnecessary data replication because the columns of the original lookup tables that contained information about the columns that were not going to be used in the quarter-city-prodtype table, such as the product names and product groups columns in the product-lookup table, would needlessly be expanded upon joining with the base table. The SQL used to create these three lookup views is as follows: CREATE VIEW quarter-name (quarter, month-id) AS SELECT quarter, month-id FROM time-lookup CREATE VIEW region-level (region, store-id) AS SELECT region, store-id FROM store-lookup CREATE VIEW product-type (prodtype, prod-id) AS SELECT prodtype, prod-id FROM product-lookup



Then each of the three lookup table views would be joined with the base table to create a modified view of the base table containing the aggregate identifier columns
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month-id, region-id, and prodtype_id, in addition to the base-level columns region, month, and product. The modified base table view would be defined by the following SQL statement: CREATE VIEW qrp-modified-base-table (month-id, quarter, store-id, region, prod-id, prodtype, scenario, sales, costs) AS SELECT base-table.month-id, quarter, base-table.store-id, region, basetable.prod-id, prodtype, scenario, sales, costs FROM base-table JOIN time-lookup JOIN store-lookup JOIN prod-lookup



The actual aggregate table is then populated by the following SQL statement: INSERT INTO quarter-region-prodtype SELECT quarter, region, prodtype, scenario, SUM (sales), SUM (costs) FROM qrp-modified-base-table GROUP BY quarter, region, prodtype, scenario



The aggregation functions for the variables would have to be defined within each of the aggregate tables. Repeating this process a total of 35 times will generate all the basic aggregate values, such as the sum of products across all stores. (We started off with the month-store-product level table, so 1 of the 36 was already there.) So, although SQL does support multiple dimensions, OLAP’s first logical requirement, it does not offer strong support for hierarchies, OLAP’s second logical requirement. SQL is flexible enough to define them, but there is no built-in support. The process as a whole is cumbersome. But how about generating some of the comparisons that were shown in Figures 2.2 and 2.3? Alas, this is not a trivial exercise. Let’s calculate the ratio between actuals and plans that is shown in the rightmost column of Figures 2.2 and 2.3. The problem is that the difference between actuals and plans for any measure is defined across the rows of the base table. For example, referring back to the base table in Figure 2.4, to calculate the ratio of actuals to plan for the sale of rose water soap for the Ridgewood store in the first quarter (store 1, time 1, product 1), you would need to calculate the ratio between the sales figure in row 1 (the actuals value) and the sales figure in row 2 (the planned value). SQL has no good way for defining interrow comparisons or inserting new rows that are defined in terms of arithmetic operations performed on other rows. SQL processing is column-oriented; therefore, you need to somehow put plans and actuals in separate columns. SQL’s lack of support for interrow calculations is a result of SQL’s lack of support for dimensional calculations, OLAP’s third functional requirement. The way to place actuals and plans in separate columns is to create two views for each of the 36 already existing aggregate tables. One of the views will hold just the actual values, and the other will hold just the planned values. This is shown in the following SQL statements. (For simplicity, the remaining examples pretend that the base data is joined with the appropriate names found in the lookup tables.) /* create view of actuals */ CREATE VIEW actual-quarter-region-prodtype (quarter, region, prodtype, act_sales, act_costs)



The Limitations of Spreadsheets and SQL AS SELECT quarter, region, prodtype, sales AS act_sales, costs AS act_costs FROM quarter-region-prodtype WHERE scenario = 'actuals' /* create view of plans */ CREATE VIEW plan-quarter-region-prodtype (quarter, region, prodtype, plan_sales, plan_costs) AS SELECT quarter, region, prodtype, sales AS plan_sales, costs AS plan_costs FROM quarter-region-prodtype WHERE scenario = 'plans'



Figure 2.8 shows the view returned by selecting rows from the actual-quarter-regionproduct type view. Notice that we haven’t done anything useful yet in terms of calculating variances. All we’ve done is reorganize the data in order to get around SQL’s limited interrow math by converting what had been row differences into column differences. To begin to use these columns, you now need to join them together in a query. The following SQL code will perform that join: SELECT quarter, region, prodtype, act_sales, plan_sales FROM actual-quarter-region-prodtype JOIN plan-quarter-region-prodtype



The join creates a table view that contains the shared store, quarter, and product type columns, and separate columns for actual sales and planned sales, as shown in Figure 2.9. This table is suited for the intercolumn arithmetic required for SQL computations.



Quarter 1 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2



Region Northeast Northeast Northeast Northeast Northeast Northeast Northeast Northeast Midwest Midwest Midwest Midwest Midwest Midwest Midwest Midwest



Figure 2.8 Table of actual values.



Prod. Type soap lotion office home soap lotion office home soap lotion office home soap lotion office home



act_sales 4,217 2,974 5,313 2,047 5,603 3,952 7,060 2,720 4,174 2,481 7,312 1,812 5,546 3,297 9,718 2,408



act_costs 4,019 2,474 4,839 1,918 5,339 3,288 6,431 2,549 3,883 2,266 6,667 1,342 5,159 3,011 8,860 1,783
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Quarter 1 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2



Region Northeast Northeast Northeast Northeast Northeast Northeast Northeast Northeast Midwest Midwest Midwest Midwest Midwest Midwest Midwest Midwest



Prod. Type soap lotion office home soap lotion office home soap lotion office home soap lotion office home



act_sales 4,217 2,974 5,313 2,047 5,603 3,952 7,060 2,720 4,174 2,481 7,312 1,812 5,546 3,297 9,718 2,408



act_costs 4,019 2,474 4,839 1,918 5,339 3,288 6,431 2,549 3,883 2,266 6,667 1,342 5,159 3,011 8,860 1,783



plan_sales 4,316 2,779 5,081 2,117 5,735 3,693 6,752 2,813 4,068 2,498 6,551 1,769 5,405 3,319 8,706 2,351



plan_costs 3,995 2,349 4,634 1,961 5,308 3,121 6,158 2,606 3,777 2,266 5,948 1,322 5,018 3,011 7,905 1,756



Figure 2.9 View of the joined tables containing a column for actual and planned sales and costs.



Quarter 1 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2



Region Northeast Northeast Northeast Northeast Northeast Northeast Northeast Northeast Midwest Midwest Midwest Midwest Midwest Midwest Midwest Midwest



Prod. Type soap lotion office home soap lotion office home soap lotion office home soap lotion office home



act_sales 4,217 2,974 5,313 2,047 5,603 3,952 7,060 2,720 4,174 2,481 7,312 1,812 5,546 3,297 9,718 2,408



plan_sales 4,316 2,779 5,081 2,117 5,735 3,693 6,752 2,813 4,068 2,498 6,551 1,769 5,405 3,319 8,706 2,351



variance 0.98 1.07 1.05 0.97 0.98 1.07 1.05 0.97 1.03 0.99 1.12 1.02 1.03 0.99 1.12 1.02



Figure 2.10 End-user view of variance data.



Now that the columns are suitably arranged, we can divide values across columns in a straightforward way. For example, the following SQL view will generate the table shown in Figure 2.10. CREATE VIEW var-quarter-region-prodtype (quarter, region, prodtype, act_sales, plan_sales, variance) AS SELECT quarter, region, prodtype, act_sales, plan_sales, act_sales/plan_sales AS variance FROM actual-quarter-region-prodtype JOIN plan-quarter-region-prodtype
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Repeating this process a total of 35 times will generate all the correct views from which to compute variances for all the aggregate levels in the model. To generate the data values for our reports, using only summary tables, we will need to join up to 8 or 12 of them together, as the reports contain quarters and months combined with products, product types, product groups, and all products, or stores, regions, and the entire chain of stores. Note how the months, products, and stores are all displayed along the rows. This is not how the information was displayed in Figures 2.2 and 2.3. In those figures, the months were displayed in a natural way across columns. It is common and useful to be able to organize data across rows and columns. It is done all the time with spreadsheets and in presentations. What about with SQL? How would you rearrange the view to show months along the columns? Basically, SQL has no way to transpose rows and columns. You can write a special-purpose view to transpose a particular column on a table whose values for that row are known to you, but it will be tricky to code, and it will require recoding if the values in the column change. Thus, SQL is also weak in its separation of data structure and representation, OLAP’s fourth logical requirement. You can see that SQL has no natural way to define comparative functions or provide flexible view reorganizations that involve the transposing of rows and columns. Something as simple as the ratio of planned sales to actual sales, which can be defined in a minute or two with a typical spreadsheet by copying a formula across a new variance column or, as you’ll see in the next chapter, even more quickly with a multidimensional tool, is undefinable without going through a whole sequence of complicated maneuvers like the ones we just went through in this section. Ralph Kimball put this well when he said that a freshman in business needs a Ph.D. in SQL.9 SQL has other analytical limitations as well. Common analytical functions such as cumulative averages and totals, subtotals as found in typical spreadsheets, and rankings of data are not supported in standard SQL, though vendors have implemented extensions to support them. The topic has received some interest from notable relational experts.10 Convenient expression of multidimensional aggregation, including partial aggregations across multiple dimensions at once, has also received attention.11 The latest enhancements to SQL have taken steps to provide these capabilities. One fundamental source of complication for SQL in performing analytical operations is its weakness at interrow computations, as shown previously. The SQL-99 standard, as implemented by vendors, supports user-defined (DBA-defined) stored functions that can be coded in procedural logic, thereby overcoming many of the current shortcomings. However, while any application can be created in a simple procedural language, the point is not if something can be done, but how difficult it is to do it. To code an interrow ratio function in a SQL-99 stored function would be akin to programming it in COBOL. Adding intrinsic row functions to SQL would make it extremely different from the SQL of today. The organization of definitions in a SQL database is another limitation of SQL that affects even the proposed extensions for handling analytical functions and user-defined functions. All views (stored queries) and stored functions (in the SQL-3 standard)12 would be organized by database schema, just as tables and indexes are. They are placed in a flat list structure, just like any one table. The structures that they would be called on to define and compute, however, would be hierarchical and multidimensional. The disparity of structure between the analytical elements and the operations that define them
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will cause them to be difficult to manage. (Even though a spreadsheet function does not have the general expressive power of a SQL query, you at least know where to go in a spreadsheet to view or modify a formula for a particular cell.) If you altered the definitional structure of a SQL database to give its catalog the same hierarchical and dimensional structure as the analytical information stored in its data tables, you would have gone a long way to metamorphose SQL into a multidimensional language. Instead of using complicated procedures to contort SQL into providing analysisbased decision-oriented information, it is also possible to issue multiple simple SQL commands and perform the analytical functions on the client. The problem with this strategy is that the amount of data that gets returned is frequently too large for the client and overloads either the client or the network or both. For example, what if you worked for a large retail organization and you wanted to see your top 20 products in terms of cumulative sales? If you had 500 stores and weekly sales totals for 50,000 products, and you were 20 weeks into the year, you would have to send 500 million numbers across the network (dubious) to your desktop (highly dubious) to calculate 20 numbers. Rankings are an important class of comparative function. When large amounts of data are involved, it is not the kind of operation to be performed on the desktop.
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Table 2.1 roughly summarizes the degree of support provided by spreadsheets and SQL databases as suggested by the examples in this chapter and from structured comparisons between spreadsheets and OLAP tools and from the publicly documented efforts to provide even basic OLAP functionality through extensions to SQL. This table also shows what one would like to see in an OLAP-supporting product for the four core logical requirements for OLAP. The numbers range from 1 to 5 with 5 being the highest. As you’ve seen in this chapter and can see here in summary, neither spreadsheets nor SQL databases provide enough support for OLAP’s core logical requirements. It is normal to want to be able to phrase analytical queries in a natural or nearnatural way. If you want to see product totals and subtotals, this year/last year



Table 2.1 Comparison of Support for Core Logical OLAP Requirements SPREADSHEETS



SQL DATABASES



OLAP REQUIREMENTS



Multiple dimensions



1



5



4/5



Hierarchies



1



3



4/5



Dimensional calculations



1



2



4/5



Separation of structure and representation



1



3



4/5
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comparisons, moving 52-week averages, top-selling products, changes in market share between this year and last year, or percent changes in margins, that’s all you should have to ask for. Spreadsheets let you phrase analytical queries in a near-natural way but only for small amounts of data that can be organized in a two-dimensional grid. SQL lets you phrase simple queries based on columns of data in a near-natural way as long as they do not involve any analysis or interrow comparisons. Neither approach lets you easily phrase analytical queries against large amounts of complexly organized data. Regardless of whether horizontally specialized OLAP vendors continue to find markets beyond the reaches of expanding relational database vendors, OLAP will continue to thrive as a data definition and manipulation technology independent of how and where it is physically instantiated.
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3 Thinking Clearly in N Dimensions



The notion of a hypercube, or a cube with more than three dimensions, is fundamental to an understanding of multidimensional software that uses hypercubes in the same way spreadsheets use worksheets and databases use tables. All browsing, reporting, and analysis are done in terms of hypercubes. Hypercubes are typically introduced following a description of lower-dimensional surfaces such as lines, planes, and cubes. The reader is then left to visualize, by analogy, a higher-dimensional cube.1 However, this is not the best approach because the path to understanding hypercubes does not pass through the length, width, and height of a physical cube. This chapter shows you how to think clearly about N-dimensional data sets or things in the world by incrementally building on something understood by everyone: a two-dimensional row-by-column arrangement of data. By the end of this chapter, you will have a solid understanding of what hypercubes are and what they are not, and you will be ready to assimilate the information found in this book on OLAP solutions or multidimensional information systems.



Lower-Dimensional Data Sets Let us start with a typical example of two-dimensional data. Anything that you track, whether it is hours per employee, costs per department, balance per customer, or complaints per store, can be arranged in a two-dimensional format.
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Direct Costs



Indirect Costs



Total Costs



January



790



480



110



590



200



February



850



520



130



650



200



March



900



530



140



670



230



April



910



590



150



740



170



May



860



600



120



720



140



June



830



490



100



590



240



July



880



500



110



610



270



August



900



620



130



750



150



September



790



300



90



390



400



October



820



540



100



640



180



November



840



570



150



720



120



December



810



600



120



720



90



10,180



6,340



1,450



7,790



2,390



Month



Total



Sales



Margin



Figure 3.1 Sales, costs, and margin by month.



Figure 3.1 shows five columns of sales and cost data organized by month in a twodimensional grid. This grid could easily be created in any spreadsheet program and displayed on any computer screen. Months are arranged down the rows. The total for all months is displayed on the bottom row. The grid has five columns: one for each sales or cost variable. The data set may be said to have two dimensions: a rowarranged month dimension and a column-arranged variables dimension. (In fact, there are a variety of ways of characterizing the dimensionality of a data set, which will be treated in depth beginning in Chapter 4. For now, it is sufficient to think in terms of 1-N locator or identifier or key dimensions with 1-N variables collected in a single variables dimension.) Individually, sales, costs, and margins represent variables. Variables are the items we are tracking. If someone was to ask you the question, “What are you measuring or tracking?” you would respond, “Sales, costs, and margins.” Each member or element of the variables dimension is a variable. In contrast, the months represent how we are organizing the data. We are not tracking months. We are using months to individuate sales and cost values. If someone was to ask you the question, “From where are you getting your data?” or “How often are you making measurements?” you would respond, “We are tracking sales on a monthly basis.” Months are a type of key, identifier, or locator dimension. Our simple data example has two dimensions: one locator dimension and one variables dimension. What happens when we add a third dimension called products? It seems easy enough to visualize. After all, it is just a cube. Figure 3.2 shows a three-dimensional cube that represents products, months, and variables. But where is this cube that we are showing? Is it on the computer screen? Is it out there in the world? Is it in your mind? Where is it? As Magritte might have said, the cube cannot be a part of the computer screen any more than an apple can be a part of a piece of paper (see Figure 3.3). The computer screen, like a sheet of paper, has only two (usable) physical dimensions. We can create
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Variable



Margin Costs Sales Skis



790



850



900



910



Jan.



Feb.



Mar.



Apr.



Boots Product Bindings Poles



Time



Figure 3.2 Three-dimensional cube: products, months, and variables.



Ceci n'est pas une pomme.



This is not an apple.



Figure 3.3 This is not an apple.



a two-dimensional representation of a three-dimensional cube on a computer screen. It is done all the time. But we cannot create a three-dimensional representation of anything as part of a two-dimensional surface. This raises the first of our dimension hurdles: The actual two-dimensional screen display of data is separate from the metaphors we use to visualize that data. The cube we visualized in Figure 3.2 is just that, a visual metaphor. It could have even been a real cube. But it is not the same as the two-dimensional display shown in Figure 3.4. Now why is this an important point? It is important because there are natural limits to what can be done with a two-dimensional computer screen. This limitation made software developers think long and hard about the optimal way of representing information with more than two dimensions on a flat computer screen for the purposes of viewing and manipulation. Figure 3.5 shows a spreadsheet-like display of the three-dimensional data set visualized in Figure 3.2. Most of the display looks the same as for the two-dimensional
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Figure 3.4 Flat-screen display of a cube.
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Figure 3.5 Typical three-dimensional display.



display shown in Figure 3.1. It is essentially a two-dimensional grid except, in the upper-left portion of the display, there is an icon called page with the label Product: Shoes. The page icon stands for a third, so-called page dimension. The three-dimensional data set consisting of variables, time, and products is displayed on a computer screen in terms of the three display dimensions: row, column, and page. The row and column display dimensions correspond to the row and column
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Figure 3.6 Slice of the cube.



screen dimensions. We can see as many rows and columns of data as the screen’s rows and columns permit. Given a large enough screen, we could see the whole of any twodimensional data set. In contrast, the page dimension doesn’t correspond to anything that is actually on the screen. No matter how big the screen, all that is seen is an indicator saying which page is currently visible: shoes, socks, shirts, and so on. Still, it is easy to visualize the relationship between the data shown on the screen and the whole of the data set stored in the computer. All you have to do is imagine a threedimensional data cube and a screen display showing one slice of that cube, as illustrated in Figure 3.6.



Beyond Three Dimensions Suppose that you are tracking different measures of different products by month for a chain of stores. You’ve now got a four-dimensional data set. What kind of visual metaphor should you use to represent the whole? How should the relevant information be organized on the screen? Trying to use a cube as the basis for a four- or higherdimensional visualization can get very messy quickly. Figure 3.7 shows a picture of a tesseract, the technical name for a four-dimensional cube. It looks way too complicated —an indication that something is wrong. The cube metaphor shown in Figure 3.2 was easy to understand. Likewise, adding the notion of stores to the data set in Figure 3.1 didn’t seem to add that much more additional complexity. So why, when we add just one more factor to the data set, does the complexity of its visualization skyrocket? And what would we do to represent a five- or six-dimensional data set? Another way of asking the question is, Why does the cube metaphor work so well for data of up to
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Figure 3.7 View of a tesseract.



three dimensions but break down as we add a fourth? This brings us to the second dimension hurdle: the difference between logical and physical dimensions. To answer that question, consider what the great Austrian thinker Ludwig Wittgenstein postulated back in the 1920s.2 For something to serve as a representation of something else, the representation needs to share some structural attributes of the thing represented. Thus, there needs to be some aspect of the cube representation that mirrors some aspect the data-generating events that explains why the cube metaphor works for lower dimensional data sets. There also has to be some structural aspect of the cube that is not mirrored by the data-generating events that explains why the cube metaphor breaks down for data sets of more than three dimensions. Figure 3.8 is a simple sketch of an event that could have generated the data shown in Figure 3.6. It is a picture of a retailer selling a product to a customer in exchange for money and buying supplies from a supplier. It certainly doesn’t look like a cube. Figure 3.9 displays a series of these pictures: one for each month and their correspondence with a cube arrangement of data. Yet there is something about the cube that makes it an intuitive representation of the event. Let’s explore this further. One attribute of any cube is that all its dimensions are coexistent at every point. This is illustrated in Figure 3.10, which shows how any point (xn,yn,zn) in three-dimensional space is identified by its x, y, and z value. In terms of data representation, this means, for example, that one point in the cube might represent the fact that $1,000 worth of shoes was sold in February. Each fact in the cube is identified by one value from each
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Figure 3.8 Retailer-centric view of the world.



Customer



Thinking Clearly in N Dimensions



$



$



S



ble ria va



P



$



$



S



P



product



January



time



February



$



$



S



P



March Figure 3.9 Events that could generate the data in Figure 3.6.



( x i , y j, z k ) zk



yj



xi Figure 3.10 Points are identified by their x, y, and z values.



dimension. Going back to the event image in Figure 3.8, you can see that every business dimension of the event is also coexistent. For each sales transaction, one can always identify a product sold, a dollar amount, and a time. Thus, the attribute “coexistent dimensions” is shared by the cube and the data-generating events. Another attribute of any cube is that each of its coexistent dimensions is independent of all the others. As illustrated in Figure 3.11, change can occur independently in
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Figure 3.11 Change can occur by any value of any dimension.



any dimension. From the point 111, one can travel to the point 112, 121, 211, and so forth. In terms of the data generating event, this means, for example, that any product could be sold at any time. And at any time, any product could be sold. (Actually, the condition of independence may or may not hold for the variables, but it is safe to ignore that now. For a full treatment of variables and formulas, see Chapter 7 and for a discussion of interdependent dimensions, please see Chapter 20.) Going back to the event image in Figure 3.8, you can imagine that every business dimension is independent of every other. From shoe sales in February, you can navigate to shoe sales in March or sock sales in February. That’s because products, stores, time, and variables are independent of one another. Thus, the attribute “independent dimensions” is shared by the cube and the data-generating events. So where do things break down? What structural attribute of the cube is not shared by the data-generating events? What’s another attribute of all cubes? Think about it for a minute. What about angularity? In textbook geometry, the x axis is perpendicular to the y axis, which is perpendicular to the z axis. The three perpendicular angle-related axes translate perfectly into the physical dimensions of length, width, and height. Physical geometry is practical and has served humankind well for over two millennia. (Incidentally, the Greeks inherited their geometry from the Egyptians, who used it for surveying.) Now, what does angle have to do with the relationship between variables, stores, time, and products? Does it make any sense to say that stores are perpendicular to products or that customers are perpendicular to time? It makes no sense at all. (It does make sense to say that the display of stores on the computer screen is perpendicular to the display of products, but that is a totally different topic.) Although there is nothing wrong with using an angle-based cube for representing events, the angle-based cube cannot represent more than three dimensions because there are only three angle-based independent dimensions to our physical space.
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The angle-based definition of cube dimension relationships is not necessary for a useful representation of the event. A useful representation requires coexistent and independent dimensions regardless of how that coexistence and independence are defined. These two properties are logical properties, not physical properties. Any metaphor that provides a consistent definition of independent and coexistent dimensions will work.



Multidimensional Type Structures (MTSs) Here we introduce a new metaphor for representing data, data-generating events, and, ultimately, OLAP meta data that is not based on angle-defined dimensions and that is capable of representing any number of event dimensions. If you want to give it a name you may call it a multidimensional type structure (MTS). An example of a simple representation in the new metaphor is shown in Figure 3.12 along the path between data-generating events and data cubes shown in Figure 3.9. Each dimension is represented by a line segment. Every member within a dimension is represented by a unit interval within the segment. As we are starting with a three-dimensional example, there are three line segments: one for time, one for products, and one for variables. Any union of one interval from each of the three line segments is connected to an element in the event and in the cube. For example, in Figure 3.12, the MTS highlights March shoe sales as does the cube. In the same way that one can move independently in each cube dimension, one can move independently in each MTS dimension, as shown in Figure 3.13. In Figure 3.13, where there are 12 time periods, 10 products, and 5 variables, there are 12 ⫻ 10 ⫻ 5 ⫽ 600 hypercube intersections, or potential data points. In this sense, an MTS is more descriptive than a physical cube. However, an MTS doesn’t show actual data points, just possible combinations of dimension members. So here it is marginally less descriptive than a cube that can at least allude to (though it cannot actually
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Figure 3.12 MTSs are a way of representing events.
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Figure 3.13 You can move independently in each MTS dimension.



show) all data points. Then again, the purpose of a visual metaphor is to give a useful representation of the structure of a model. It is the job of the display to show the data.



Adding a Fourth Dimension Using an MTS, it is easy to add a fourth dimension to the model. Remember when we tried to add a store dimension to the cube? That’s when things started to break down. But not with an MTS. It’s a cinch. Just add a fourth line segment called stores, as shown in Figure 3.14. The MTS is not a pictorial representation of the data-generating event, but then neither was the cube. The MTS shows the number of data points extracted from the event and their logical organization. It shows all the dimensions one can browse in and how far one can go in any dimension. As you will see later in this book, an MTS can also show information about hierarchies and data flows within and



Time



Product



Jan. Feb. Mar. Apr. May Jun, Jul. Aug. Sep. Oct. Nov.



Tables



Dec.



Wine



Desks Chairs Lamps Shirts Shoes Socks Caviar



Variable Margin



Store Store 1 Store 2



Total sales Direct sales Indirect sales



Store 3 Store 4 Store 5 Store 6 Store 7



Coffee Cost



Store 8



Figure 3.14 The fourth dimension may be represented by a fourth line segment.
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between hypercubes. It shows more structural information than a cube, and it can show it for an arbitrary number of dimensions. If you want a more realistic picture of the event, you should consider using some enhanced version of the simple images I used in Figure 3.12 or perhaps using a camera. If you want a useful computer screen representation of the data in numeric form, you need to use some grid-like display form like the three-dimensional spreadsheet metaphor shown in Figure 3.6.



Representing Hypercubes on a Computer Screen We’ve figured out why the physical cube metaphor breaks down, and we’ve introduced a logical visualization principle for representing the structure of N-dimensional data sets. We still need to see them on the computer screen. This brings us to our final dimension hurdle: mapping multiple logical dimensions onto two physical (screen) dimensions. Look again at the image of a three-dimensional grid-style interface, as shown in Figure 3.5. How are we going to represent four or more logical dimensions given our three display dimensions of row, column, and page? The answer is we combine multiple logical dimensions within the same display dimension. Let’s examine this more closely. Look at Figure 3.15. It shows a two-dimensional arrangement of products by variables with the name of each intersection explicitly written. Notice how each point or intersection in the two-dimensional grid is formed from one member of each dimension. Also notice how each member of each dimension combines with each member of the other dimension. In this simple example two products and three variables make a total of six product variable combinations. Mapping the two dimensions into one dimension means creating a one-dimensional version of the two-dimensionally arranged intersections. Although any one-dimensional arrangement will work, the typical method is to nest one dimension within the other. For example, Figure 3.16 shows how to create a one-dimensional list of variables nested within products from the two-dimensional grid originally shown in Figure 3.15. Notice how the list scrolls through every member of the variables dimension for each product as it is scrolling through products. You can think of it as a generic loop: For products = 1 to N For variables = 1 to N
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Figure 3.15 Two-dimensional arrangement.
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Figure 3.16 Nesting variables within products.
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Figure 3.17 Nesting products within variables.



End variables End products



This is what it means for variables to be nested within products. In contrast, Figure 3.17 shows how to create a one-dimensional list of products nested within variables



THE EFFECTS OF COMBINING DIMENSIONS Two main things change as a result of combining dimensions: axis lengths and neighborhoods. One main thing does not change: truth criteria. The first thing that changes is the shape of the viewable data. As you can see from Figures 3.16 and 3.17, the length of the one-dimensional list is equal to the product of the lengths of each of the two dimensions in the two-dimensional arrangement. When the lengths are as small as they are in these examples, the impact is negligible, but when the axis lengths are in the hundreds or thousands, it can make a real difference. For example, browsing through a two-dimensional grid of 100 by 100, which may fit all at once on your screen, is considerably easier than browsing through a list of 10,000 rows, which most certainly will require substantial scrolling. This doesn’t mean you shouldn’t combine dimensions, but you should be aware of how you are changing the shape of the data by combining them. The second thing that changes as a result of combining dimensions is the set of neighbors surrounding any point. In two dimensions, each two-dimensional point has
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four immediate neighbors, when the two dimensions are combined; each point in a onedimensional list has just two immediate neighbors. This is shown in Figure 3.18. Notice how in the top panel, where the data is arranged in two dimensions, the sales value for Newbury in February has four neighboring cells. Compare this with the lower panel, which shows the exact same data, only in one dimension. Here, the sales value for Newbury in February has only two neighbors. The changing of neighbors can affect analyses and graphical visualizations because they make use of information about neighbors. (For a discussion of multidimensional visualization, see Chapter 9.) One important thing does not change during the process. No matter how dimensions are combined, and no matter how the data grids are arranged, they make the same statements, claims, or propositions about the world whose truth or falsehood are a function of the same criteria. (For a discussion of truth conditions, see Chapter 6.)
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Figure 3.18 Two different dimensional structurings of the same data set.



from the same two-dimensional grid. Notice how in both figures, the number of elements is the same for the one- as for the two-dimensional arrangement. No data is lost by combining dimensions. (Actually, some information is lost as you will see later.) Any number of dimensions can be combined. Now that you have learned how to combine dimensions, let us more fully demonstrate the process by adding two dimensions to our previous four-dimensional example. Figure 3.19 shows a six-dimensional data set consisting of products, times, stores, customers, variables, and scenarios. Figure 3.20 shows each dimension of Figure 3.19



59



60



Chapter 3



Store Cust.Type Store 1 Store 2 Store 3 Store 4 Store 5 Store 6 Store 7 Store 8



Variable



18 males (1) 18 females (2) Adults (3) 65+ males (4)



Time Scenario Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov.



Margin Total sales Direct sales Indirect sales Cost



Product Tables



Actual (1)



Desks Chairs Lamps



Planned (2)



Shirts Shoes Socks



Variance (3)



Dec.



Caviar Coffee Wine



Figure 3.19 Six-dimensional MTS.
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= highlights the values of the dimensions displayed. Figure 3.20 Six-dimensional data display.



connected to a row, column, or page role of a three-dimensional grid display. Notice how multiple dimensions are combined in the row, column, and page dimensions of the grid display. The same visual display that works for three dimensions can easily be extended to work with N dimensions. From here on, we will call this type of display a
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Figure 3.21 Different six-dimensional data display of the same MTS.
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= highlights the values of the dimensions displayed. Figure 3.22 Yet a third six-dimensional data display of the same MTS.
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multidimensional grid display. Figures 3.21 and 3.22 show two different ways that the same six model dimensions can be mapped onto row, column, and page axes. If you look at Figures 3.20 through 3.22, you will notice that there is always exactly one member represented from each model dimension shown on pages of the screen. There is no way around this fact. Try getting around it. You will see that if you attempt to show more than one member from a dimension represented as a page, you will need to choose how to arrange the two or more members, and the only choices you have (in a flat static screen display) are across the rows or across the columns. Of course, once the members of a dimension are displayed across the rows or columns, they are no longer being displayed on a page. Multidimensional grids are so flexible that they can mimic any kind of regular table. After all, a table is just a special case of a grid where all or most of the dimensions are represented as columns. The table shown in Figure 3.23 can be thought of as a spreadsheet-like grid where five dimensions are represented as column headings whose members are the column values, and one dimension—in this case, the variables dimension—has its members represented as column headings. Tables, such as the one shown in Figure 3.23, where one of the dimensions has its members represented as column headings and where the rest of the dimensions have their members represented as row values, are frequently (and in this book will be) called type one tables.3 Using this same nomenclature, Figure 3.24, which is discussed next, would be called a type zero table because it has zero dimensions whose members are represented as column headings. Notice how every instance of a sales variable in the type one table is associated with an instance from every dimensional attribute. The key, locator, or identifier dimensions of the situation are represented as primary keys in the table. The variables of the situation are represented as nonkey attributes. Relationally speaking, this grid is a table in third normal form. This means that all of the nonkey attributes—in this case, sales and the number of units sold—apply to or are uniquely identified by all of the primary or dimension keys. There are no sales variables that are not associated with a product,



Dimensional attributes



Variables



Time



Product



Scenario



Store



Customer Type



# Units



2



10



1



12



3



2



$1500



2



11



1



12



3



3



$2250



2



12



1



12



3



2



$1500



Figure 3.23 Electronic capture of point-of-sale data in a type one table.
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Figure 3.24 Type zero table.



store, scenario, customer type, and time. For every unique dimensional combination, one and only one instance of a variable exists. Finally, look at Figure 3.24, which shows a different table-like representation of the same data found in Figure 3.23. Although both table forms allocate one column per dimension, notice how in Figure 3.24 the individual variable names, sales and units, are treated as the values of a column called variables. Also notice the addition of a value column whose row entries are the data values that, in the preceding table, were situated in each of the variables columns. (For an in-depth discussion of the value dimension and how it relates to the dimensionality of a multidimensional model, see Chapter 4.) As a practical matter, the table in Figure 3.23 will be shorter in rows and wider in columns than the table in Figure 3.24. The long and narrow table in Figure 3.24 will use more space for storing keys because it has an extra key column. It will also use less space storing missing data values. The ability to easily change views of the same data by reconfiguring how dimensions are displayed is one of the great end-user navigational benefits of multidimensional systems. It is due to the separation of data structure, as represented in the MTS, from data display, as represented in the multidimensional grid. The actual method will be different from tool to tool, but the essence is the same. For example, the commands or actions to create Figure 3.20 are as follows: 1. Show variables nested within months along the rows of the screen. 2. Show scenarios nested within products along the columns of the screen. 3. Show stores and customer type along the pages of the screen.
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While there is no such thing as a right or wrong grid display, there are some rules of thumb that you should keep in mind when analyzing multidimensional data in grid form. First, nesting dimensions across rows and columns consumes many screen resources relative to putting dimensions into screen pages. Because we still live in an age of limited screen realty, the more screen space is consumed displaying dimension members, the less space is left for displaying data. The less space left for displaying data, the more scrolling you need to do between screens to see the same data. The more scrolling you need to perform, the harder it is to understand what you are looking at. First, you should try keeping dimensions along pages unless you know you need to see more than one member at a time. This helps maximize the degree to which everything on the screen is relevant. Second, when you do need to nest multiple dimensions across rows and columns, since there is generally more usable vertical screen space than horizontal screen space, it is generally better to nest more dimensions across columns than across rows. Thus, a classic view consists of one dimension across the rows and one to three dimensions nested in the columns with all other dimensions kept as pages, as shown in Figure 3.25. Compare this with the view in Figure 3.26, where four dimensions are nested in the rows, one dimension is shown along the rows, and no dimensions are left in the pages. Third, before you decide how to display information on the screen, ask yourself “What do I want to look at?” or “What am I trying to compare?” For example, you may want to look at and compare actual costs across stores and time for some product and
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Figure 3.25 Classic OLAP view.
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Figure 3.26 Inefficient OLAP view.



customer type. If this is the case, you should set your page dimensions to that product and customer type you are analyzing and organize your display to show stores and times for actual costs, as shown in Figure 3.27. Now, what would you do if you were trying to compare the ratio between sales and advertising costs for low- and high-priced products across stores and times? You could try to see whether the returns on advertising for low- and high-priced products varied across stores or times. Perhaps it costs less to sell expensive products in high-income area stores, or perhaps there were better returns on advertising cheaper products during holiday time periods. How would you want to set up the screen to look at this? The complicating factor here is that what you are looking at—variables by product category—is itself a two-dimensional structure.
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Page: product: shoes variable: cost scenario: actual customer type: 2 Store 1 Store 2 Store 3



January 1250 2000 1360



February 1700 1950 1580



March April 1570 1140 1290 1570 1320 1440



Figure 3.27 Arranging data to compare costs across stores and time.



Store 1 Store 2 Store 3



Sales (000) Costs Sales Costs Sales Costs



January December Low Price High Price Low Price High Price 280 450 200 340 200 267 160 265 450 402 400 350 325 283 315 310 500 250 460 200 225 356 300 165



Figure 3.28 Two-dimensional comparison.



The way to show this type of information on the screen is to put one of the lookedat dimensions in the most nested position along one visible row or column axis and to put the other looked-at dimension across the other visible column or row axis, as shown in Figure 3.28. The more you think in terms of complicated multidimensional structures, such as the one shown in Figure 3.28, the more you may want to use graphical visualization techniques for displaying the information. (These techniques are discussed in Chapter 9.) Although any combination of dimensions may be mapped to any combination of rows, columns, and pages, you will be most productive when you think about what you are trying to understand or learn before defining screen representations for your data.



Summary In this chapter, you have seen why the cube is such a popular metaphor for representing multidimensional data and why the cube breaks down as a metaphor for data sets of more than three dimensions. Multidimensional type structures (MTS), which are based on logical rather than physical attributes, were introduced as a method of representing N-dimensional data sets and their associated properties. MTS can represent data of any dimensionality. You also learned that the most common display for data in numeric form leverages a row-column-page metaphor. As the number of dimensions in an analytical data set typically exceeds three, multiple dimensions of information need to be combined onto
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each row, column, and page axis of a display device, thus making it possible to visualize and understand a multidimensional data set in terms of information presented on a flat computer screen. Now that you have learned how to think clearly about N-dimensional data sets and how to display them on a two dimensional computer screen, it is time to start drilling into dimensional structures.
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Laws like the principle of sufficient reason, etc., are about the net [of language] and not about what the net describes. LU DWIG WIT TG E N STE I N



CHAPTER



4 Introduction to the LC Model



The first edition of OLAP Solutions (Wiley 1997) included a software product called TM1. I used it in the application section of the book so that the reader could gain an understanding of both the conceptual and practical aspects of building Online Analytical Processing (OLAP) solutions. Even though the book was about OLAP—the fundamental technology—and not about the particular product TM1, the book did, all too often, get labeled a product book. Furthermore, one of the problems in the OLAP world with trying to provide a solid foundation for OLAP in general is that there hasn’t been a generally accepted OLAP model. Every OLAP product has its own implicit model. So by using any product in this book, the book is invariably skewed to some degree in its application section toward that particular product. (Even the discussion of core technology may become skewed as that discussion needs to be consistent with the applications that follow.) If you’re going to include a product in a book to illustrate concepts, you should probably rely on either an easy-to-use, though obscure, product so as not to prejudice the market (which is what I did in the first edition), or an extremely popular one. I did consider using Microsoft’s Analysis Services product with its MDX language for this book. However, with George Spofford we already wrote Microsoft OLAP Solutions (Wiley 1999), which details Microsoft’s first version of its OLAP product, plus there are many more. George Spofford has also written an extremely thorough book on the MDX language, MDX Solutions (Wiley 2001). Additionally, as popular as Microsoft’s product and language may become, owing in no small part to Microsoft’s general market dominance, neither their product nor their language is ideal. Thus, after much deliberation I decided for pedagogical purposes to use my own OLAP language and model called Located Contents (LC), in this book. Although I
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haven’t done much to publicize it, most of the major vendors are aware of the LC model and a number of them are gradually incorporating its features. The LC model is a proper superset of every public OLAP product/model, which is to say that it can mimic any OLAP product/model simply by restricting itself. It is also fully grounded in math and logic, meaning, as described in the following sections, that the model provides for closure and a defensible definition of a well-formed formula. The LC model contains a complete language and through it you, the reader, will learn about hierarchies, multicubes, dimensional calculations, and all the fun stuff associated with solid OLAP analyses. Perhaps most important of all, you can reason in and with the LC language so when we get to the application chapters, you can think through the issues in LC and learn how to efficiently solve multidimensional modeling and analysis problems. The techniques you learn in LC will be applicable to any tool you may ultimately deploy and will enable you to understand the strengths and limitations of any tool(s) you use against a more general and vendor-neutral background. The LC model will be presented throughout this section of the book as a vehicle for explaining the core aspects of OLAP technology. For example, the language for describing hierarchies is presented in Chapter 5 when I discuss hierarchies, the language for distinguishing different types of sparsity is introduced in Chapter 6 when I discuss hypercubes, and the language for defining different types of formulas is introduced in Chapter 7 when I discuss formulas. Although the LC model is used throughout the book, this book is not about the LC model. Parts of the model that go beyond traditional OLAP technology (as in the area of inheritance or multimedia pattern representation) have been left out of the book. Similarly, analyses that are straightforward in LC but nigh impossible with traditional OLAP tools have been left out as well. I have done my best to keep focused on topics and areas of application for which commercially available OLAP technology may be successfully used. For now, the main thing you need to understand about the LC model, which is described at the end of this chapter, is symmetry. Assuming you have some prior exposure to OLAP or datawarehousing, and regardless of the product(s) you may have used or the literature you may have read, you have undoubtedly encountered the terms/concepts or features of dimensions, measures/facts, and attributes in such a way as to think that they were three fundamentally different types of primitive structures. In other words, somewhere in your system’s meta data there is a place for dimensions, a place for measures, and a place for attributes. As it turns out, anything that looks like a dimension1 can also be used as a measure or attribute, and anything that looks like a measure can be used as a dimension or attribute. Anything that looks like an attribute can also be used as a dimension or a measure. I mentioned this in a few places in the first edition of OLAP Solutions, especially in Chapter 15, but stopped short of forcing the reader to think in terms of a single underlying structure. If it were just a matter of conceptual preference, I would not have taken the time to introduce a deeper and more unifying view in this chapter and use it throughout the book, but hardcoding the distinction between dimensions, measures, and attributes leads to many problems, including unnecessary difficulties from trying to support multiple schemata sharing the same data set, from trying to create even reasonably sophisticated models such as customer value models, from trying to have models refer to or derive from other models (recursion), and from trying to cleanly support data mining and statistics, not to mention lots of unnecessary administrative overhead.
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Even though OLAP products do not currently support full symmetry, you will have an easier time designing applications if you think symmetrically, as the application chapters will show you later in the book. Who knows—maybe by the time you are reading this, some OLAP products will already be fully symmetrical. Since symmetry is only one of several key attributes of the LC model, since every OLAP product comes with its own implicit model, since the OLAP models implicit in today’s products are unnecessarily restrictive in a variety of different ways, and since I want you to be able to judge for yourself the disparity between different implicit models and the appropriateness of the LC model or any other multidimensional model you might come across or develop, this chapter will accomplish the following: ■■



Identify fundamental OLAP issues where the diversity between products is greatest



■■



Critique the product-based OLAP models that implicitly exist



■■



Describe the ideal features of an OLAP model



■■



Give an overview of the LC model for OLAP



A description of why neither the relational model nor canonical logic provides an adequate foundation for OLAP functionality is provided in Appendix F.



Disarray in the OLAP Space There are many substantial differences between OLAP tools that reflect their different approaches, assumptions, and implicit models. However, before exploring these open issues, we need to corral the variety of terms used to describe similar things so as to minimize the potential for confusion. As the definitions of these term clusters are a part of what articulating a model is all about, I go no further at this point than identifying the clusters.



Terms Frequently Used to Refer to the Same Thing ■■



Dimension, factor, variable



■■



Element, position, instance, member



■■



Measure, fact, metric, variable, formula



■■



Attribute, property, characteristic



■■



Level, generation, ancestors, descendents, parent/child, hierarchy



Open Issues The open issues that follow reflect important logical differences in the way products work. They represent what any inquisitive mind might pose after working with a variety of products and noticing that they differ not just in trivial ways but in seemingly
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fundamental ways as well. We are not looking at physical differences between products at this time. Those differences are real and will be discussed in Chapter 10, but they do not affect what we are calling a logical OLAP model. The main logical issues are: ■■



Whether meta data is generic or nongeneric



■■



Whether hierarchies are an intrinsic part of a dimension



■■



What constitutes a cube



■■



How to interpret sparse cells



■■



Where formulas belong
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Whether Meta Data Is Generic or Nongeneric



Is all structural meta data definable in terms of generic dimensions, or is there a justifiable basis for distinguishing between measures/variables and dimensions? There is not an obvious answer to this question. If you look to matrix algebra for guidance, you might think that all structural meta data could be defined in terms of generic dimensions. On the other hand, if you look to the relational model or the predicate calculus, you might be inclined to support the dimension/variable distinction. Some products, such as Microsoft Analysis Services, Oracle Express, and IBM’s Metacube, distinguish variables (possibly called measures, facts, or metrics) as separate from dimensions. Other products, such as Essbase, Holos, and TM1, purport to treat all dimensions as generically equivalent. These latter products treat variables as members of a variables dimension.
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Whether Hierarchies Are an Intrinsic Part of a Dimension Are hierarchies (single or multiple) an intrinsic or necessary part of a dimension, or should hierarchies simply be specified by relating members from different dimensions? Although most products support the existence of one or more hierarchies within a dimension, a number of products such as Express from Oracle and Cross Target from Dimensional Insight do not have a built-in notion of intradimensional hierarchy. Do products that do not support intradimensional hierarchies suffer from any loss of functionality? If dimensions should support hierarchies, what constrains such hierarchies? Could any collection of linked nodes in an N-1 relation constitute a hierarchy or are there certain assumptions that need to be true about the relationship between the nodes?



What Constitutes a Cube What defines a cube? Can all data fit into a single cube, or are there natural chunking principles by which data gets divided between different cubes? Some products such as
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Express, TM1, and Analysis Services take a multicube approach to modeling data. Others, most notably Essbase (though the product has moved away from a pure hypercube approach since the release of its version 5), take a more hypercube—where everything can fit into a single cube—approach to modeling data.



How to Interpret Sparse Cells What should empty cells (or sparse regions of cells) mean for an OLAP model? Is there any way or set of ways they should be treated? For example, should an empty cell mean that data is missing but potentially forthcoming as in a late sales report? Or should an empty cell mean that data could never apply to the cell, as would be the case in a two-dimensional model where one dimension was defined by employee names, the other dimension was defined by employee attributes, and you were looking at the cell defined by the intersection of an unmarried employee and the attribute spouse’s name? Or should an empty cell simply mean that all zeros were suppressed, as is typically the case with retail transaction tables where only those products that were sold are reported? Many products automatically treat empty cells as being equal to zero. Most products cannot distinguish between an empty cell that refers to a missing data value and an empty cell that refers to no meaningful value. Is this a problem? Given (as described in Chapter 6) that confusing missing, meaningless, and zero-valued data can produce calculation errors, you would think that an OLAP model should clearly distinguish between the various types of sparse data.



Where Formulas Belong Where should calculations be defined in an OLAP model? Most tools provide for some dimension-based calculations as well as some additional rules or calculation scripts. Some products even support cell-specific calculations. Furthermore, the tools vary considerably in terms of the amount of calculations they support on the dimensions. Some tools support only intrasibling addition, subtraction, and division; others support a full range of functions with sophisticated referencing. Why is this? Is the distinction between dimension-based and script-based calculations logically grounded, in which case what is the logical basis for making this distinction, or is this a matter of convenience? If it is a matter of convenience, is this the end-user’s convenience or the product developer’s convenience? Is there an ideal distribution of calculations, or should all calculations be available from either a dimension or a scripting perspective?



Critique of Implicit Issue-Specific Approaches to OLAP Modeling As shown previously, many products take different approaches to what are seemingly fundamental aspects of multidimensional modeling technology. If all approaches are equally justifiable, then the issues can’t be fundamental. If the issues are fundamental, then some approaches need to be demonstrably better or worse. Or different
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approaches need to somehow correspond to different applications. What follows is a critique of the issue-specific approaches to OLAP modeling that are implicit in the main products.2



Treating All Dimensions Generically The biggest problem with generic dimension approaches is their lack of explicit meta data support for the actual data.3 Generic dimension approaches invariably use a measures or variables dimension whose members are the names of variables. The result of treating measures as members of a measures dimension is the implicit creation of a data dimension. By implicit I mean that the user may not perform any explicit action to define the data dimension, in which case, the data dimension is typically defined in terms of standard numeric machine types such as double-precision floating-point numbers or integers. Expression 4-1 represents a prototype generic dimensional expression and illustrates how the data is not accounted for by any dimension values: 4-1



data = dim1.valn, dim2.valn, dim3.valn



Expression 4-1 reads, “The intersection of one value from every dimension identifies or is associated with an element of data.” For instance, expression 4-2 fits this framework: 4-2



500 = Measure.Unit_sales , Time.January , Store.Cambridge



It reads, “The intersection of the unit_sales member of the Measure dimension and the January member of the Time dimension and the Cambridge member of the Store dimension is associated with the data element 500.” The relationship between the data and meta data that this model implies is illustrated in Figure 4.1. Note that there are many ways to represent the data. The fact that I used a classic table does not imply that the differences between multidimensional models are defined in terms of tables. Tables are simply a well-understood data source metaphor. You can see from Figure 4.1 that there is no model-contained dimensional meta data that accounts for the data values. Obviously, OLAP products need to deal with the data values. As was stated previously, current products associate the values of the implicit data dimension with the values of some standard machine types, at the very least; but those machine types are extrasystemic as far as the OLAP model is concerned. Even when the data dimension is implicit, if there are different types of source data, such as strings, integers, currencies, or fractions, it is awkward to think in terms of a single data dimension, because that single data dimension really represents multiple types or domains—one for each kind of data. This is because the potential values of the data dimension, in the presence of heterogeneous data, become a function of the specific values of other dimensions. For example, the potential values for sales are different than the potential values for color or address where sales, color, and address are row values in a measures dimension. Since the value range for the data dimension is bound to specific collections of values (as variable names) from other dimensions, it
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Figure 4.1 The generic dimensional approach doesn’t account for the data.



can’t be reused with different data sets independently of the variables’ dimensions with which it is associated. OLAP products that appear to take a generic dimensions approach and that enable multiple kinds of data, such as Essbase, may enable the user to assign a data type to members of the measures dimension. But if a tool provides for member-specific data types on the measures dimension, the tool is not really following a generic dimensional model. Figure 4.2 illustrates the practical reality to which most so-called generic dimensional products subscribe.
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Figure 4.2 Practical reality for so-called generic dimensional products.



Another problem with generic dimensions is their inability to identify meaningful assertions or well-formed formulas in a data set (unless one interprets a so-called generic dimensional approach as treating the data dimension as what is asserted of the union of the nondata dimensions—again violating the so-called generic principle). Assertions are what are capable of being true or false. Data sets, whether considered to be relational or multidimensional, should consist of meaningful facts, which is to say facts capable of being true or false. If for some reason meaningless facts or nonsense enters the data set, the system should be able to detect a pseudofact as an invalid assertion and ignore it.
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For example, given a row in a third normal form relation, every nonkey attribute field in the row is an assertion about the union of the key fields in the row. If the keys were store and time and the attributes were sales and costs, each sales field and each cost field would be an assertion about a particular store-time combination. In contrast, the store and time fields would not be assertions. They define the that (the logical subject) about which the attribute fields (the logical predicates) constitute assertions. Related to this, the so-called facts in a fact table are not, in isolation, facts at all. The value $500 in a sales column does not constitute a fact. It has no meaning in isolation and is incapable of being true or false. The fact is the predication of the term $500 of the subject composed of the terms Shoes-Boston-January. If all the dimensions are equivalent, then there is no way to tell what is being asserted of what and there is no way to know how to process empty cells. Finally, by leaving out the dimension/variable distinction, an important means of describing data sets is needlessly lost. It’s akin to describing a wine without making reference to color. For example, there is a huge qualitative difference between data sets that have a large number of data points and a small number of variables, such as a census study, and data sets that have a large number of interrelated variables but only a small number of data points per variable, such as a typical econometric model. These last two issues represent problems with the generic dimensional approach if actually followed, but in practice, it isn’t followed to this extreme. Distinctions are made between dimensions and measures through attributes assigned to members of the measures dimension. (Think of a dimensional version of Animal Farm—all dimensions are created equal, but some dimensions are more equal than others.)



Referentially Distinguishing Dimensions and Variables: Series Cubes Although approaches that hardcode the distinction between dimensions and measures would appear to overcome the problems with the generic approach as illustrated in the example and Figure 4.3, they introduce new problems in their stead. Expression 4-3 represents models that explicitly account for data as values of some measure. The superscript on the dimension term indicates which dimension is referred to by the term. The superscript on the member term indicates what dimension the member term belongs to, and the subscript on the member term indicates which member it is: 4-3



Meas.val = dim1.mem1n , dim2.mem2n , dim3.mem3n



In contrast with the generic dimension example given previously, this one reads, “Each unique intersection of a member from every dimension on the right-hand side of the equation identifies or is associated with some value of a measure (Meas.val) on the left-hand side of the equation.” For instance, expression 4-4 would fit this framework: 4-4



Units_Sold. 500 =



Time.January, Store.Cambridge
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It reads, “The value 500 of the measure Units_Sold is associated with the intersection of the January member of the Time dimension and the Cambridge member of the Store dimension.” The relationship between data and meta data that this model implies is illustrated in Figure 4.3. This approach would seem to be better than the generic dimension approach because assertions are as easy to define as in the relational model and because all of the data is represented in the meta data; thus, nothing is extrasystemic. However, there is still a big problem. Approaches that hardcode the distinction between dimensions and measures embed that distinction in the meta data as illustrated in Figure 4.4. This means that at the meta data level, there are two kinds of primitive structures— dimensions and measures—and each primitive structure has its own set of properties. For example, dimensions may have hierarchies, while measures may represent the lefthand side of an equation. A set of data elements (such as a column of sales figures or a column of store names) needs to connect either to a dimension or to a variable. This static or referential notion of meta data reduces the flexibility of any model because once a set of elements is defined as a dimension, it can’t be used as a measure and vice versa. The only way to use a dimension as a measure is to replicate it in the meta data and to
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Figure 4.3 Meta data with a referential approach.
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Figure 4.4 Hardcoded meta data.



create a separate model for each distinct pattern of meta data usage. Beyond the obvious problem of redundancy and the created challenge of maintaining consistency across meta data updates, this approach also makes it awkward—if not practically impossible—for multiple analytical views to collaboratively work on the same data, as each view would constitute a separate model.



Stuffing Everything into a Single Cube: Hypercubes The biggest problem with single hypercube approaches is their lack of any natural chunking or segmentation principle. This surfaces when attempting to use hypercubes for modeling complex multidomain data sets.
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From a hypercube perspective, two variables that share no dimensions in common and which have no way to be compared could still fit as adjacent members of a variables dimension in a hypercube that contains the union of the two sets of dimensions. An admittedly extreme example would be product sales dimensioned by product, channel, and time, and atmospheric pressure dimensioned by distance from planet surface and planet mass. The two variables would have no dimensions in common; the hypercube as a whole would be extremely sparse. One consequence of treating the world as a single hypercube is that the greater the variety of variables, the greater the amount of sparsity and the harder the cube is to understand. Hypercubes would seem to violate what is intuitively the most natural criteria for defining a cube: intercomparability or interactivity, meaning that a logical cube defines a contiguous analytical space where the values of any variables (or data associated with the members of a variables dimension) may be meaningfully compared. If being in the same cube doesn’t guarantee comparability, and anything can fit in a hypercube, then the term hypercube loses any practical meaning.



Attributes of an Ideal Model The problems with pseudogeneric dimensions and with static hardcoded dimensionmeasure distinctions point to the need for a more general set of primitives for defining and manipulating or working within multidimensional models. The problem with hypercubes points to the need for defining an objective basis for delimiting the content of a cube. Beyond solving these specific problems, are there any objective criteria for identifying an ideal model that can be agreed to in advance of proposing any model? I believe there are. What follows are a set of criteria for any OLAP model capable of supporting the full range of current OLAP products and of pointing to useful future product development not embodied in any product currently on the market. Please note that this is not a feature list. A comprehensive feature list for OLAP products can be found in Chapter 18.



WHAT’S A MODEL The term model refers to at least a combination of a data definition language (DDL), a data manipulation language (DML), and possibly a data representation language (DRL). Leaving aside for the moment whether it makes sense to distinguish between these languages and, if so, under what conditions, a model needs to provide some method of defining an internal representation of an external data set, some method of connecting to such external data sets, some method of creating derived values, and some method of representing values.
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Theoretic Groundedness Theoretic groundedness is the degree to which a model is based on (or grounded in) logic and mathematics. It is one of the most important attributes of the relational model. A model that is inconsistent with either logical or mathematical principles is of limited value for decision support. Key model features, such as support for hierarchies and criteria for well-formed facts, need to be explicitly connected to their underlying theoretic support.



Logical Grounding A logic-grounded OLAP model needs to define valid assertions or facts (that is, have some notion of a well-formed formula), correctly process invalid (missing and meaningless) assertions in addition to valid assertions, and provide for correct rules of inference. Yet the different implicit models for OLAP as described previously imply different definitions of a well-formed formula or valid assertion, different methods of working with sparse data, and different rules of inference. For example, generic dimensional approaches imply that any combination of dimension members defines a valid assertion. On the other hand, first-order predicate logic requires at least one subject (argument) and one predicate (function). So, it would seem that the ubiquitous data dimension needs to play the role of predicate, but this complicates the generic dimensional model. Approaches that stuff everything into a single cube would also seem to have logical difficulties. At the very least, they would need to distinguish valid from invalid intersections. Approaches that distinguish variables and dimensions would seem to have a cleaner interpretation in first-order logic—namely, that the union of the dimension elements at an intersection defines the subject, and each variable defines a predicate.



Mathematical Grounding A mathematically grounded OLAP model needs to provide for rules of comparability and closure as well as preserve the determinism of inherently deterministic calculations such as summation. This is easier said than done. Queries for the dimensions in generic dimensional models can produce result sets whose elements, namely dimension members, were not a part of the original dimensional data set. Worse than that, as shown previously with generic dimensional models, the model may not describe even the given data. (Using a relational analogy, all the data needs to fall within some domain.) If the model does not describe all the data, then some of the data is extrasystemic, or is unaccounted for by any domain and closure is violated off the bat. As extrasystemic, there would be no way to use that data as a dimension or create queries conditional upon the values of that data. For example, if time, store product, and variable were the dimensions, then value would be extrasystemic. If value is extrasystemic, then there would be no way to use, say, cost values as the basis for a dimension without creating a new model.
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Completeness
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Furthermore, no current OLAP product supports the equivalent of what in the object database world are called user-defined types that specify a collection of instances and valid operators within a closed system of operations. OLAP products that support the notion of levels defined on ragged hierarchies may enable the user to define aggregation operations that produce inconsistent results (discussed in Chapter 5). Finally, OLAP products should be able to leverage the wide amount of existent mathematics. Explanatory and predictive modeling may rely on sophisticated mathematics such as neural nets, sets, matrix algebra, calculus, groups, and chaos. They may also rely on the ability to define data types with specified cardinality or specific operators. For example, in a simulation model one might need to define a large number of state variables where each state variable has a (possibly different) number of potential states. Although the calculation language provided by an OLAP model should be rich enough to support a wide variety of mathematical constructs, at the very least it would seem necessary to provide data structures such as composite data types that are suited to store the results of value-added mathematical calculations.



An OLAP model needs to provide a DDL, DML, and a query language (though they may all be aspects of the same thing) capable of specifying multivariate, multilevel, multidimensional relationships. This covers all possible formula references, including hierarchical and positional offsets, conditional overrides, measured and derived values, and even sorting. If an OLAP model can’t express these relationships, then its language is semantically incomplete. Additional aspects of completeness include being able to recursively define models, associate multiple models with the same data set, and associate multiple data sets with the same model. For example, if a single data set can only be modeled in one way per model, then the same model cannot account for multiple users’ schemata, and each user’s schema needs to be represented as a separate model. This is inefficient since it means there will be duplicated meta data. It also means that it would require an additional meta data layer (meta meta data?) in order to translate between different schemata changes made within each schema. For example, if one analyst were looking at changes in sales across time and another analyst were looking at changes in the count of times per unique sales, and the first analyst made some projections that added new sales values, these, in a collaborative environment, should be passed through to the second analyst as additional times per sales tuple. But if the model does not support multiple schemata, then it would require a separate translation to update the second meta data schema given changes to the first. Since, as was shown in Chapter 1, descriptive modeling is the backbone of decision support, an OLAP model needs to support (though not necessarily incorporate) all decision support systems (DSS) functions. This includes structural operations (operations that function on dimensional structures such as concatenate), statistical operations, nonparametric data-mining operations, mapping data types and operations, text operations (including text searches and summarizations), and visualization.
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Efficiency Efficiency has two meanings: irreducibility of operators and simplicity of expression. Following the first meaning, primitive OLAP structures and operators need to be irreducible. Given the previous discussion, this would seem to indicate the need to subsume dimensions and measures within a single underlying structure. This definition also points to subsuming structural operators and numeric operators within a single notion of operation. Following the second meaning, OLAP models need to express complex relationships efficiently. For example, if a model has no notion of hierarchy, then it may inefficiently require the referencing of declared dimensional relationships for aggregation expressions. If a model has no notion of multiple hierarchies within a single dimension, then it may inefficiently require multiple dimension declarations to model multiple hierarchies.



Analytical Awareness An OLAP model should offer subtle analytical help. This is because any OLAP model formalizes, to some degree, what might be called the analytical process. For example, unless you are testing the degree to which stores are independent from time, you do not want to analyze the correlation between store and time. In a model that distinguishes dimensions and variables, you would not analyze the correlation between dimensions as a part of any routine analysis. In contrast you would routinely analyze the correlation between variables. In a model that does not distinguish dimensions and variables, any analysis is as equally useful as any other. For example, in a hypercube model, it makes as much sense to ask for the variance in sales across stores and time as to ask for the variance in March across measures and stores. By formalizing the analytical process, an OLAP model would open the way for more intelligent automation.



Overview of the Located Content Model As I stated at the beginning of this chapter, the LC model will be introduced over the next several chapters as each OLAP topic arises. The purpose of this overview is to give you an appreciation of the scope and degree of integration provided by types—the underlying structure in the LC model—by presenting you a mile-high look at a typebased approach to dimensional modeling, as well as to drill down in one spot, namely, that of symmetry, as it is the first thing you need to understand. In addition, I want to reassure those readers who simply want to know how to build useful, maintainable, performable, and potentially complex OLAP solutions within some product’s environment that the use of the LC model as a pedagogical tool will simplify your path to OLAP enlightenment. Although I have included some of the more clearly theoretical or abstract aspects of the LC model in this book, those snippets are tucked away in appendices, endnotes, or technical asides.
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A Functional Approach The LC model is a software data model grounded in functionally4 based logic and mathematics that resulted from research conducted over the past 20 years by a number of individuals, including myself. (See Appendix F for a brief description of how the LC model’s underlying logic relates to canonical logic.) Within the LC model, the term locator is roughly analogous to the term dimension for those products that distinguish dimensions and measures. The term location is roughly analogous to the concept of the intersection of one or more members from each of the nonmeasure dimensions. The term content is roughly analogous to the terms variable, fact, formula, measure, or attribute. The major difference is that the two LC terms (ignoring here the distinction between a unidimensional locator and a potentially multidimensional location) refer to functional or use distinctions for a single set of underlying types and not for any primitive difference between data structures.



Super Symmetry Dimension and Measure At a high level, the LC model is composed of types, methods of structuring types into schemas that have an LC form, and methods of connecting structured types to data sets through one or more models (or populated schemas). What are called dimensions and what are called variables in any OLAP product/model from, for example, Oracle’s Express, Accrue’s Lightship, Microsoft’s Analysis Services, or IBM’s Metacube would be treated as individual types in an LC model. Thus, in a typical situation, the classic dimensions Time and Store would be represented as types in an LC model as well as the classic measures Sales and Cost. Types define the limits of what can be defined, queried, and/or calculated. Since the distinction between a type used as a locator or dimension and a type used as a content or variable is based on how the type is used within an expression, there is no strict need for a user/analyst to declare types as locators or contents; the distinction is apparent from the form of the query, definition, or calculation. In general, by parsing input tokens (and assuming here an expression in a textual language) into type names Tx (read “the type named x”) and type instances ixN (read “the nth instance of the type named x), the contents are those types with unspecified instances. Thus, the query: select sales where store = Cambridge and year = 1996



parses into T1: sales, T2 : store, i2N : Cambridge, T3 : year, i3N : 1996. This reads, “Sales is the name of type one; store is the name of type two; Cambridge is the name of the Nth (or some) instance of type two; year is the name of type three; and 1996 is the name of the Nth (or some) instance of type three.” The result set is the collection of instances for the type sales that correspond to Cambridge 1996. So for this query, sales is the content and store and time are the locators.
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In contrast, for the query: select store where sales > 300



the term store serves as the content since we are only given the name, and sales is the location as we are given the name and instance. Figures 4.5 and 4.6 illustrate this symmetry provided by a functional approach.
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Figure 4.5 Using time, product, store as dimensions, and sales and costs as measures.



87



88



Chapter 4



Time.year, Prod., Sales.max, Store.all



Time



Product



Store



Sales All



1998



Furniture



Max



Location



Time



1998



Product



Furniture



Store



All



Sales



Costs



Max



Figure 4.6 Using sales and stores as dimensions and time and products as measures.



The dimension/measure symmetry applies to all operations, not just querying. Thus, continuing this example, you could build a dimensional model using sales bins and store as dimensions, and using count of times as content. This is illustrated in Figure 4.7.



Data and Meta Data In addition to providing symmetry between what are otherwise called dimensions and measures, types also provide symmetry between so-called data and meta data. The distinction between them is functional as well. Thus, the instances of a type (typically considered to be meta data) can be inputs to an equation whose outputs are the instances of another type. For example, one large store may have a list of carried products that is defined to be twice as numerous as the number of distinct products offered
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Figure 4.7 Using Sales as a dimension and Stores as a measure.



by a competitor. A large franchise company with a single slowly changing store dimension may want to analyze changes in the number of individual stores by time and country. Again, this is treating the so-called store dimension meta data as data.



Recursion Not only are the distinctions between dimension and measure and between data and meta data functional, but in addition, the distinctions are better thought of as defining one stage, query, or calculation in an N-stage recursive process. Classic dimension/ measure queries can be iteratively defined. So too can operations that analyze meta data or that use data to condition the instance ranges of types (in other words, using data as meta data).



Type Structures Types can have any form of single or multiple hierarchy. Hierarchies can be leveled, ragged, or mixed. As you will learn in Chapter 5, there are natural rules for distinguishing well-formed hierarchies from illegitimate ones. Types, in this sense, provide for rich dimension structuring.
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Types can be combined through structural operators such as Cartesian product, insert, concatenate, and 1-N and 1-1 correspondence. In this sense, types behave like sets and can support the set-like operators used in relational algebra. You will see this introduced in Chapter 6. Types can also enter into equations with either the whole type serving as independent variable (right-hand side of the equation), dependent variable (left-hand side of the equation), or with an instance of a type serving, again, on either side of the equals sign. In other words, formulas may be associated with the instances of a type and/or between types. There are no restrictions to the calculations that can be defined in an LC model.5 Data may be input from outside a particular LC model and/or derived. These features are described in Chapter 7. Thus, types support a rich formula language and they integrate structural (more set-like) operations and numeric operations within a single DML.



Schemas and Models A schema is defined by combining or structuring types in an LC form. Being structured in an LC form means (as illustrated later) that at least one type in the structure (the one used as a locator or classic dimension) has some instances already specified, and at least one type in the structure (the one used as a content or classic measure) does not have its instances specified. As you will learn in Chapter 6, the schema serves as a backdrop for parsing expressions, be they queries, definitions, or calculations. A populated schema (or what is frequently called a model) is defined by connecting a schema with data. This is what the term cube (and its derivatives such as multicube) really mean. For example, as illustrated in Figure 4.8, assume you have the types time, store, product, sales, and a data set comprised of a table whose columns have the same headings as the type names (and ignoring, until Chapter 7, the way in which the tablecontained data is linked to the schema). Using time, store, and product as locators, and using sales as contents would be represented by the following schema: 4-5



(Time. 䊟 Store. 䊟 Product.) ~ Sales



■■



Where the dot token “.” means every unique instance of the type that precedes it and the operator “䊟“ means cross product so that the expression in parentheses refers to the cross product of the unique instances of Time, Store, and Product



■■



Where the operator “~” means the sets denoted by the expressions on either side of it are in one-to-one correlation with each other



■■



Where the existence of a type name without the dot token “.” means some instance of that type



In words, you take the cross product of the distinct instances of time, store, and product and for every intersection associate some value of sales. This is the functional
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Figure 4.8 A simple model.



definition of a cube that captures the sales measurement event. It implies that, when measuring sales you know in advance for which stores, times, and products you are doing the measuring. However, you don’t know what the sales were. That’s why they’re being measured! What if instead of measuring the sales values for particular store time product combinations, you want to measure the distribution of stores as a function of how much they sold of all products in the year 2000? Recall what the result set could look like. It was shown in Figure 4.7. But how would you express the schema using the same combinatorial operators that were just introduced? How about the following: (Sales.bin. 䊟 Product.all 䊟 Time.2000) ~ Count(Store)



In words, it says to take the cross product of every sales bin with the all member of the product dimension and the year 2000 member of the time dimension and for every defined intersection associate some value for the count of stores.
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Summary In this chapter you have seen how beneath the single term OLAP there lies a sea of genuine product-based differences in approach to what constitutes an OLAP model. Furthermore, you’ve seen the variety of problems associated with common approaches such as generic dimension approaches, approaches that referentially distinguish between dimensions and measures, and approaches that try to stuff everything into a single cube. You saw the attributes of an ideal model and were introduced to the LC model that will be described in detail throughout this book as a pedagogical vehicle for explaining the many features of OLAP systems. I also drilled into one area, symmetry, because you need to understand that so-called dimensions and measures are really aspects of the same underlying structure (which I call a type) before getting into the next chapter on the internal structure of a type or what you might feel more comfortable thinking of as dimensional hierarchies (though all of that internal structuring can apply equally well to variables or formulas). I want to stress that what follows is the most efficient way to give you a detailed knowledge of what multidimensional modeling and analysis or OLAP is, how OLAP works, and how you can take advantage of it to solve your business or other computational problems. For example, if you ever want to get beyond OLAP 101 and solve more challenging business problems, you need to know that many such problems require inverting so-called dimensions and measures in order to be solved. Anytime you want to understand how many stores, products, or customers met some sales, earnings, visit, lead, or cost criteria, you’re inverting dimensions and measures. The fact that the current crop of OLAP products does not support this kind of symmetry should not deter you from using symmetry in your analyses. In the same way you would use a data-mining tool for pattern detection work (even though data mining may not be directly supported by your OLAP environment), you can use an underlying relational database (or even your OLAP environment) to create alternative, analytical star schemas (that is, ones where the dimensions and measures are inverted) for your more advanced OLAP work.



CHAPTER



5 The Internal Structure of a Dimension



Strong support for hierarchies is the second logical requirement for Online Analytical Processing (OLAP) and a principal one that distinguishes it from traditional SQL databases and spreadsheets. The two main approaches to defining hierarchies, as illustrated in Figure 5.1, are typically called ragged and leveled. You can think of them as different lenses for viewing the world. In the same way that if you wear blue-tinted glasses the world looks blue, if you wear leveled-hierarchy glasses the world looks leveled, and if you wear ragged-hierarchy glasses the world looks ragged. Is the difference between these approaches significant? If so, is one of these approaches better or more general than the other? (Is the world really leveled or ragged?) Or are the two approaches complimentary, each being better suited for some situations over others? Is it possible to combine both approaches within a single and more general notion of hierarchy or resolution? By the end of this chapter, you will have learned why OLAP-enabled tools need to support both leveled and ragged forms of hierarchy and language in order to provide for complete hierarchical representations. In other words if a tool supports only ragged or only leveled hierarchies, there will be relationships that the tool cannot efficiently model or calculate. By understanding how products ought to behave, you will have an easier time working with whatever product you have inhouse because you will understand its limitations, and if you are looking for a tool you will know what questions to ask. As was shown in Chapter 4, dimensions, variables or measures, and attributes or characteristics are aspects of a single underlying structure called types. Hierarchies are thus an aspect of types and not dimensions. (Rational numbers, for example, which one might be inclined to treat as variables, also have a hierarchical form.) However, if as a reader you are familiar with and feel comfortable thinking in terms of dimensional
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Figure 5.1 A tale of two hierarchies.



hierarchies as opposed to type hierarchies, then you may mentally substitute the term dimension for the term type while reading this chapter. As a matter of style, I will use the terms type and dimension interchangeably in this chapter. This chapter is a combination of a minimally formal demonstration of the source of and types of hierarchies as well as an introduction to the dimensional language needed to define them for the purposes of model definition, formula creation, or simply data navigation. If you are new to OLAP and simply want to learn some of the common ways that data can be hierarchically referenced, you may wish to skip to the section titled Dimensional Hierarchies and focus on the referencing syntax subsections. If you are already familiar with OLAP tools and want to understand why different hierarchies arise and what their properties are, I encourage you to read the whole chapter. The reasons I begin this chapter with a discussion of metrics and ordering include the following points:
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■■



Hierarchies are a fundamental part of OLAP systems.



■■



There are substantial differences between the hierarchical approaches of different products.



■■



The choice of which hierarchical approach to use in an application has significant implications for the efficiency and possibly the correctness of that application.



■■



The source of the distinction between, and properties of, different kinds of hierarchies can only be explained by an appeal to ordering and metrics.



Since the issues surrounding dimensional hierarchies touch on many neighboring topics from object-oriented design to the foundations of mathematics, I made liberal use of endnotes and sidebars in this chapter.
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Nonhierarchical Structuring Ordering, metrics, and method of definition are the three nonhierarchical aspects of a type or dimension that provide a basis for the hierarchical structuring that follows.



Method of Definition The two basic methods for the members, elements, or instances of a dimension to be defined are explicit (or list-based) and formulaic (or generative rule, or process-based). Most business dimensions, such as products, customers, employees, stores, channels, accounts, scenarios, and suppliers, are explicitly defined. This means that the instances of the dimension, such as the names of particular products or stores, originated from a list or collection of instances declared to be or simply treated as valid. This can be accomplished by reading in the distinct instances from an external table (as is typically done when OLAP cubes define their dimension instances based on dimension instances defined in the organization’s data warehouse), or by someone manually entering values.1 Verification of the instances of an explicitly defined dimension can only be based on matching the dimension’s instances with the instances of some master list. Absent some list of defined-as-true instances (regardless of whether that list is considered to be external or internal to the dimension), no instance verification is possible. Some business dimensions such as time are or can be formulaically defined. Using a date data type, one can set a time range such as “this year by week” and fill in the appropriate week instances without appeal to any table of explicit instances. Any attempt to verify the instances of a formulaically defined dimension needs to use some instance-generating rule rather than a master list of explicitly defined instances. (To verify the instances of a time dimension by appeal to some list of valid instances would be to treat time as an explicitly defined dimension.)



Cardinality The term cardinality is a fancy word for number of or count. (Although hierarchies are not a function of cardinality, it makes sense to mention it here with other nonhierarchical aspects of types.) The cardinality of a dimension is thus the number of instances in the dimension. (Unfortunately, the root term cardinal is also used to refer to a type of ordering.) Some business dimensions, like scenario or channel, may only have three to five instances; others, like customer or transaction, may have millions or billions of instances. Although the cardinality of a dimension does not directly affect its hierarchical structure,2 it does affect a number of physical issues such as partitioning and indexing, which will be discussed in Chapter 10. Applications that access OLAPstored data frequently need to know the cardinality of each of the data dimensions and so rely on API or other function calls of the form Count (dimension)
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Ordering Some readers may remember from statistics class the difference between nominal, ordinal, and cardinal series. A list of political parties or a list of runners is a classic example of a nominal series. The placement of those same runners at a road race represents an ordinal series. The integers are an example of a cardinal series. Since some of the differences between dimensional hierarchies are based on ordering, since ordering plays a major role in determining the permissible operations for a type, and since ordering is also an important concept for dimensional analysis (discussed in Chapter 20), a detailed definition of ordering differences is provided next. The matrices used here should be read as a compact representation of the possible relationships between any left-hand-side I instance and any right-hand-side I instance i nr . Each equality sign in each cell of each matrix represents the relationship between the i on the row as a left-hand-side term and the i on the column as a right-hand-side term.



Nominally Ordered Instances If instances are nominally ordered, then all one can say is that two instances are equal (⫽) or not equal (⫽). Table 5.1 illustrates a dimension composed of four instances, the definable relationships between its nominally ordered instances. The instances arranged along the rows have the letter L as a superscript to indicate they represent the left-hand side of the relationship. The instances arranged along the columns have the letter r as a superscript to indicate they represent the right-hand side of the relationship. inL r irn : i1L ⫽ i1r ; i1L ⬍ i2r . . . Types composed of nominally ordered instances can be manipulated with set-like operators such as concatenate, intersect, and union. The only comparison operator they support is the test for equality or identity.3 Nominal dimensions cannot support operations that compare differences or refer to instances via any directional means such as previous, next, first, or last. Most OLAP dimensions, such as stores, products, customers, and channels, are nominally ordered to the user (although an OLAP tool may automatically associate an ordinal value such as load time order or array offset in storage with a user-defined nominal dimension).



Table 5.1 Matrix of Nominally Ordered Instance Relationships i1r
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Ordinally Ordered Instances If one can rank instances but not assign any specific magnitude to the differences between them, the instances are ordinally ordered. Table 5.2 illustrates a dimension composed of four instances, the definable relationships between the ordinally ordered instances. Note how in addition to distinguishing between sameness and difference, an ordinal series supports transitive comparisons of the form; i2 is greater than i1 and less than i3. This forms the basis for operations such as next, previous, first, and last that are frequently used in dimensional referencing. These operations can be generalized to starting point, offset, and direction. The starting point is most often the current cursor position, or the first or last instances of the series. Typically, dimensions are either defined to be ordinal as with a rank dimension, or the cardinal attributes of a nominal dimension are used to ordinalize the dimension. For example, a Store dimension, a typical nominal dimension, may be ordered by the attributes size and age, or by the measures sales or profitability, and so forth. When attributes and measures are used to ordinalize a dimension, many different useful orderings can typically be applied. Furthermore, the relative position functions such as previous and next or up3 return a different instance or set of instances for each distinct ordering of the dimension. Thus, it is useful to be able to name each ordering and to refer to any ordering within the context of a relative position function. For example, expressions such as Store.(size_order, this-1)



would refer to the previous position in the stores dimension ordered according to size, and expressions such as Store.(age_order, first+3)



would refer to the fourth position in the Store dimension ordered by age. Several products, such as Microsoft’s OLAP product, support named orderings. My first product, FreeThink, supported the creation of libraries of named orderings that could be scrolled by the variables.



Table 5.2 Matrix of Ordinally Ordered Instance Relationships i r1
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When creating an ordinal ordering of the instances of a nominal dimension in terms of the instances of a cardinal dimension, it is necessary to resolve the potential multiplicity of the ordered instances that may be associated with each unique value of the ordering instances. Thus, if ordering stores by square footage, and if several stores have the same square footage, you must decide how to resolve the multiplicity of same-ranked stores. Either stores with the same square footage can be randomly listed as shown in Figure 5.2, or there is a secondary ordering used, say rent per square foot, to assign each store a unique position—though this approach cannot guarantee there won’t be a tie among two or more stores, or the multiplicity of stores that share the same square footage are treated as a single instance of Store.size_order. Any values that are subsequently dimensioned by Store.size_order need to be aggregated in some way as shown in Figure 5.3.



Cardinally Ordered Instances If one can assign distances to and compare unit differences between the instances, then the relationship between the instances is cardinal. Table 5.3 illustrates a dimension composed of four instances, the definable relationships between the cardinally ordered instances. Another and more popular term for cardinally ordered instances is integers.
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Figure 5.2 (Storeid.size_order.) ~ Store_size, Sales.
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Figure 5.3 (Store.size_order.) ~ Sales.
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Notice that the integers, as shown in Table 5.3, are codefined with their operations, and that the relationship between the integers is a part of their definition. In other words, the integers represent formulaically defined instances, and the meaning of an integer instance is its position in the series. The dimensions that most naturally possess cardinal properties are numeric, temporal, and spatial. As with numeric dimensions, the instances of temporal and spatial dimensions can be (though they are not necessarily) formulaically defined. Although there may be many ways to cardinally order the instances of an otherwise nominal dimension, it is more typical for cardinality to enter with the definition of the dimension in standard OLAP applications, and much less common for a nominal dimension to be cardinalized. Cardinally ordering dimensions is more common, however, in advanced OLAP applications as shown in Chapter 20. Stores, an otherwise a nominal dimension, for example, may be cardinally ordered by size, age, sales, profitability, and so forth in the same way they might be ordinalized. The difference between ordinalizing and cardinalizing can be seen with the following example. Table 5.4 shows a set of sales figures representing total transaction amounts for some store at some time, and the count of the number of times each transaction amount occurred. Table 5.3 Matrix of Cardinally Ordered Instance Relationships i r1
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Figure 5.4 Ordinalized sales.



Figure 5.4 shows a histogram of the count of sales by an ordinalized version of sales amount. The X-axis in the graph shows each sales rank ordered from least to most. The graph appears to have a normal distribution with a maximum frequency around the middle four ordinal sales values. In contrast, Figure 5.5 shows a histogram of the count of sales by a cardinalized version of sales amount. The X-axis in the graph is denominated in dollars and runs from $0 on the leftmost edge to $500 at the rightmost edge. Notice how in the cardinalized version all of the dollar amounts for which there were no sales are kept as information and shown as zero amounts. When the zeros are shown, it is clear that there is a bimodal distribution with frequent sales of around $125 and around $325. In addition, you can perform arithmetic on cardinal dimensions, such as calculate the ratio of time spent courting a customer to time spent deriving revenue from that same customer as with the following expression: First_sale {date} - First_contact {date} / Last_sale {date} - First_sale {date}



Or you can define intervals and growth functions as with the following expression that might serve to define a unit of time based on two events, such as the first contact
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Figure 5.5 Cardinalized sales.



and first sale, and then as a function of some other condition modifying that time amount by a growth factor, possibly based on economic conditions or product price. Time.(First_sale{date} - First_contact{date}) * Growth_Factor per day {Integers}



Metrics All Instances Are Associated with Metrics At first glance, it might appear that a dimension is simply a collection of instances, with or without some hierarchical structure. After all, you can define hierarchies in a gazillion different OLAP products and none of them prods you to define units or metrics (except for those products that use the term metric to mean variable or measure). So how does the notion of unit or metric enter the picture? The quick answer is every time you use the terms parent, child, or level you are implicitly referring to a metric. The name of a type or dimension (much like the name of a set) connotes the range of its possible instances. For example, a dimension named City implies that tokens that refer to cities such as Chicago or New York are valid instances of the dimension, while
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tokens that refer to colors such as red and blue are invalid instances. Even though OLAP tools don’t force you to maintain homogeneous collections of instances as the elements of a dimension, best practices would dictate that you do. Consider the following example. If you were the equivalent of a data warehouse administrator on your first day at a new job, and you were familiarizing yourself with one of the company’s dimensional models and you came across a dimension or type labeled “Products” and you saw mixed in with a bunch of product names the names of managers and towns, you would probably flag the manager and town names as anomalous, especially if you wanted to keep your job. Thus, types are, at least, collections of things, items, instances, members, positions, or elements that can be treated equivalently for the purposes of the model. Think of the dimension name as shorthand for the inclusion condition or metric that all the instances have in common. But if there always exists some inclusion criteria or metric that every single instance of a dimension needs to meet, then a more accurate way of representing the instances would be as a collection of instance-metric pairs.



ON THE DEFINITION OF A TYPE 4 There is no way to define necessary attributes or properties of a type independently of some set of voluntarily chosen criteria. The following general definition of a type is no exception. The criteria that is imposed on the definition of types are that the types so defined are rich enough to support a classical truth functional logic. At the very least (and we are looking for minimal criteria), this translates into the ability to define assertions and negations. This means it must be possible to assert or negate that some instance of some type is true or false. Thus, for example, given two types, Store names and Sales, if the set of valid store names includes Geneva, Paris, and Madrid and sales is defined on decimal integers, the following expressions represent assertions and negations of some sales value of some store: Assert: Madrid sales ⴝ $250 Assert: Paris sales ⴝ $300 Negate: Geneva sales ⴝ $350 Given the truth functional constraint mentioned, let’s narrow down what we mean by the terms type and instance. The relationship between these terms is roughly analogous to the relationship between the terms set and member. That is to say, the identification of a type places a limit on what may be considered an instance of that type. For example, A type called State might have valid instances such as MA, NY, CT, and VT. A type called Dollars ($) might have valid instances such as $1, $2, $3, and $4 . A type called Person_Name might have valid instances such as B. Smith, L. Jones, and K. Hardy.
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CONSTRAINTS ON THE INSTANCES OF A TYPE 1. Multiplicity A type needs to have at least two potential instances. If some type, T n (read the type named n), had only one potential instance, inx (read some instance named x of the type named n), there would be no possibility of creating propositions where Tn serves as a predicate capable of assertion and negation. The general case is shown here: iny ⴝ (T n , T m.i mx ) !(iny ) ⴝ (Tn , Tm.imx ) In words, some instance y of some type n is true of some instance x of some type m if and only if the negation of instance y of that same type n is false of that same instance x of that same type m. For example, given a type called color with two color instances green and red, the condition states that green can be true of the instance of some other type such as the instance sea of the type “parts of earth” if and only if red is false of the color of the sea. Thus, if the type color could only assume the one color green, there would be no way to say that something had a color other than green or that if green is the true color then some color other than green is false. As a result, Booleans or binary types are the simplest possible types. (See the sidebar on “Types” at the end of this chapter.) 2. Uniqueness The instances of a type need to be unique and mutually exclusive. Given, for example, a type Tn with instances i n1 , in2 , in3 , in4 . This means that all i’s are different from each other (uniqueness) and that if any i nx is true within the context of a proposition, all other i’s are false (and that no two i’s can be true at the same time). To see why this is necessary let’s examine the converse. Assume that two instances in an explicitly defined dimension are the same or that T n. ⴝ in1 (1), in2 , in3 , in1 (2). Now consider the statement that i ny (in1 (1)) ⴝ (Tn , Tm.imx .) is true. We can’t say that the negation of i ny (in1 (1)) is false because there is another instance of n i y , namely i ny (in1 (2))that would also be true. This violates the rules of logic. What about mutual exclusivity? An example of a collection of nonmutually exclusive instances would be red, blue, green, small, or large. Something could be red and large. So red and large, though unique, are not mutually exclusive. The notion of mutual exclusivity is tied to the notion that a type denotes a single measurement or evaluation method or strategy. Clearly, we would need two different tools and/or procedures to measure color and size. For a single evaluation method we can say the output of evaluation strategy x is i1 or i2 or i3 or i4 or . . .
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We typically represent a dimension and its instances as in the following expression: City: Chicago, New York, Boston



But a more accurate description would resemble expression 5-2: 5-2



City.any:



City.Chicago, City.New York, City.Boston



Expression 5-2 reinforces the idea that every single instance in the dimension must adhere to the inclusion rule connoted by the dimension name. Now consider the simple month and year, and meter and kilometer dimensions that follow:
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Time.metric. ∃ Month, Year



Read “the set of metrics for time are month and year.”



Time.Month. ∃ Month.January, Month.February, ..Month.December



Read “the set of instances for months are January through December.” Time.Year. ∃ Year.1998,



Year.1999, Year.2000



Read “the set of instances for years are 1998 through 2000.”
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Distance.metric ∃ Meter, Kilometer



Read “the set of metrics for distance are meter and kilometer.” Distance.Meter. ∃ Meter.1, Meter.2,... Meter.1000



Read “the set of meter instances are 1 through 1000 meters.” Distance.Kilometer. ∃ Kilometer.1, Kilometer.2



Read “the set of kilometer instances are 1 and 2.” Everyone knows that 12 months are equivalent to one year and that 1,000 meters are equivalent to one kilometer. The ratios of 12 to 1 and 1,000 to 1 represent the scaling factor between the units or metrics of the time and spatial distance dimensions respectively. Thus, if we have some value denominated in terms of one year, we know to divide it by 12 to calculate the average value per month, and if we have 3 months’ values we know to multiply them by 4 to estimate a value for the year. It is normal to treat meters, kilometers, months, and years as units or metrics. Consider what you get for knowing the units of a measurement or value. In addition to being able to figure out scaling factors between levels of granularity, you also get a set of permissible operations. Meters can be added or subtracted and multiplied or divided. They can be divided by units of time. A glacier might move at a speed of three meters per year; a bureaucracy may move even slower. Consider what you lose if you
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don’t know the units. How would you add five unknown-length units and three unknown-length units? There is no operation you can perform with the two different measures of length if you don’t know the units with which they are measured. Thus, you can’t separate the translation aspect of metrics from the permissible operations aspect of metrics from the inclusion rule aspect of metrics. Although we typically associate the concept of metrics with dimensions whose instances are cardinally ordered as with the month-year and meter-kilometer examples previously, the role of defining instance membership rules, providing for quantitative comparability between scaling factors, and defining valid operations applies equally well to nominally ordered dimensions, as shown in the following section. Consider again the city dimension example, but this time as part of a multilevel geography dimension with an added country level: Geography.levels ∃ Country, City Geography.City. ∃ Chicago, New York, Boston, Paris, Nice Geography.Country. ∃ USA, France



In the same way that we talked about the scaling factor between months and years, we can talk about the scaling factor between cities and countries. The only difference is that the scaling factor may not be constant across the whole of the two dimension levels. For example, the scaling factor between cities in the USA and the country USA is 3 to 1, while the scaling factor between cities in France and the country France is 2 to 1. Although the collection of cities is nominally ordered and the collection of countries is nominally ordered, each city and each country is associated with a level or metric that provides inclusion rules, scaling factors, and permissible operations in the same way as with the month-year and meter-kilometer examples. Thus, the concept of metrics, which is being generalized here, is not restricted to cardinally ordered dimensions, but rather applies to all dimensions regardless of how they’re ordered. Since a dimension denotes a series of metric-specific instances and since there may be more than one metric associated with the instances of a dimension, as with the city/country or meter/kilometer examples previously, it is necessary to associate a metric (or ancestor/descendent rank or level value) with each instance of a type or dimension as follows: Geography. _ Country.France, Country.USA, City.Boston, City.NY, City.Northampton, City.Paris, City.Nice



The general form of a type is thus: T n ⬅ mn0 ᭚ in1 mn1 , in2 mn2 , i3n mn3 , in4 mn4 , . . . The type named n or Tn denotes the root metric mn0 , and where the subscript n refers to the metric’s serving as a root and the superscript n refers to the metric belonging to the type named n is composed of the set of m instance metric pairs denoted by the subscripts 1 through m, belonging to the type n as denoted by their superscripts.5
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The Metric Basis for Hierarchies When a dimension is composed of instances that do not all belong to the same metric, the metrics for the different instances need to be quantitatively comparable. This should be obvious if you reflect on any multilevel dimension with which you are familiar. For example, days, months, and years are quantitatively comparable and belong in one hierarchical dimension. Any information collected in units of days can be translated into units of months or years. On the other hand, the collection of instance.metric pairs red.color, blue.color, green.color, small.size, medium.size, and large.size have quantitatively noncomparable metrics as there is no quantitative way to compare colors and sizes. So the two sets of instances belong in different dimensions. Figure 5.6 sums up the previous discussion on metrics with a classification tree for types. Recalling the conditions for a well-formed type that were presented in the preceding sidebar, a type needs to have two or more unique and mutually exclusive instances. Every instance is associated with a metric. If all the metrics are the same, the type is nonhierarchical. If there are two or more metrics and the metrics are quantitatively comparable, the type is hierarchical. If there are two or more metrics and they are not all quantitatively comparable, the type is invalid. Thus, hierarchies are grounded in the notion of metric relationships and there is no way to define a hierarchy without making reference to metrics. Absent the notion of metrics, dimensions or types would lack any inclusion, scaling, or operational rules and would reduce to arbitrary collections of tokens incapable of internally supporting any mathematics or propositional logic. So what does this mean for you if you’re using an OLAP product that doesn’t seem to provide for metrics? First off you should realize that any OLAP product you might be using definitely provides for some metrics. At the very least, your product will support one, and probably more, data types to be associated with what it may call measures or variables. These are your cardinal types. In addition, the instances of any other dimensions you might define are probably predefined as eight-byte strings.
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Numerically relatable Yes
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Figure 5.6 Classification tree for types.
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Beyond the basics that your tool supports, you should manually keep track of the ordering and metrics (or units) you’re associating with the dimensions you’ve defined. Though you may not be forced to define the ordering applicable to a set of products, stores, or customers, you should declare someplace in your manually maintained meta data the kind of ordering that applies to each of your dimensions, such as products, stores, time, channels, or customers. Many of them will be nominal, but some of them, like time or scenario or channel location, may be ordinal or cardinal. When it comes to the measures, variables, or contents (as you will experience first hand if you work through the calculation model on my companion Web site), you will have a much easier time building, communicating, and debugging your applications if you systematically track the units of your variables. In the following section, you will learn how hierarchies may be differentiated as a function of the degree to which they are more efficiently described using a named level or ragged hierarchy language.



Dimensional Hierarchies Overview Most business and scientific dimensions have a hierarchical structure. Similar concepts include abstraction, grouping, multilevel relationships, aggregation, and consolidation. In an informal way, everybody is familiar with some hierarchical dimensions. Time, which we think of, for example, in hours, days, weeks, months, quarters, and years, forms a hierarchical dimension. Geography, which we may think of in terms of neighborhoods, cities, states, and countries, forms another hierarchical dimension. Corporate reporting structures, which frequently include a task, project, department, business unit, and company level, form a hierarchical dimension as well. In contrast, a scenario dimension, which is common to most business models, typically has a small number of members such as an actual member, a planned or perhaps several planned members, and a variance member for each combination of planned and actual members. It would almost never be portrayed hierarchically. In business, as in other types of human activity, hierarchies are a necessity of life. It would be impossible to run a company effectively if all the company’s data were confined to the transaction level. Whether it is done in the computer or in your head, you need to track the performance of different types of product aggregations. Even if you ran a small company with a small number of products working out of a single storefront, you would still need to aggregate product sales over time and view your business in terms of larger time scales than that of your sales transactions in order to have the information required to decide which products are selling well and which are selling poorly. Here again, the benefit of multidimensional information systems is that they are geared for directly handling hierarchical dimensions. The categories by which data are aggregated for analysis and reporting should be the same as the categories in terms of which you act or make decisions. If you make product-pricing decisions to maximize sales, then you need to look at product sales data aggregated by product price or price changes. As your analytical and decision-making
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criteria change, so too must your aggregation routines. Aggregation routines need to be flexible to support unplanned analysis. Managers and analysts spend most of their time thinking about groups of things: groups of products, groups of customers, groups of accounts, and so on. Even when we think we are thinking about particulars such as particular sizes, colors, and widths of a specific men’s shoe, we are usually considering a tight grouping such as the group of all individual shoes of the same size, style, color, and width. Where data is concerned, groups of things, such as all men’s shoes, frequently mean derived things, such as the sum of men’s dress and casual shoe sales (unless the data flow is top down, as discussed later in this book). In this regard, OLAP-style derived data queries are different from transaction queries as the latter generally return the same data that was input, such as the address of a customer, because data was originally supplied by the customer. Furthermore, groups are frequently changing. It is especially important for analysis-based decision-making to have strong support for flexible as well as deep and wide-fanning hierarchies. The capability of multidimensional software to reference things according to their position along a hierarchy is incredibly useful for managing real-world applications. Hierarchical referencing may be more common than you think. In corporate organizations, for example, security and privileges are often defined along a hierarchy. Persons below a certain level may not be allowed to see certain data, or they may need authorization to make certain purchases. Sales and other corporate activities are aggregated along hierarchies. Budgeted resources are frequently allocated along a hierarchy. Some amount for total overhead that applies to a whole division may be allocated down the corporate hierarchy as a function of headcount or sales. In fact, a typical term for a corporate reporting organization is a reporting hierarchy! As you will learn in the remainder of this chapter, there are different types of hierarchies. These hierarchical differences apply to the world in the sense that there are different kinds of naturally occurring hierarchies such as time and space, which are typically called leveled, and corporate reporting structures and product lists which are typically called ragged. It should be no surprise to the astute reader that these same hierarchical differences also apply to OLAP products, as these products were built to model the world. Thus, some products are built to most easily support leveled hierarchies and some products are built to most easily support ragged hierarchies. (Ideally, products should be able to support both.) Furthermore, these hierarchical types are not easily interdefinable. In other words, it is awkward to try to represent a leveled hierarchy in the world with a tool built to model ragged hierarchies, and it is awkward to try to represent a ragged hierarchy in the world with a tool built to model leveled hierarchies. So, you should be aware of the type of hierarchies you need to model in your world to solve your problems and make sure that your OLAP tools of choice can cleanly support those types of hierarchies.



Hierarchies in General As stated at the beginning of this chapter, I want to present a semiformal or reasonably solid definition of hierarchies that you can use for modeling and tool analysis, while avoiding any arbitrary, if formal, definitions. (Many rigorous and formal definitions
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are arbitrary.) As a result I am trying to keep as much of the text as concrete as possible. That said, I believe you will benefit from spending at least a little time on what all hierarchies share to some degree because the referencing methods that apply to hierarchies in general apply to any combination of ragged or level hierarchies you may encounter. This is most clearly illustrated with a simple hierarchy. Recall that a hierarchical type is composed of a collection of instance-metric pairs where not all the metrics are the same, but they are all quantitatively comparable. There are thus two different ways that the instance-metric pairs are differentiated: by changes in a metric for a given instance, and by changes in instance for a given metric. All notions of parent-child, ancestor-descendent, level, granularity, scaling factor, or resolution are forms of ⌬ m per i or m/i. This is illustrated in Figure 5.7. All hierarchies have some ⌬m/i, parent-child, or many-to-one or scaling factor relationships. Within a hierarchical type, the metric of maximum scale or root has no parent metric. The metric of minimum scale or leaves has no children. The act of decrementing the m of any inmn, such as i1m1, is typically called taking the child, taking the first descendent, or lowering the level of m of i1m1. Likewise the act of incrementing the m of either i2m2 or i3m2 is typically called taking the parent, taking the first ancestor, or increasing the level of m of either i2 or i3. The inverse of ⌬m/i relationships are ⌬ i/m relationships. All notions of sibling and series (think time series) are forms of ⌬i/m. In Figure 5.7, there is only one ⌬ i/m relationship. The act of navigating or referring from i1m1 to i2m1 is typically called taking the sibling of or moving across the level from i1m1. Any further refinements in ⌬ i/m relationships (such as cousin or distance or first/last functions) depend on additional attributes such as ordering. All type structure or dimensional referencing whether in OLAP, relational databases, or statistics grows out of combinations of ⌬m/i and ⌬i/m relationships. In other words, a series or relationships of the form ⌬m/i define the concept of, or are definitionally equivalent to “resolution,” while a series or relationships of the form ⌬i/m define the concept of or are definitionally equivalent to “position.” All the standard terms for hierarchical relationships that I’ve mentioned before, namely parent/child, ancestor/descendent, resolution, level, and granularity, implicitly connote either a leveled or ragged hierarchy. Specifically, parent/child and
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ancestor/descendent connote a ragged hierarchy (and notice how the terms refer to ⌬m, not any absolute value for m, and thus the terms come in pairs) while resolution, level, and granularity connote a leveled hierarchy (and notice how these terms refer to absolute values for m and thus appear singly). Therefore, to avoid confusion, when I am referring to hierarchies in general, and trying to make the point that some feature or attribute is general to any kind of hierarchy, I will use the ⌬m terminology. This consists of referring to the m values of an instance or set of instances, the m distance between two instances, and the set of instances that share the same m value. If you prefer anthropomorphic terms, you can certainly substitute the terms parent and child for up1 m and down1 m respectively. It is the implicit one-stepness to the terms parent and child that I find most limiting. (In fact, several products that implemented parent and child functions implemented them in this one-step fashion, thus making it necessary for the user to nest multiple parent or child calls to refer farther than one step from an instance.) Also, and this is not insignificant, real parent-child relationships are substantially more complex (and I’m not even referring to the human element here), in that every person as an instance has two biological parents. There is thus not a single parent much less a single grandparent for a person. That said, I will periodically use the terms parent and child in the book when I specifically mean up1 m or down1 m. It should make things a little less dry and besides, you should feel comfortable with these terms as they are frequently used by vendors and analysts. Now let’s add a few more elements to the simple type of Figure 5.7 as illustrated in Figure 5.8. Look at the leaves of the hierarchy. Notice how there is still a clean sibling or ⌬i/m relationship between i4m3 and i5m3 and between i6m4 and i7m4. But is there still necessarily a sibling relationship between any of the children of i2m2 and i3m2? It depends on whether m3 is equivalent to m4. Does m2 represent weeks while m3 and m4 represent days as shown in Figure 5.9?
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Figure 5.8 Some further complexity.
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Figure 5.9 Time hierarchy for days and weeks.



Or does m1 represent managers while m2 and m3 represent their direct reports as shown in Figure 5.10? Congratulations, you’ve made it to the junction of ragged and leveled hierarchies.



Ragged Hierarchies One of the key distinctions between hierarchies is whether a group of instances that share the same m distance from either the root(s) or the leaves of the hierarchy also share the same m distance from either the leaves or the root(s). Consider Figures 5.11, 5.12, and 5.13. Given the hierarchy in Figure 5.11, let us say we wanted to reference all the elements that were the same distance from the root as home appliances, as shown in Figure 5.12. The collection includes the elements desks, chairs, beds, home appliances, and office equipment. All the elements in this collection are two m decrements from the root. However, the members of the hierarchical dimension that are two m decrements down from the root are not all the same distance from the leaves. This is shown in Figure 5.13, which is composed of the same product hierarchy as Figure 5.12, but the collection of members the same distance from the bottom of the hierarchy as home appliances is highlighted. Home appliances is two m decrements from the root and two m increments from the leaves. However, when counting up from the leaves, no other member of the original top-down defined group is the same number of m increments from the leaves as home appliances. Hierarchies of the type just shown are called asymmetric or ragged. In practice, product, organizational, and territory reporting hierarchies are frequently ragged.
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Figure 5.10 A ragged reporting hierarchy.



Root member Electronics is a child of allproducts
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Figure 5.11 Product hierarchy for a manufacturer.
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Figure 5.12 Referencing from the root within a hierarchy.
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Figure 5.13 Referencing from the leaves in a hierarchy via the maximum distance.
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The astute reader will have noticed that there is more than one way to count up from the leaves. Essentially, you can count the maximum distance, as was done in Figure 5.13, or the minimum distance, which is shown in Figure 5.14. Both counting methods are useful. For example, the notion of maximum distance is a better measure of hierarchy depth while the notion of minimum distance is a better measure of aggregation step when aggregations begin at the leaves and proceed upwards. However, the maximum distance method is the one more commonly used, and so I will use it by default in this book. Figure 5.15 shows a simple ragged hierarchy with a name in the center of each node and with three numbers around the sides. The top left number represents the node’s metric distance from the root, the bottom left number represents the minimum metric distance to a leaf, and the bottom right number represents the maximum metric distance to a leaf. This type of diagram enables you to see the degree of correspondence between the sets of elements calculated as some distance from the root and sets of elements calculated as some distance from the leaves. You can also see exactly which elements have different-length paths connecting them to the leaves. In this case, both the CEO and the COO have different-length reporting chains. Whereas the hierarchy shown in Figure 5.12 and Figure 5.13 is a typically ragged hierarchy, the hierarchy shown in Figure 5.15 is a simple example of an extremely ragged hierarchy. While it may be more ragged than even a typical corporate reporting hierarchy, it is an accurate representation of a decision tree. Consider the binary decision process, as shown in Figure 5.16. Beginning at the root, and at each node, the process takes one of two paths so that a history of the process looks like the hierarchy
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Figure 5.14 Referencing from the leaves in a hierarchy via the minimum distance.
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Figure 5.15 A simplified ragged corporate hierarchy.



shown in the figure. The decision tree could have just as easily had a nonbinary branching principle as shown in Figure 5.17.



Referencing Syntax Here are summarized the main referencing relationships and the Located Contents (LC) syntax that works for ragged dimensions. Most products use one of two intratype referencing styles: dot notation or function argument notation. Using dot notation, you typically refer to the name of the type followed by a dot, then by the name of some instance followed by a dot, and finally by a referencing token as shown in this example: Products.electronics.down1 Read ' move down one from the node labeled "electronics" in the dimension labelled "products" '
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Represents path taken START



Yes No



END



Figure 5.16 A binary decision tree.



Using function argument notation that same reference might have looked as follows: Children(electronics , Products) Read 'invoke the children function on the electronics member of the Products dimension'



As I find the dot notation simpler to work with, especially for more complex relationships, it is the style that will be used in this book. That said, what follows are the main ragged referencing functions or syntax. The referencing examples work against the hierarchy shown in Figure 5.10.
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Figure 5.17 A nonbinary decision tree.



Given a type name and an instance in dot notation Type.instance. add any of ■■



under, which refers to all elements that result from decrementing the metric of the given instance and not counting the given instance. Products.homeappliances.under yields (radios , battery , . . . )



■■



atunder, which refers to all elements that result from decrementing the metric of the given instance and counting the given instance. Products.homeappliances.atunder yields the same set as above plus the member 'home applicances'
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over, which refers to all elements that result from incrementing the metric of the given instance and not counting the given instance. Products.office.over >>



■■



electronics , allproducts



atover refers to all elements that result from incrementing the metric of the given instance and counting the given instance. Products.office.atover >> same as above plus products.office



■■



downn which refers to all elements that result from decrementing the metric of the given instance n decrements. Products.electronics.down2 >> radios , TVs , Fax , Copiers



■■



upn refers to all elements that result from incrementing the metric of the given instance n increments. Products.fax.up2 >> electronics



Given these basic relationships, it is straightforward to define the slightly more complex relationships commonly referred to as sibling and cousin. The siblings of any instance, including oneself, are simply the children of its parent, as with the following expression: Type.instance.up1.down1



An example would be Products.TV.up1.down1 >> Radios, TVs



The cousins of an instance are the grandchildren of the grandparent (note here the breakdown of the anthropomorphic metaphor). Type.instance.up2.down2



An example would be Products.TVs.up2.down2 >> Radios, TVs, Fax, Copiers



Now that you’ve seen classic ragged hierarchies, let’s turn to classic leveled hierarchies.



Leveled or Symmetric Hierarchies Although asymmetric hierarchies are common, not all hierarchies are asymmetric. Hierarchies, like the time hierarchy shown in Figure 5.18, where the collection of members some distance from the top or bottom of the dimension is the same regardless of which end you are counting from, are called symmetric hierarchies. With symmetric hierarchies, you can refer to members by their level. Thus, in Figure 5.18, the set of instances with the metric quarter is the set of all members two metric increments from the bottom and one metric decrement from the top; it can simply be referred to as the quarter level.
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Figure 5.18 A symmetric hierarchy.



Whereas ragged hierarchies excel as a vehicle for aggregating irregularly clumped data, they provide no native support for cross-sibling analysis (although they sometimes support methods for doing some cross-sibling referencing, as shown later in this chapter under the heading Orderings in the section on deviate hierarchies. However, it needs to be qualified by saying that the function’s semantics are not clearly defined for an arbitrary ragged hierarchy. Leveled hierarchies, by contrast, provide a notion of level that is the basis for performing any type of series analysis. The attributes and uses for level-based hierarchies are intertwined with the concept of ordering and thus I will successively describe dimension levels with nominal, ordinal, and cardinal properties.



Leveled Dimensions with Nominally Ordered Instances The classic example of a business dimension that is represented with nominal levels is that of geography in the sense of named geographical locations, as illustrated in Figure 5.19. Note the named levels store, city, region, country, and all. One of the conditions that the instances need to meet is that levels are fully connected to each other. Every store connects to some city; every city connects to one or more stores. When collections of instances with the same metric are fully connected to the instances of an adjacent metric, all aggregate operations have deterministic results. For example, aggregations of data between levels are equivalent. The sum of sales across all cities must equal the sum of sales across all stores. Counts and averages as well must produce identical results across levels. If they do not then the collections of instances are not fully connected and should be called named groups (described later in this chapter) instead of levels. The general hierarchy referencing of ⌬ m/i that was used for the ragged referencing functions up/down applies just as well to levels. The issue is one of starting point. If you begin with an instance and move up or down, what returns is an instance or set of instances. If you begin, however, with a level and move up or down, what returns is a level. The astute reader may well have realized by this point that he or she will also
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Figure 5.19 A business dimension represented with nominal levels.



need some method of requesting the level of some instance and the instances at some level. Thus, the following syntax is used: ■■



under When applied to a level, it returns all the levels below the given level, not counting the given level. Geog.Country.under >> Region, City, Store



When applied to an instance, it still returns all the instances below the given instance, not counting the given instance; in other words it behaves the same way it did with general and ragged hierarchies. Geog.Avignon.under >> Store.(13, 14)



■■



atunder When applied to a level, it returns all the levels below the given level counting the given level. Geog.Country.atunder >> Country, Region, City, Store



■■



over When applied to a level, it returns all the levels above the given level, not counting the given level. Geog.City.over >> Region, Country, All
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atover When applied to a level, it returns all the levels above the given level counting the given level. Geog.City.over >> City, Region, Country, All



■■



downn Refers to the level that results from decrementing the given level n decrements. Geog.Country.down2 >> City



■■



upn refers to the level that results from incrementing the given level n increments. Geog.City.up2 >> Country



In addition to moving up and down levels, there is also a need to return the level of an instance or the instances at a level, as follows: ■■



Type.instance.level returns the name of the level of the instance: Geog.USA.level >> Country



■■



Type.instance.level.up/down ‘x’ returns the name of the level x units up or down from the level of the given instance: Geog.USA.level.down1 >> Region



■■



Type.instance.specifically named level atover the level of the given instance returns the name of the instance that is the ancestor of the given instance at the specified level: Geog.store.12.Country



■■



>> France



Type.level.instance. returns all the instances at the given level: Geog.USA.level.down1.i.>>



Bible belt , Rust belt



To simplify things, Type.level. also returns all the instances at a level as it makes no sense to ask for all the levels at a level. This notation will be used in the book. In addition to directional referencing, levels can be used for explicit referencing, such as asking for the tax rate at the state level for a given store, as with the following formula: Taxes owed = sales x (Tax rate, Geog.city)



This formula naturally applies to any element of the Geog dimension that is at or under the city level. It says to take the city tax rate for the city that is over the element whose sales is under consideration. When using named levels, referencing data at particular levels in formulas can become much easier. For example, a formula can divide sales by the year level or the country-level sales without having to know how far away in the hierarchy the yearlevel value is from the current time member or how far away the country-level value is



121



122



Chapter 5



from the current geography member. Named levels help the person writing the formula concentrate on the meaning of the formula as opposed to the structure of the hierarchy.



Leveled Dimensions with Ordinally Ordered Instances It is common for dimensions with nominal levels to get ordered according to some ordinal principle such as ordering the stores of a geography dimension by sales or the countries of a geography dimension by population. Given a leveled dimension where the instances of some level are ordinally arranged, it is possible to apply ordinal operations such as logistic functions to data sets dimensioned by the ordinalized level. The standard form for these data sets is as follows: (Type.level.ordinal_ordering.)~ [Content1 , Content2 ,



. . . ]



In words, this reads that for every instance of the ordinally ordered level of the type on the left-hand side of the “⬃” operator there is a one-to-one association between each element on the left-hand side and some value of each of the contents on the right-hand side. Examples include the age of each runner (C) dimensioned by that runner’s finish place (L), the median income of voters (C) dimensioned by political parties ordered by how they placed in the most recent election (L), or the return on investment (ROI) for new stores (C) dimensioned by the size rank of the store (L). These types of analyses will be discussed in Chapter 20. It is also possible to use location-sensitive visualization techniques on ordinalized level dimensions. This will be discussed in Chapter 9. Recall from the earlier discussion of hierarchies that there are two basic types of relationships: ⌬M/I and ⌬M/I. One of the weaknesses of ragged hierarchies is their lack of native support for ⌬M/I functions. This is because, beyond the immediate siblings for an instance, there are no natural, nonhierarchy, traversing referencing functions. Even sibling traversal assumes that it makes sense to treat all the children of a common parent as belonging to the same metric. This assumption may or may not be true as it is quite easy for some children to be leaves while others contain deep subhierarchies. In these latter cases, it is not at all clear that it makes sense to treat all the siblings as equal. What this means is that ⌬i/M functions are sufficiently general for a ragged hierarchy that they can produce nonsense unless the designer manually verifies their semantics. This, of course, is one of the strengths of leveled hierarchies. You can always refer to the other instances of a metric, and metrics, in this sense behave like (and actually are) a series: nominal, ordinal, and/or cardinal. Given that the instances can be ordered on a level-by-level basis, it is possible to use different sorting techniques for different levels. Consider again the geography dimension in Figure 5.19. Note the element connections in the figure such as the Dijon store connecting to the Burgundy region. Now what happens to the interlevel connections if you ordinalize the cities by size as shown in Figure 5.20? Basically, the ⌬M/I relationships have not altered. You can still navigate from Dijon to the Burgundy region. However, you can no longer take a vertical slice by requesting
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Figure 5.20 Connections between ordinally ordered cities.



Region.Burgundy.under and get back instances from the city level that are ordered by size.



Leveled Dimensions with Cardinally Ordered Instances: Time and Space Time and space are the most pervasive examples of leveled dimensions or types whose instances are naturally cardinally ordered and that are typically used to represent business dimensions as opposed to measures (otherwise, I would have added mass as a pervasive leveled type as a variable). Their levels might be called seconds, minutes, hours, days, weeks, months, and years, or centimeters, meters and kilometers. In addition to all the type’s instances belonging to one or another metric and for all the metrics being quantitatively comparable, all instances within a level are cardinally related. So
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you can add and subtract quantities along levels such as subtracting two months from a given month as you might do in a lag function where the future is related to the past. A common function that you will encounter over and over again is relative referencing along the instances within a level based on the current cursor position. This is used to support all kinds of range queries from lags and leads to moving and cumulative aggregates. In other words, when an OLAP system is evaluating an expression, it is doing so relative to a dimensional context such as a set of stores and times. For example, let’s say that the time dimension is composed of months, quarters, and years and what’s needed is to define a projected sales function based on historical growth rates over the last three months. In LC, you would refer to specific distances back and forth along the time dimension using the following syntax. Time.month.this⫹/⫺”x” means from whatever is the current month (month.this) add to or subtract “x” units. Thus, in June, Time.month.this.-2 yields April and Time.month.this⫹2 yields August. Projected sales, Time.Month.(this+3) = (Sales, Time.Month.this) x (Avg growth, Time.Month.((this-3) to this))



This reads the projected sales three months out equals the sales this month times the average growth in sales over the past three months. Levels whose instances are cardinally ordered support all the series-based formulas that were shown in the previous section. Thus, you may wish to compute a running average of the last three months’ values for some variable as with the following expression:
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Moving three month average sales = Avg(Sales, Time.Month.((this-3) to this))



Even though today’s OLAP tools do not model space very well, if at all, so that by far the greatest amount of relative cardinal referencing occurs, in an OLAP context, in the Time dimension, it is worth mentioning at least one relative range referencing example in space. 'Changes_in_economic_activity' , Latitude.this.(+ or - "x") , Longitude.this.(+ or - "x") , Time.this = 'Some_growth_factor' x ('Changes_in_economic_activity' , Latitude.this ,Longitude.this. , Time.(this -"x"))



In words, and assuming that the tuples defined by latitude.this and longitude.this denoted important economic spots, the expression says that changes in economic activity in some regions are driven by changes in neighboring economic hot spots at some earlier time. Of course, there are many other occasions when one would want to leverage relative referencing in space, including gas dispersal, population movements, cultural fads, consumer tastes, and technology transfers.
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Even though time and space are the dimensions that are most frequently associated with levels whose instances are cardinally ordered for the purpose of analysis, cardinal levels can apply to any dimension. The fact that the instances of a level may be cardinally ordered doesn’t mean the scaling factor between instances across two different levels is the same across the entire level. For example, although days and months are each cardinally ordered, there is not a constant scaling factor between days and months. Practically speaking, this means that in representing the dimension, explicit lineage links will still be needed as shown in Figure 5.21.



Space Although space is naturally cardinally ordered, unlike time, space requires the combination of three dimensions to be modeled. The variety of geometries used to define space from basic rectangular to spherical typically lies either in mathematics or in geographic information systems modeling, but in any event are beyond the scope of today’s OLAP tools. In addition to working with time and space, most of the mathematics you learned can be rephrased in terms of levels with cardinally ordered instances. Any function defined on the integers or rationals is an example. We will look at examples of this kind of dimensional analysis in Chapter 20.



Constant Scaling Factors So far, all of the leveled dimensions we’ve seen, even the ones with cardinally ordered instances, have had variable scaling factors. Now we look at leveled dimensions with constant scaling factors. Although it is logically possible for constant scaling factors to apply to a leveled dimension with nominally ordered instances, in practice, one sees



d1



d2



JAN.



FEB.



MARCH



M



M



M



d 3 ... d 31



d 32



d 33



d 34 ... d 59



Figure 5.21 A time dimension with explicit lineage links.
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constant scaling only in levels with cardinally ordered instances. As such I will look only at the latter. Since the difference between instances is the same for cardinally ordered instances (that is, the total distance along any series of 60 seconds is the same), given the known relationship between levels such as the conversion between seconds and minutes, and the ordinal position of an instance, one can figure out the exact lineage connections for that instance. For example, second number 73 is a child of minute number 2 and hour number 1. Day number 40 is a child of month number 2. With constant scaling factor dimensions, the dimension can be specified by defining the scaling factor between the levels. For example, one might define Time.levels. ⫽ Second, Minute, Hour where all three are expressed in integers. Then it suffices to state that Level.Hour ⫽ 60 x Level.Minute and Level.Minute ⫽ 60 x Level.Second. From that point on, one can determine an entire lineage from any given second, minute, or hour. Of course, little except perhaps the pure numerics is constant. We’ve been known to add seconds every century or so and certainly hours get added and subtracted at least twice a year in most places. Space would appear to be a little more constant than time since all the hierarchies are derived, but even then, things like gravity can alter our space metrics. So the point here isn’t to artificially define some idealized set of relationships that never hold, but rather to identify the main patterns of hierarchical structure that do exist and to show how two basic types of complimentary hierarchical vocabulary as reflected in commercial products can capture all the hierarchical relationships you will ever need to describe.



Multiple Hierarchies per Type A single type may have more than one hierarchy. Stores, for example, in a Geography dimension may roll up by region and by store type. Products may roll up by category and by brand. Each hierarchy in a type is composed of a unique set of levels or hierarchically related instances. Although levels are unique within a single hierarchy, hierarchies may overlap, effectively sharing levels. For example, a time type may be composed of two hierarchies: a fiscal hierarchy and a calendar hierarchy. Both hierarchies may share a day and month level. The hierarchies may then diverge at the quarter and year levels. For a ragged hierarchy that can otherwise be defined in terms of a parent-child table, the existence of multiple hierarchies in the dimension means that up hierarchy functions need to specify the hierarchy on which they are operating. Return to the product hierarchy shown in Figure 5.11, and look at the individual products represented at the leaf nodes: beds, portable TVs, photocopiers, and fax machines. There are other ways to group these individual products than by furniture versus electronics. Take pricing, for example. As shown in Figure 5.22, the categories bargain, typical, and deluxe represent another equally useful method for organizing the members of the product dimension. Choosing the appropriate middle levels of grouping or aggregation are critical to our understanding and our ability to make decisions because data have only one detail



The Internal Structure of a Dimension



Allproducts



Furniture



Desks



Chairs



Bargain



Electronics



Home Appl.



Beds



TVs



Electric



Deluxe



Office



Radios



Battery



Typical



Portable



Fax



Copiers



Big Screen



Figure 5.22 Dimensions can have multiple hierarchies.



level and one fully aggregated level but many intermediate levels. As shown in Figure 5.23, there are many paths to nirvana. Each path highlights some factors and hides others. For example, aggregating store-level product sales into cities, states, and countries highlights factors that are differentiated by region, such as economic zone-based differences in sales. The same aggregation path hides other factors, such as store sizebased differences in sales. The nearly limitless number of intermediate levels, such as product price groups, product margin groups, product type groups, and product producer groups, enables us to experiment with different ways of looking at and understanding our data. This is one of the areas of convergence between dimensional structures and statistics. For example, techniques such as cluster analysis can help to identify the natural groupings in the data that then serve as useful intermediate levels of aggregation. (More on the relationship between OLAP and statistics in Chapter 20.) Alternate methods of grouping do more than just rearrange the members; they create entirely different aggregate numbers Figure 5.24 shows two spreadsheets in two panels. Both spreadsheets are two-dimensional and are composed of a variables dimension and a product dimension. The variables dimension is identical between the two spreadsheets. The product dimensions share the same leaf nodes between the two spreadsheets; however, in Figure 5.24, A rolls up into furniture, home, and office products, whereas B rolls up into bargain and deluxe products. Not only are the numbers different, the number of numbers is different. Price and customer are two equally valid ways of grouping individual products. For most multidimensional products, the two rollups would be treated as separate hierarchies within the same dimension. In this sense, a dimension may be thought of as a collection of leaf members and the set of hierarchy or group members created from that collection. In other words, all the members of a dimension—leaf members, intermediate level members, and root
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Figure 5.23 The many paths to nirvana.
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Figure 5.24 Different rollup paths produce different aggregate numbers.



members—form a single collection of members of the same type, which, as a whole, constitutes one factor/dimension in a multifactor/dimensional situation. Keep in mind that all members of a dimension, from leaf to root, can vary from analysis to analysis.
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Looking again at Figure 5.22, if a dimension has multiple hierarchies, when traversing up the hierarchy from any node (child) that has two or more parents, see how it is necessary to specify the parent or root toward which you are navigating. For example, if from the member fax machines, you wanted to navigate up to office equipment, it would be necessary to indicate that you wanted to move in the direction of allproduct rather than in the direction of deluxe products. OLAP tools differ in how and if they provide this functionality. Many define a main hierarchy that is the default and force you, sometimes through less than intuitive steps, to specify an alternate that you may want to follow. Others offer a great deal of flexibility and provide for custom hierarchies that can be defined within the context of a report. The following examples illustrate hierarchical referencing along a dimension that contains multiple hierarchies. Time.fiscal_hierarchy.yearend



Read “the yearend member of the fiscal hierarchy of the time dimension.” Geography.store_type_hierarchy.department_stores



Read “the department stores level of the store_type hierarchy of the Geography dimension.” Myfavoritedimension.alernativehierarchy.most popular member.up1



Read “the parent of the most popular member of the alternative hierarchy of my favorite dimension.”



Deviant Hierarchies You ideally want a tool that supports both leveled and ragged hierarchies within a single syntax because it is awkward to try to represent ragged hierarchies with a levelbased tool and to represent a leveled hierarchy with a ragged-based tool. So what are the awkward or deviant options?



Pseudolevels A named level can be simulated with a tool that is based on ragged hierarchies, so long as it supports multiple hierarchies by introducing a member into the dimension that serves as a root for the level, and by making all members intended to belong to a common level as immediate children of that root. To represent the concept of a city level as shown in the ragged geography hierarchy in panel B of Figure 5.25, a root member named City needs to be added to the dimension and be made a parent of Chicago, Milwaukee, and Columbus, and so on. I call this technique pseudolevels, as it creates the named grouping of members, though without any of the semantic attributes possessed by levels. Figure 5.25 illustrates the pseudolevels in panel B contrasted against named levels in panel A.
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Figure 5.25 Named levels and pseudolevels.



When using pseudolevels, it is awkward to find out how the level for a member relates to other levels, or even to find the next level above or below, because the tool does not directly support this notion of level. (The adjacent-level information might be coded as an attribute of the level’s root member.) Accessing members from one level to the next can be a little difficult as well. Say that a geography dimension is modeling countries, provinces/states, and cities using a level’s root members of country, province, and city. To get the cities for the country France, you will have to obtain “all children of the member city that are also children of the member France.” A tool may or may not be able to express this easily. Ideally, a tool provides clean support for both irregular hierarchies and named levels that are semantically understood to be like levels of scale.



Ordering By incorporating the notion of ordering into siblings so that there is a first, second, and so on up to last sibling, several OLAP products make it possible to refer to the same relative sibling in a ragged dimension within a relative or cousin function. The classic
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uses for these types of functions are relative time-based comparisons where someone wants to compare the first week of some quarter with the first week of the previous quarter or the first week of the same quarter for the previous year. As a note of caution, these types of ordering-based referencing functions do not have clearly defined semantics in an arbitrary ragged hierarchy. For example, and referring to Figure 5.26 with a starting point of Y3.Q2.M2.W2, you might want to refer to the same relative week, previous month, and same absolute quarter and year Y3.Q2.M2.W2.up1.prev1.W2



or the same relative week and month for the previous quarter for the same absolute year Y3.Q2.M2.W2.up2.prev1.M2.W2



or the same relative week, month, and quarter for the previous year Y3.Q2.M2.W2.up3.prev1.Q2.M2.W2



Referring to the sample syntax, note that in order to make these references work, it is necessary to identify a previous member from within the ancestry. Again, this notion of previous sibling is a leveled notion for it assumes that the metrics of each sibling are identical, an assumption that cannot be made in a ragged hierarchy without adding level-like conditions. For products that support this type of referencing, either they make you specify the nearest root whose value does not change (this is quarter in the first example and year in the second) or they enable you to refer to a previous element
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Figure 5.26 View of the time dimension hierarchy.
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at some level in the hierarchy as described previously. Either way, the dimension against which the function is evaluated has elements of a leveled dimension and cannot be said to be purely ragged.



Dummy Members In the same way that ragged hierarchy-based tools can provide some of the capabilities of levels by using pseudolevels, pure level-based tools can provide for some ragged modeling by making use of dummy members. How would you model with a ragged geography hierarchy with a level-based tool? Basically you need to associate each node with a level. Of course, the problem is that many nodes would need to associate with more than one level. For example, the stores report directly to the region level without passing through a city member. The way to get around this is by introducing dummy cities to represent the stores at the city level where there otherwise isn’t any city. This is illustrated in Figure 5.27.
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Figure 5.27 Using dummy members.
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The thing to keep in mind when using dummy members is whether the dummy member figures in the meta data for its level and is counted as a member, capable of being seen as a member and whether it has any data associated with it. If the answer is no, then the use of a dummy member has turned the level into a named group because the level aggregates no longer correspond. This isn’t necessarily bad, but you need to know what you’re doing. For example, if you used a level-based tool to define a ragged geography dimension composed of stores, cities, and states where some stores fed directly into states, you might create dummy city members to represent those stores that had no corresponding city. However, since the dummy members are otherwise invisible, if you were to query for the total sales across cities, that total would not include the values associated with the dummy members and city totals would be less than store totals. This is a clear violation of level properties. You should no longer think of the dimension as leveled. However, just because the dimension isn’t leveled doesn’t mean it’s wrong. It could be that the city instances represent some specific city infrastructure that isn’t present in those cities where stores feed directly to states.



Mixed Hierarchies Finally, it should be clear by now that the world is pretty well mixed in terms of hierarchies. For most applications that you may ever undertake there are likely to be some types best modeled as ragged, some types that are best modeled as leveled, and some types that would benefit from a combination of leveled and ragged structuring. Realworld product hierarchies are frequently leveled near the root and become ragged towards the leaves. Therefore, from a tool perspective, an ideal dimension structure supports levels and raggedness equally well and within the same hierarchy. When a hierarchy is defined with both ragged and level characteristics, the instances of any level must not contain any parent child relations, and for any two levels A and B (and assuming those levels to be adjacent to each other in the hierarchy6), where the instances of level A are considered up from the instances of level B, the levels must be related so that every instance of level A has one or more children instances in level B and no children that are not within level B; every instance of level B must have one and only one parent instance in level A and no parent that is not within level A. In other words, the levels must be fully connected. Figures 5.28 and 5.29 show examples of valid and invalid mixed hierarchies. For mixed hierarchies (unlike extreme forms of either ragged or leveled hierarchies), the level descriptors and the lineage descriptors are independent. So it is important to be able to use both sets of descriptors for intratype referencing within the same type.
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Figure 5.28 A valid mixed hierarchy.



TE



134



CEO i1m1



CFO i2m2



Analyst i5m3



COO i3m2



Floor Supervisor i7m4



Account i6m3



i8m8



CTO i4m2



Plant Manager i10m9



i9m8



Figure 5.29 An invalid mixed hierarchy.
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Summary In this chapter you have seen why and how dimensional hierarchies are defined in terms of several nonhierarchical characteristics, including methods of definition, metrics, and ordering. You learned the difference between a valid and an invalid dimension or type; you saw how hierarchies originate from dimensions with multiple quantitatively comparable metrics; and you saw that while ragged and leveled hierarchies are reasonably independent and require distinct referencing syntaxes, they stem from a common and more general form of hierarchy. You were exposed to examples of referencing syntax for ragged and leveled hierarchies. You learned about multiple hierarchies, mixed hierarchies, and ways of using leveled hierarchy-based tools to mimic ragged hierarchies, and ways of using ragged hierarchy-based tools to mimic leveled hierarchies.
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TYPES The fact that types need to have at least two possible instances doesn’t mean that you can’t create seemingly monolithic types to represent the “universe” or the “world” or “everything possibly imaginable.” For example, say you were to define a type to represent “anything imaginable” and give it just one possible instance, namely anything imaginable, so that it might seem that any expression could take this instance as a true assertion. Could you really create assertions and negations from this mono-instanced type? Or is something missing? Let’s explore this more closely. Assume two types as shown in the following table:



TYPE NAME Type instance



THE IMAGINABLE Anything imaginable



ANY COLOR Red Blue Green



Assuming each type is predictable of the other, we can create the following expressions: Red is anything imaginable; blue is anything imaginable; green is anything imaginable. Anything imaginable is red; anything imaginable is blue; anything imaginable is green. If we were now to imagine that anything imaginable were true as a content predicated of red, then according to the rules of logic, there must exist some other possible instance or value of the imaginable, whose value would be false of the same location, namely red. It is logically impossible to assert that anything imaginable is a true instance of the type the imaginable when predicated of the color red without being able to express what a false instance of the type the imaginable would look like. Not only is it impossible to engage in truth function or assertion/negation expressions without types of two or more potential instances, but types bearing a single potential instance have no power to make any differentiations. If anything imaginable is supposedly true of anything, and anything is true of anything imaginable, then the type anything imaginable, with its single potential instance, is incapable of being used to differentiate anything, nor is anything differentiated by it. Thus, the mono-instanced type not only violates the basic tenets of logic, but it is furthermore void of any informationcarrying capability.
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6 Hypercubes or Semantic Spaces



Cubes or hypercubes, in the sense of working Online Analytical Processing (OLAP) models, are live or active or populated schemas, which is to say any schema whose data links are in use so that data are connected to the schema and being manipulated in accordance with the rules or formulas defined in that schema. Links need not replicate data. The data can reside in whatever form is dictated by the data source so long as it can be manipulated via a multidimensional schema. Although not typically the case, data can be entirely entered by hand directly into a model; in that case the data links are what connects the keyboard (or other input devise) to the schema. (Please refer to Chapter 10 for a discussion of different approaches to storing multidimensional data.) What happens when source data that could exist or are thought to exist don’t actually exist? What happens when there are more data in the source than can be accounted for in the type definitions? How is one supposed to connect multiple data sources of clearly different dimensionalities such as production and sales data to a single schema for some integrated analytical purpose? Are there natural segmentation principles for defining schemas? In this chapter you will learn why a populated schema or model constitutes what I call a semantic space or a contiguous collection of facts or propositions that can be true or false. You will learn the steps you need to take to ensure your schemas are well defined. You will learn how to identify and treat separately the naturally distinct domains in your data or models, and you will learn how to bring them together when necessary into a multidomain model.
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Meaning and Sparsity One of the key attributes of a schema is its enforcement of meaningfulness. Consider the familiar schema (Store. 丢 Time. 丢 Product.) ~ Sales, Cost



connected through a set of data links with some table T1 (illustrated in Figure 6.1), such as the following: ■■



Store. ⬍⬍ Select distinct T1 Column (Col)1



■■



Time. ⬍⬍ Select distinct T1Col2



■■



Product. ⬍⬍ Select distinct T1Col3



■■



Sales. ⬍⬍ Select T1Col4



■■



Cost. ⬍⬍ Select T1Col5



where the ⬍⬍ symbol acts like an assignment operator, and distinct means that the unique instances of each of the types Store, Time, and Product are set equal to the unique instances found in the columns to which they’re connected. The schema defines a semantic space or contiguous collection of facts consisting of statements or assertions about sales and costs for every store-time-product combination. If there are 10 stores, 10 times, and 10 products, there are 1,000 assertions about sales and 1,000 assertions about costs. Each assertion is a four-tuple with a three-tuple location and a one-tuple content. Sales (Store.x , Time.x , Product.x) = Y



The above can be read as “The sales-as-content value for the location defined by Store x, Time x, and Product x is the Sales value Y.” If a formula is defined for margins based on sales and costs, without further specification, it will be applied 1,000 times, once for each instance of sales and costs. Integrity constraints, as set up when all the component types were initially defined, are maintained here. Thus, if you were to try to enter a string or other out-of-bounds value for sales, the schema would catch it.
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Figure 6.1 Table T1 (with only a few values filled in).
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Additionally, and unless otherwise restricted, the schema defines the contents sales and costs to be applicable to the entire collection of locations defined by the intersections of stores, times, and products. This is why there are a thousand assertions. Thus, if connected to a data source, there are locations for which no sales or costs data are present, the schema (without further specification) should interpret the lack or sparsity of data to mean that the data are missing but otherwise forthcoming. Another possible interpretation for sparse or nonpresent rows could be that rows only exist for items that were sold; therefore, nonpresent rows mean that zero amount of product was sold. Another interpretation could be that the nonpresent rows mean that a certain product is by definition not sold at a certain store and/or time and thus the contents sales and costs are not applicable to certain combinations of stores times and products. As you will learn in the following sections, the way in which these nonpresent rows or sparse or empty cells are interpreted is critical to the integrity of the application as a whole. Many OLAP tools are unfortunately lacking in methods to make the appropriate distinctions, which can lead to incorrect data derivations. For a technology whose claim to fame is creating derived data, that’s a pretty serious flaw. A well-designed schema should correctly process (or allow an application to process) all types of invalid source data by either rejecting certain data, overriding certain data, substituting certain data, or inferring certain data.



Types of Sparsity The terms “sparse” and “sparsity” are frequently associated with multidimensional data sets. Figure 6.2 is a view of a sparse four-dimensional matrix. The four dimensions are stores, time, product, and variables. The view shows variables and products along the columns, stores, and times along the rows. Notice all the sparse or blank cells. Why are the sparse cells sparse? Does a sparse cell mean that data for the cell are missing but potentially forthcoming, like a late sales report? Does a sparse cell mean that data could never apply to the cell, such as the name of an unmarried employee’s spouse? Or does a sparse cell simply mean that all zeros are being suppressed like the zeros associated with individual product sales in a store that carries many products but that only sells 5 percent of its items on any one day? The term sparse has been indiscriminately used within the OLAP community to mean missing, inapplicable, and zero. The first two cases fall under the heading of what in the database world is thought of as invalid data. It is an important topic. E. F. Codd, in his expanded 18 features for OLAP, suggested that OLAP models follow the
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Figure 6.2 Viewing a sparse four-dimensional model.
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relational model version 2 rules for handling missing data.1 These entail what is called four-valued logic. This will be treated in depth later in this section. The third case, where the term sparsity has been used to mean the existence of many zeros, is a special case of how to handle large numbers of repeating values where the repeated value happens to be a zero. Zero is just as valid a number as any other number. Technically, it is an integer. It is a perfectly well-formed statement to say that store x sold zero units of product y or that the difference in units sold between store x and store y is zero. It carries as much value as to say that store x sold 15 units of product y. You can add subtract and multiply with zeros (though, of course, you can’t divide by them). You can compare them to other quantities and so on. The confusion has arisen because OLAP applications frequently encounter large numbers of repeating zeros and large amounts of missing and meaningless data. The techniques for physically optimizing the storage of large numbers of repeating values are similar to, and sometimes the same as, the techniques for physically optimizing the storage of large amounts of missing data and meaningless locations or intersections.



Past Treatment of Invalid Data Missing and meaningless values are not valid data. They cannot be treated in the same way as any other value. You cannot take the sum of three integers plus two missing values. You cannot compare the value of an integer with that of an inapplicable token. Special logical techniques are required to handle these cases. Improper treatment of nulls can cause inaccurate calculations. Mistaking a missing value for a zero, or mistaking a zero for a missing value, or assigning a proxy value where none is applicable all create incorrect results. For example, if a missing value is treated like a zero, then the sum of 3 ⫹ 6 ⫹ “missing” will be called 9, which is wrong. The right answer, in the absence of a proxy value, is “missing,” or “9 ⫹ missing.” The accuracy of calculations is of crucial importance to the analysis of any data sets, whether or not they are multidimensional. The issue of how formulas should work with sparse data is an important one and is frequently debated in the database world. As it relates to the accuracy of calculations, especially in the sense of database queries and computations, it is a question of logic. For most of its history, logicians have believed there were two logical values: true and false. Logical rules that apply to databases are expressed in terms of these two values. For example, querying a database to list all salespersons who sold more than $50,000 of product in March may be thought of as posing, to each salesperson’s record for March, the question “Is it true that this salesperson sold more than $50,000 of product?” and listing all the records where the answer is “yes, the statement is true.” This is illustrated in Figure 6.3. Problems arise, however, when invalid data enter a logical system or database. Look again at Figure 6.3. Notice the blank entry for the commission field in row five. Now imagine the query, “Is it true that the value of the commission field in this row is greater than $50,000?” What would the answer be? You could be a wise guy like Aristotle and say the statement is false; that is, it is false that the value of the commission field is greater than $50,000 simply because there is no value. But there is a problem with this answer. The problem is that the truth of the
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List of employees, job titles and number of years with firm (sorted alphabetically by employee name)



Late report Caloway not a salesperson



Employee name Anderson Awklin Bundy Benson Burnett Caloway Johnson Kreiger



Job Title Sales Sales Sales Sales Sales Marketing Sales Sales



Commission 75,000 65,000 82,500 58,000 Missing N/A



62,500 55,000



Figure 6.3 Record sparsity.



answer is a function of how the question was phrased. In other words, if the query had had the form “Is it true that the value of the commission field is less than or equal to $50,000?” the answer would still, according to the same logic, be false. But according to logic, a proposition and its inverse cannot both be true or have the same truth value. More likely you would say, “I don’t know whether it is true or false because the data are missing.” This is tacit acceptance of your inability to process the missing data as if it were existent. In the same vein, and answering the same query, if an employee did not draw a commission because that person was salaried, then the commission field would be inapplicable, as shown in row 6 of Figure 6.3. That is, commission does not apply because the employee draws a salary. “Not applicable” is similar to “missing” in that you cannot process it like a valid data value, but it is different from “missing” in that it would be wrong to assign it a proxy. Logic has no rules for handling invalid data, yet such things as missing and inapplicable data regularly enter all kinds of databases—including multidimensional ones. Logicians are divided over the best way to deal with invalid data. Some prefer to use logical systems that work with three or more logical values. Terms such as “unknown” and “not applicable” are frequently given to these beyond-two-valued values. The extra values then enter into the formal calculus. The main problem with the three- and higher-valued logics is that the meaning of the logical constants or operators, such as the negation term, which have been built up and used successfully over the last 2,000 years, depend on there being just two values. It is inconsistent to add a third or fourth term to the pool of logical values while continuing to use operators that assume there are only two values.2, 3 In the relational model, version 2, Codd advocates the use of four-valued logic. Like others who have gone before, he changes the meaning of the negation term, giving it two different meanings, as illustrated in Figure 6.4.4 For true and false propositions, the negation of a term yields a different term with a different truth value. The negation of true is false, and the negation of false is true. For
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T = true



F = false
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T A = missing



I = meaningless



Figure 6.4 The four-valued logic of the relational model, version 2.



missing and inapplicable propositions, the negation of a term is itself. So the negation of missing is missing and the negation of inapplicable is inapplicable. This inconsistency in the definition of negation produces several problems that have been described elsewhere.5 Some prefer to retain two-valued logic because of its desirable inferencing properties and exclude invalid data from entering the system.6 They generally characterize invalid data as either the result of poor database design or as data about the data (sometimes called meta data). For example, rather than entering the null value for “spouse’s name” into an employee database when an employee has no spouse, it would be better to enter the valid data value “no” into a field called “is married.” A separate spouse table would contain the relevant spouse information. The improved database design would eliminate the invalid data. The problem with this two-values-plus-meta-data approach is that it conflates two general classes of invalid data: missing and meaningless.7 The two classes need to be individually treated because they affect computations in different ways. They just don’t need to be treated as logical values on a par with true and false. Consider the following example.



Need to Distinguish Missing and Meaningless Imagine you are the general sales manager for a chain of 100 department stores, and imagine you need to calculate the average monthly shoe sales per store for all 100 stores. In the simple case, all 100 stores sell shoes and all 100 stores reported their sales of shoes. The arithmetic is clear. If all 100 stores sell shoes, but only 80 out of the 100 stores reported their sales, and the average for those 80 stores was $20,000, the arithmetic is no longer straightforward. It would not be accurate to state without qualification that the average shoe sales per store was $20,000. Any statement about shoe sales that applies to all stores in the chain must, implicitly or explicitly, assign a default value to the nonreporting stores. Saying that the average sales per store is $20,000 assumes that the average per nonreporting store is $20,000 as well. This default value for the nonreporting stores need not equal the average value of the reporting stores, however. For example, it may make more
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sense to assume that nonreporting stores sell a dollar value equal to what they sold the last period modified by some function of their previous growth rate. If the reason why 20 stores did not report shoe sales is because they recently stopped selling shoes, then no statement should be created about shoe sales that applies to all 100 stores. In other words, no default value for shoe sales should ever be assigned to stores for whom the value is meaningless. In this situation, it would be accurate to state that the average sales for the 80 stores that sell shoes is $20,000. However, in the same way that a proxy value may be substituted for a missing data point, there are times when an applicable measure or variable, such as slippers, may be substituted for the inapplicable variable, shoe sales. For example, it may be that shoes are thought of as footwear and, although most stores sell shoes, some specialty stores do not sell shoes, but do sell slippers. In this instance, it would make sense to report on the sale of slippers (modified by some appropriate function relating the average sales of shoes to slippers) where a store does not sell shoes. Thus, when a measure or variable, such as shoe sales, is applicable but data values are missing, regardless of the reason, the missing values need to be assigned some type of default if they enter into operations with other data. (It is always possible to stipulate that missing data values be eliminated from a calculation as, for example, when a manager’s bonus is tied to his or her store’s sales figures and the bonus cannot be assigned until the actual sales figures are known.) When a measure or variable (such as shoe sales) is not applicable to a location for whatever reason (such as a particular store that stopped selling shoes) and substitute variables are not being used, no default data value should ever be assigned to it for that location. In general, the existence/nonexistence of data (such as sales reports) and the applicability/inapplicability of measures (such as the dollar value of shoe sales) may vary from location to location, or cell to cell, in a model. For example, if sales reports are late, then applicable data is missing for those stores. If a store changes its product lines, then certain variables may become inapplicable and/or applicable between time periods. From my experience, and as described in the remainder of this section, the ideal approach is to combine two-valued logic with procedures for detecting missing and inapplicable data on an instance-by-instance basis.8 This approach lets the user freely incorporate user-defined rules for substituting measures and data whenever invalid cases are found. For those situations where the system is left with missing and/or inapplicable data, formal rules are used to convert the mixed expressions containing missing and/or inapplicable data into a two-valued form where they can be processed via the use of traditional and consistent propositional logic.



Defining Application Ranges Unless your data sets are perfectly dense (which is unlikely) or unless all sparsity means zero (again unlikely), it is essential that you maintain the distinction between missing and inapplicable data in your applications. The most unambiguous way to do this is by explicitly defining application ranges for those types used as contents within a schema. (You can do this through your own application documentation since application ranges are not typically supported by OLAP products.)
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Recall any basic schema such as (Store. 䊟 Time. 䊟 Product.) ~ Sales



AM FL Y



This schema is expecting a sales value for every single store, time, and product intersection. Now in fact, stores rarely sell every product every day. A typical sales summary table that would feed this type of schema would have one row of information for every product sold on a store-by-time basis. So already there is an implicit interpretation rule—namely that the schema interprets the lack of a row for any particular product for any time by store as meaning that zero amount of that product was sold at that store that day. Now what happens if some products, say winter garments, are inapplicable to (that is, by definition not sold in) certain stores, such as those in southern Florida, either in general or at certain times? In this case, the schema is not really correct as it stands. Sales are not applicable to every intersection of store time and product. Queries for average sales per store of winter garments, as shown in the previous section, will be incorrect. There needs to be some way to specify the inapplicability of winter garments to southern Florida stores or the application will incorrectly parse the absent rows for winter garments in southern Florida as meaning zeros instead of not applicable. This specification is the definition of an application range and requires some syntactic device for specifying applicability and inapplicability. In Located Contents (LC), applicability and inapplicability are specified when the type as variable or content is defined as shown next in a continuation of the previous example.
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Sales, (Time. 䊟 Store.Southern Florida.atunder 䊟 Product.Winter garments.atunder) = n/a



The expression in parentheses specifies that portion of the total location—namely all intersections of southern Florida stores and winter garments—for which sales is inapplicable (n/a). You may be harboring several questions at this point such as why didn’t I define the location range for which sales was applicable, or is n/a a value and if so to what type does it belong, or could one also have declared the same location range to be missing? I didn’t define the location range for applicability because the initial schema specification defines the content, sales, as applicable across the entire range of times, stores, and products. So the definition of this inapplicability may be thought of as an exception or qualification relative to the general schema that preceded it. n/a is a logical value and as such applies to any type and can be represented in dot notation as Type.n/a. Thus, one could pose a query for the ratio of sales growth increase for those stores that sell winter garments versus those that don’t with the following expression: Sales_Growth, Store.(Sales.n/a , Product.WinterGarments.atunder). / Sales_Growth, Store.(Sales.a , Product.WinterGarments.atunder).



Finally, in the same way that n/a is a logical value and can be used to qualify any type, so too can the logical values applicable a (used in the expression above), missing



Team-Fly®



Hypercubes or Semantic Spaces



m, and present p. Thus, the previous query could be restated to ask for the sales growth ratio of stores with present versus missing sales as shown here: Sales_Growth, Store.(Sales.m , Product.WinterGarments.atunder). / Sales_Growth, Store.(Sales.p , Product.WinterGarments.atunder).



Application Ranges in Use The example shown in Figure 6.5 involves monthly sales reports sent from stores to the home office. At the end of March 2002, the home office wanted to calculate how many shoes were sold across all stores for the first quarter of 2002 in order to refine plans for the second quarter. Where actual figures were not available, an estimate had to be used to facilitate the planning process. On February 1, 2000, as part of a specialization program, the Buckley store stopped selling shoes. The Ashmont and Painesville stores had not, as of March 31, 2000, reported their sales for March. The available data types per store and month, as highlighted in Figure 6.5(a), indicate that the Buckley store needed to be eliminated from any calculations involving February and March. By maintaining applicability information, this is easily done. The available data per store and month, as highlighted in Figure 6.5(b), required that March figures for the Ashmont and Painesville stores be estimated since the measurements were applicable but were as yet unavailable. Consider the following formula to calculate the average monthly shoe sales applied across all stores in the company for the first three months of 2000: Shoe_Sales, L.leaf.above. = Avg(Shoe_Sales.a, L.leaf.) If Shoe_Sales, L.leaf. = m Shoe_Sales, L.leaf. = (Shoe_Sales, (Time.year.(this - 1))) * Shoe_Sales_Growth_Factor



In words, the top line says the average value for shoe sales will be calculated at nonleaf levels of the location structure by averaging the shoe sales values wherever they are applicable at the leaf level. Without further specification this formula would return a value of missing if there were any missing values because no instructions are given for how to process missing values. The second section gives instructions for processing missing values and says to look at the value for shoe sales for each leaf level location. If it is applicable but missing, then substitute an approximation determined by taking last year’s value and multiplying that by an expected growth factor. Then calculate the average shoe sales from all the valid values plus all the projected values. Wherever the shoe sales variable is inapplicable, such as in the Buckley store in February and March, no substitution will be made for those locations. Where the shoe sales variable is applicable but data is missing, such as Painesville in March, the formula will create an estimate based on sales for the same period in the prior year. If there were no approximation clauses in the formula to deal with missing data, or they in turn were missing, then the formula as a whole would be unevaluable and would return a result of missing.
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Shoes no longer sold, need to exclude these store–months from computations involving shoe sales
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In order to compute a value involving these unreported figures, some implicit or explicit assumption must be made about them, or else the fact that they are not available must make the result unavailable as well.



b)



Sample result
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Figure 6.5 Handling inapplicable versus missing data.
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EVALUATING EXPRESSIONS WITH VALID AND INVALID DATA The LC model offers a general method for evaluating formulas that contain a mixture of valid and invalid data. These procedures are outlined and illustrated in Figure 6.6. The following procedure is repeated for each variable in the expression or formula. The application and the formula together determine the strategy for deciding what to do when you encounter an inapplicable variable or missing data. The procedure takes place per location, and per variable reference within the expression.



Phase One: Test for Applicability Determine whether the variable is applicable to this location. If not, then refer to the evaluation strategy for what to do: Substitute another variable or value, drop the variable, or consider this computation to be invalid and stop. Substituted terms follow the same rules as do other expressions, so, if substituting a variable, bring it in and re-start phase one with it. If not, proceed to phase two.



Phase Two: Test for Missing Data Determine whether the variable has a known value for this location. If not, then refer to the evaluation strategy for what to do: Substitute in another expression, drop the variable, or consider this computation to be invalid and stop. Substituted terms follow Repeat for each type in each location:



Given variable in the formula being evaluated use substitute variable can't proceed



No



Check evaluation strategy



Is it applicable?



Stop



drops out



Drop



Yes use substitute value (or range)* use substitute variable can't proceed



No



Is data available?



Check evaluation strategy



Stop



drops out



Drop



Yes use substitute value (or range)*



Evaluate variable Upon stop, evaluation of entire formula is halted. Upon drop, evaluation continues as though that term were not present in original formula.



Return value and validity status



* See text for use of ranges



Figure 6.6 Procedure for handling invalid/missing information. (continues)
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EVALUATING EXPRESSIONS WITH VALID AND INVALID DATA (continued) the same rules as other expressions, so, if substituting a term involving variables, bring the substitute term in and restart it at phase one.



Phase Three: Evaluate At this stage, values are presented for computation. Note that ranges of values as well as individual values may be substituted for invalid data. When logical data (truth values) are missing, the result may be, for the purposes of logic, true or false—essentially a range of values from false to true. Computing a result from this, at a logical level, would be equivalent to creating two scenarios: computing one result as though the value were true, computing a second result as though the value were false, and then comparing the results. If both outcomes are the same, then it didn’t matter that the data was missing, and that result can be used. If the outcomes are different, then the missing data is significant, and the result is still unknown (pending further substitutions, of course). Simplifications can be made to the process so as to avoid the requirement that a computer actually processes all possible outcomes, but the logic remains the same.



Meaning and Comparability In the previous section we explored how to deal with all types of logically sparse data within the context of a single, logical hypercube created by taking the Cartesian product of a set of dimensions and associating them in 1-to-1 correlation with a collection of variables. Can or should everything be represented in a single hypercube? What happens if we need to add dimensions to a model? Is there a limit to the number of dimensions in a hypercube? Are there any natural cube structurings? If there are, how do you decide whether a new dimension belongs in an existing cube or in some new cube? If it turns out that you’ve got multiple cubes worth of data, how do you make comparisons between them? What are the limits of comparison? Is it possible to have two totally incomparable hypercubes?



When a New Dimension Needs a New Cube Consider Figure 6.7, which shows a grid of implicitly actual values. Let’s imagine that we now need to track actuals against plans and variances. The best way to do this is by adding a scenario dimension and explicitly reclassifying prior data as actuals. Because the new dimension reflects new data and connects to the old data, it works well as an addition to the initial dimensional structure. The modified cube is shown in Figure 6.8. Now imagine we started tracking employees and the number of hours they spend on each type of task: customer help, stocking, and cash register. In addition to an employee dimension and a set of variables denoting hours worked per task, the data
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Figure 6.7 A grid of implicitly actual values.
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would also contain the dimensions’ store and time. Should these dimensions and associated data be added to the original cube in the same way that planned data with its associated scenario dimension was added, or should the data go into a separate cube? Does it make a difference? Let’s try adding this new information to the original cube and see what happens. In the modified model, sales measures continue to be identified by their store, time, and product, in addition to which they are further identified by an employee and task
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variable. On the face of it, this doesn’t seem to make a lot of sense. According to the modified cube, sales are now a function of store, time, product, employee, and task. But measured sales values are not differentiated by employee or task per employee. It would seem that employee task data describes a fundamentally different situation from the product sales data (even though the two situations share some dimensions) and thus ought to be defined as a separate data cube. This contrasts with the planned and variance data, which, though generated by a separate situation from that of the actual sales data, fit cleanly into the original model. What is the difference between these two modifications? Why does one modification seem to fit and another seem not to fit? VISUALIZING MEANINGLESS INTERSECTIONS Figure 6.9 shows how for all but the allemployee and alltask members the regions defined by employee and task are empty. Look at the bottom right panel of the figure. You see two tables composed of one column each. We are starting with 22 data points. In the upper left part of the figure is the cube that results from combining the two data sets. The resulting cube is 11 by 11 by 2, giving it 242 intersections. There are only 22 data points in it: 11 product sales values and 11 employee hours values. Figure 6.8 shows where the numbers from the two original tables fit into the combined cube, and it shows all the meaningless intersections. The employee hours data fit along the employee by allproduct by hours region. The product sales data fit along the products by all employee by sales region. The rest of the cube is meaningless.
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Figure 6.9 Except for allemployees and alltasks, regions defined by employee and task are meaningless.
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The plan and variance data have the same dimensional structure as the original data. The original (actual) data and the new plan data are both dimensioned by store, time, and product. In addition, you can reclassify the sales variables (units sold, dollar value sold) as actual variables. Thus, the original data could have been dimensioned by store, time, product, and scenario where scenario had only a single member, the actuals member. In this way, the addition of plan and variance can be seen as the addition of new members to the scenario dimension. In contrast, the employee and hours data do not share the same dimensional structure as the original data. The original data are not dimensioned by either employee or hours per task, and the new data are not dimensioned by product or sales variables.



A Single Domain Schema A logical hypercube or single domain schema is composed of a set of types in LC form, which is to say that some types are acting as locators and some as contents, and all the contents or variables apply to all the same locators or dimensions. According to this definition, the act of adding a scenario’s dimension does not violate the definition of a logical hypercube because the new variables share the same identifier dimensions as the old variables. In contrast, the addition of an hour’s variable and employee’s identifier dimension does violate the definition of a logical hypercube because the new variables do not share the same identifier dimensions as the old sales variables. In addition to the type-based definition of a single domain schema, there are two additional and complimentary ways to gauge the degree to which your data represents multiple domains’ worth of information. The first way, described in the following section, is more data-oriented; the second way, described in the section on multidomain schemas, is more source semantics-oriented.



Data-Oriented Domain Testing If two data sets belong in the same logical hypercube, the density of their combination will equal the weighted average of their densities prior to being combined, where the weighting is a function of the number of data points per data set. For example, if a perfectly dense cube is defined in terms of 100 stores, 10 time periods, 100 products, and 5 sales measures, it will contain 500,000 data points. If a second cube is defined in terms of 100 stores, 10 time periods, 100 products, 5 measures, and 3 scenarios where the 3 scenarios are plan, actual, and variance, and data exist only for plan, it will also contain 500,000 data points, but be only 33 percent dense. The combination of the two cubes would contain 1,000,000 data points and be 67 percent dense. If two data sets do not belong in the same logical hypercube, the density of their combination will be less than that of either of the two original data sets. For example, if a perfectly dense cube is defined in terms of 100 stores, 10 time periods, 5 sales measures, and 100 products, it will contain 500,000 data points. If a second perfectly dense cube is defined in terms of 100 stores, 10 time periods, 200 employees, and 5 task measures, it will contain 1,000,000 data points. As separate cubes, they are each perfectly dense.
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The density plummets, however, if the two cubes are combined. The combined cube would have 100 stores, 10 times, 100 products, 5 sales measures, 200 employees, and 5 task measures. This defines 500 million intersections, but we have only 1.5 million data points. By combining two perfectly dense cubes, we created one cube that was 98.5 percent empty!



Multidomain Schemas The fact that data doesn’t all belong in a single cube doesn’t mean you don’t want to bring it together for analytical purposes. Many analytical applications depend on data from more than one type of situation or domain, such as financial and marketing, or manufacturing and distribution, or demographic and sales. Consider all the analytical queries that depend on multidomain information, such as correlations of changes in production costs with changes in sales volumes, or correlations in time-lagged changes in free cash flow with changes in marketing campaigns. In the previous section, the query that broke the single hypercube’s back required data from sales and from employees, but what exactly is a situation or domain? We’ve seen a type-based method and a data-based method for identifying a single domain schema. But how do they come about? What is the source of a domain? By what method can you count the number of domains in a data set? How does one construct a multidomain model? Data sets are like packaged food. By the time you reach for that 16-ounce squashy, plastic-wrapped package on a supermarket shelf, many of the original differences between the food now packaged (such as whether it is of animal or vegetable origin) have been eliminated or occluded. Likewise, data sets with their rows and columns can look pretty much the same until you reconstruct the events for which the data are a representation. By looking at, or at least imagining, the data-generating events, and specifically the measurement process whose output is the data, you can understand the source(s) or cause(s) of the domain(s) represented by the data. Thus, in the previous section where we looked at sales and employee data, it is not hard to see that there had to be two distinct measurement processes in place to capture the information. To capture the sales information, some device needs to be placed at each cash register or point of sale that records each sales transaction and the quantity and price of each item purchased and the dollar amount for the transaction as a whole. That device needs to have an internal list of known products and their associated prices, a clock to record the transaction time, and a location tag that identifies it with a particular cash register. To capture the employee information, a collection of devices needs to be in place that recognizes each employee, that recognizes different tasks, and that can record the times when an employee changes tasks. Although it is likely that the employees would simply fill out a time sheet to collect this information, there are several ways this could be accomplished using cameras. For example, each employee could have a small camera on her or his person recording actual movements from which subsequent pattern analysis is used to determine when the employee was performing which tasks. Cameras could be mounted so that they scan the locations associated with different tasks such as stocking, check out, and so forth, and where subsequent analysis is used to figure out who has entered what task’s space at what time.
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Regardless of whether one is relying on the employees’ own internal recordings or on external cameras, the recording processes required for measuring the time each employee spends on each type of task is distinct from the recording processes required for measuring what items were bought for how much money. The two recording processes are not interchangeable. The events they are tracking are not interchangeable and the data sets that are produced by each of the recording processes, as defined by the types used to represent each data set, are not interchangeable. Thus, one would say that the sales data and the employee task data represent two different domains. Any initial representation of the data could be spoken of in terms of two distinct hypercubes or single domain schemas. Now that it has been established that the sales and employee data belong to different domains of information and are represented as two separate schemas, the question remains, can we and, if so, how do we meaningfully compare them? Consider now the two following schemas: (Store. 䊟 Time. 䊟 Product.) ~ Sales (Store. 䊟 Time. 䊟 Employee.(Store.this). 䊟 Task.)~ Hours



Note the subexpression Employee.(Store.this). It says to take all the employees for each store as each store in the store dimension is scrolled. Otherwise, the cross product of stores and employees would be very sparse as most if not all employees work in only one store. Clearly, any queries about how much of what product was sold when can be fully answered by looking only at the sales cube. Any queries about which employees spent how much time doing what tasks can be fully answered by looking only at the employee tasks cube. But what if you wanted to analyze whether certain employees or types of employees were better or worse at helping to sell certain products? Any analyses of this type would need a combination of information from each of the cubes. As you will have already guessed, the basic method of comparing or analyzing information between different domains starts with joining the cubes along their common dimensions as I describe a little later. Additional complexity factors, such as joining cubes when the join dimensions are not equivalent (or conformed, to use a popular datawarehousing term), joining cubes when all that appears similar are the measures, or joining cubes when there do not appear to be any similar dimensions, are addressed at the end of this chapter. Look again at the two cubes we defined previously: the sales data cube and the employee tasks cube. The two cubes share two dimensions: stores and time. In addition, the sales cube has a product, scenario, and measures dimension; none of them is shared by the employee cube. The employee cube has an employee and a task variable dimension that it does not share with the sales cube. Practically speaking,9 there are three main ways that OLAP products join dimensions: by creating single hypercubes, by creating virtual join cubes, and by referencing data between cubes. Each method presumes the join dimensions are either identical or have identical subsets (such as a geography dimension having a state level that might join with a state dimension).
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I’ve already mentioned the single hypercube approach earlier in this chapter and in Chapter 4. Suffice it to say that given the huge amount of sparsity it creates, it is not an ideal approach for working with multidomain data. The second approach, which at the time of this writing is popular with products such as Microsoft’s OLAP product, begins with single domain cubes and then joins them to create a virtual hypercube whose dimensions are the union of all the dimensions and whose measures, as identified along a measures dimension in each cube, are concatenated in the virtual join cube. The third approach leaves each cube separate, but allows the analyst to reference data in any cube from any cube. Imagine you are trying to analyze whether there is any relationship between the amount of time that employees are spending at various tasks and the amount of products sold. How would you go about this? To compare the values of measures originating in two separate cubes, we first need to define a common denominator or analytical framework. By analogy, if you want to compare 2/3 with 3/4, you need to define both fractions in terms of a common denominator such as twelfths, that is, 2/3 ⫽ 8/12 and 3/4 ⫽ 9/12. Once both fractions share the same common denominator, their numerators may be compared directly; that is, you can directly compare the 9 in 9/12 with the 8 in 8/12. Because 9 is greater than 8, so 3/4 is greater than 2/3. The common denominator between the two cubes is the union of their shared dimensions: store and time. Conversely, the union of the nonshared dimensions in each cube form the numerators. This holds true for the comparison of single values, one-dimensional series, or any dimensional volume. Figure 6.10 shows a schema for this multidomain model. Think of each of the subcubes defined by the union of the nonshared dimensions as a collection or array of contents and each intersection of the
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Figure 6.10 Model schema.
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Figure 6.11 View schema.



sub-cube, such as young men stocking hours as a variable. Figure 6.11 shows a view schema and Figure 6.12 displays a sample view. For example, to compare the sales of all products made at the Cambridge store for the month of March with the amount of hours that young men spent working the aisles, you define and compute a ratio like the following. Note the references to the specific cubes in the bold square brackets. [Sales cube]: ('sales', Time.month.march , Product.all) ÷ [Employee hours cube]:('Hours' , Employees.young men, Task. Working_the_aisles)



Then you look to the cell for the Cambridge store in the month of March for the value. The result is a single data point. Note the bolded terms in the expression. They identify the cube from where each of the variables comes and show what the comparison formula would look like in a tool that kept each cube’s data separate. Alternatively, if you had created a single join cube called, let’s say, “Sales & Employees” the same formula would have looked as follows: [Sales & Employees cube]: ("sales", Time.month.march , Employee.all , Task.all , Product.all)4 ÷ ("Hours" , Employees.youngmen , Task.workingtheaisles , Time.month.March , Product.all.)
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Figure 6.12 Sample view.



Note that in this expression, I repeated the qualifiers Time.month.march. and Product.all. I did this purely for expository purposes. In most tools, context is set on a variable-by-variable basis from left to right. Thus, once it was stated for the sales variable that it applied to the month of March for all time, that context wouldn’t normally need to be repeated when parsing the Hours variable. To analyze the relationship between changes in product sales and changes in young men’s hours working the aisles, and doing it within a single join cube, you could define and compute a day-level series like the following (note the joining of the cubes): [Sales & Employees cube]: ("sales", Time.month. , Employee.all , Task.all , Product.all) 4 ÷ ("Hours" , Employees.youngmen , Task.working_the_aisles , Time.month. , Product.all.)



You could further compare young men’s task-specific hours with the sales of electronic products by creating the following set of queries, superposing the three result sets as three separate line graphs as shown in Figure 6.13. [Sales & Employees cube]: Line A ("sales", Time.month. , Employee.all , Task.all , Product.electronics),
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B C
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Months Figure 6.13 Comparison of data from three different cubes.



Line B ("Hours" , Employees.youngmen , Task.workingtheaisles , Time.month. , Product.all) , Line C ("sales", Time.month. , Employee.all , Task.all , Product.electronics) ⫼ ("Hours" , Employees.youngmen , Task.working_the_aisles , Time.month. , Product.all)



What this expression is testing for is whether there is any visible correlation between the company’s sales of electronic products and the number of hours young men spend working the aisles. The implicit theory is that guys are more familiar with electronic products than women and their appearance in the aisles where they can provide customer support helps sales of those products. When the company tracks employee hours, it is relative to all products; therefore, the best that can be done here is to note a temporal and spatial correlation between the presence of guys on the floor and increases in sales of certain products. Clearly, young men make good aisle workers with electronic products.



Not Applicable versus Nonvarying Sometimes you will encounter variables that appear to be dimensioned differently, but which upon closer examination are revealed to be of the same dimensionality. It is common practice in the OLAP world to treat a variable that does not appear to vary in a dimension as if it were not applicable to that dimension. However, if a variable is constant along a dimension rather than not applicable to it, there are operations an analyst can perform on the former that can’t be performed on the latter Thus, it is necessary,
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when trying to integrate data from multiple cubes, to test whether a variable is constant along or not applicable to the nonshared dimensions from the other cube(s). For example, consider the two schemas that follow: (Store. 䊟 Time. 䊟 Product.) ~ Sales (Time. 䊟 Product.) ~ Price



Notice how price is not dimensioned by store. This is a common representation for price. Now if we took this schema to mean that price is not applicable to stores, then in comparing prices and sales and following the methods outlined previously, we would define the common denominator between the two schemas as Time and Product. We would also be able to compare Store sales with prices per time and product. However, unlike the multidomain example, price isn’t inapplicable to store; rather price doesn’t vary by store. Price is applicable but contingently constant across stores. Therefore, the true schema for price includes Store as a locator dimension and allows for comparisons across stores as well as products and time.



Using Multidomain Schemas to Integrate Irregular Spreadsheets Multidomain schemas are especially useful when trying to combine any kind of irregular spreadsheet or record-based data from across multiple departments. Consider, for example, spreadsheet data belonging to two departments, such as sales and finance, where each department maintains its own data. Figure 6.14 shows a multidomain view of an integrated sales and financial reporting model for a retail corporation composed of two types of stores: low-cost consumer goods (Five ‘n’ Dime) and furniture (Furniture Land). Store and month compose the base level of the shared dimensions, with stores aggregating into chains of stores and months aggregating into quarters. The sales and financial reporting information coexists within each storemonth cell. The financial information consists of a two-dimensional grid of financial indicators by planned/actual/variance. The sales information consists of a threedimensional grid of product type by sales/cost information by planned/actual/variance. Computationally, the sales and cost figures from the sales spreadsheets are ready to be brought into the financial indicators spreadsheet where they drive the calculation of the financial indicators. Visually, the two hypercubes may be integrated as shown in Figure 6.13. Note how the two types of stores share the same financial subcube while the members of their product subcubes are different.



Multidomain Schemas for Organizing Irregular Records Consider the irregularity of detailed operational information. Figure 6.15 shows a multidomain view of individual transactions and aggregate data records for the same stores discussed in the previous example. A furniture store may sell 5 units of furniture in 5 transactions one day and 60 units in 15 transactions the next. Different business
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Planning and accounting structures typically lend themselves to multidimensional structuring. However, not all dimensions apply to each structure.
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Here, the spreadsheets contain only measurement information, but organized in coordinate fashion for easy navigation. Store-level and corporate-level planning and reporting are integrated into a single overall structure.
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Typical spreadsheet planning and reporting views may have some dimensions in common and some different. A common overarching location frame organizes the spreadsheet views, while the spreadsheet views themselves contain only the number of dimensions and coordinate positions needed.
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Figure 6.14 Multicube framework for organizing irregular spreadsheets.



The 'Actual' merchandise values are aggregated from raw transaction information per coordinate.
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A five-and-dime chain and a furniture store chain will have some data types in common, and others different to suit the business rules (e.g. no customer charge accounts at the five-and-dimes).
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... Figure 6.15 Multicube framework for organizing irregular records.
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rules and thus fields apply to the two chains: The furniture stores allow credit accounts for customers, whereas the five ‘n’ dimes are strictly cash-and-carry. Several types of records are being organized. At the store-by-month level there is employee payroll information, line-item sales information, and overall sales information. At the chainby-month level, the furniture chain tracks account balances. All stores track aggregate sales data. The multidomain model provides a general method for relating different sets of measurement complexes with each other.



Joining Cubes with Nonconformant Dimensions So far, every time we have joined cubes, regardless of the method, the dimensions through which the cubes were to be joined were identical. What happens when the join dimensions are not identical? How do you compare product sales across time when the products offered are not the same? How do you compare employee productivity across time when the employees are not the same? How do you compare the potential return on investment across dramatically different business opportunities? Regardless of the dimensionality of the source cubes whose information you wish to compare, you still need to find a common denominator as described previously. The tricky part is creating that commonality. The most straightforward and most common cases are those where some instances of some dimension, most typically product and employee, are known to change over time and the organization, most likely a datawarehousing group, has responded by creating a time- or space-stamped dimension. Figure 6.16 represents a typical fragment
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Figure 6.16 A typical fragment of a time-stamped product dimension.
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of a time-stamped product dimension. The product dimension is already in a type structure of form: (Product.)~ Existence_start_time, Still_existent



That is to say, for every product that was ever carried, that product has a date associated with its coming into existence. (If this product type structure were fully normalized, the still_existent content would be applied to a location structure consisting of Product and Time.) In addition, as of the current time of the type structure, some of the products are still being carried and some have been discontinued. For those that have been discontinued whose value of still_existent is no, a separate type structure would record when the product was discontinued. (If you put the stop time in the same structure as the start time, you could create semantic ambiguity for those still existent products whose stop time would be blank but would mean not applicable versus those products that might have been discontinued but whose stop times are missing.) Once the life span of an instance is time-stamped, you still have to figure out the basis by which you want to make comparisons. Unless you restrict yourself to comparing only those products that existed during the entire time period, you need to select some common denominator through which comparisons will be made. Although it may be that you translate the present into some form that resembles the past or the past into some form that resembles the present, you can also transform both into some framework that is appropriate for your analysis. Issues surrounding the maintenance of time-stamped dimensions and intertemporal comparisons based on past or present views have been well explored by Ralph Kimball.10 Even though the specific instances of the product or employee dimensions vary over time, when the comings and goings of the instances are tracked within a single type structure and all data sets being compared share the same multiversion type structure, you may think of the type structure as conformed in the sense that the capability to compare over time has been prepared for in advance. What if there was no such forethought? What if what needs to be compared are two separate product lines from two different companies that were, perhaps, recently acquired by a single company? In these cases, the initial data sets may need to be coerced into a common framework. That coercion is likely to require some thought. Consider the case of two sales cubes where both are dimensioned by product and time. On the surface they may seem to be immediately comparable. However, upon closer inspection, you may notice that, although both data sets have a time dimension with the same calendar and the same fiscal years, the time dimensions in the two cubes reflect different holidays and a different number of operating hours per week. The product dimensions are entirely different. Before doing anything, you need to be clear about what you’re trying to do. Assume the two data sets reflect product sales from two regional chains that operate in different regions but carry similar merchandise. Let’s say you’re trying to compare sales of products across the two chains so that you can decide which product types to grow and which to shrink or eliminate based on the relative performances across the two chains. Given this kind of analysis, you can probably ignore differences based on days and concentrate on time at the month level or higher (something you couldn’t do if you
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Figure 6.17 Comparison of Ratios of Low- to High-Priced Products across Two Chains of Stores



were looking to compare absolute sales amounts or sales spikes based on specific hours or days). However, you do need to find a common denominator for products. The best way to do this is by looking for common attributes in your product dimension tables. The attributes you look for should reflect your intended analysis. So if you suspected that one of the newly acquired chains had a more naturally upscale clientele while the other was more successful with bargain hunters, you would want to use the price attribute from each of the product dimensions to create a common denominator in the form of a dimension based on product price groupings. Thus, you would wind up with an integrated schema as shown next where the Sales chain1 variable represents data from one chain and the Sales chain2 content represents data from the second chain and where the product dimension has been segmented by the attributes: (Time.Calendar_period. 䊟 Product.Price_group.) ~ Sales_chain1, Sales_chain2



Specifically, you might want to compare the ratio of sales for each product price group as a percentage of total sales for the chain to determine if one of the chains had a significantly higher percentage of its sales coming from low- or high-priced products. Figure 6.17 illustrates what the results of such a calculation might look like for one quarter. The two relevant variables are the ratio of each product price group’s sales to all price group’s sales for each of the two chains as shown here. Sales_chain1 ⫼ (sales_chain1, Product.pricegroup.all) Sales_chain2 ⫼ (sales_chain2, Product.pricegroup.all)



Summary In this chapter you saw why a so-called cube or hypercube represents a contiguous collection of facts or propositions, where the contiguity is defined in terms of the types used as locators in the cube. Every cell in a well-defined cube or populated schema or model can be true or false. You learned the steps you need to take to ensure your
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schemas are well defined. You learned how to distinguish between different types of invalid data and how to correctly process invalid data so as to avoid creating incorrect derivations. You were also shown how to identify and treat separately the naturally distinct domains in your data or models, and you learned how to bring them together when necessary into a multidomain model.



TE



164



Team-Fly®



CHAPTER



7 Multidimensional Formulas



In the same way that enzymes are a critical component of all the metabolic processes that occur in the human body, so too are formulas a critical component of all multidimensional analysis. All derived data values are defined in terms of formulas. Formulas are used for aggregating, allocating, comparing, analyzing, explaining, and inferring. For example, net sales may be defined by a formula such as gross sales minus returns, and sales of business products may be defined as the sum of sales of computer products, fax machines, and photocopiers. Next year’s projected sales may be defined as the average sales growth multiplied by the current sales. Not only are all derived data created through formulas, but, as is frequently the case, multiple interconnected formulas may be necessary to do the job. This chapter is divided into two sections. The first section, explains how to think about formulas within a multidimensional context. The main formula-affecting complexities that need to be worked through are hierarchies, multiple overlapping formulas, application ranges, and multiple partially overlapping cubes. The second section provides you with a set of reusable formula building blocks that you can use to construct your own multidimensional models.
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Formulas in a Multidimensional Context Formula Hierarchies or Dependency Trees As you saw in Chapter 5, most dimensions have a hierarchical structure. This is true even with a simple example. Consider the schema that follows and the figures that represent the hierarchies of the types used as locators in the schema: (Store. 䊟 Time. 䊟 Product. 䊟 Account.) ~ Dollar_Amount



Figures 7.1 through 7.4 show all the members for each of the four locator dimensions. Stores and time have single hierarchies. Products, with two separate hierarchies, have the most complex structure. What exactly do these hierarchies represent? In Chapter 5, I spoke about the way hierarchical dimensions facilitated calculating (especially aggregating) and navigating or referencing. For example, all the store-level sales data may aggregate up the store
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Figure 7.1 The dimensional structure for the time dimension.



A Financial Accounts Dimension 1. Sales 2. Cost of Goods Sold 3. Gross Margin =
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Figure 7.2 The dimensional structure for the account dimension.
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Figure 7.3 The dimensional structure for the store dimension.



dimension. You can refer to all the stores in a particular city (assuming that stores connect to cities) as the children or first-level members below that city. In other words, it seems that the hierarchical structure of a dimension determines both aggregations and referencing. Although this is frequently true, it is not always true. The way data is calculated within a hypercube need not share the same paths or structure as the way data is referenced. This is a very important point and one worth exploring. The contents or data associated with the city Columbus in the store dimension of Figure 7.3, for example, is the sum of the data associated with the three stores in Columbus: (Contents, Store.Columbus) = Sum (Contents , Store.(s1,s2, s3))



This is an example in which the calculation structure for a member is the same as the referential structure. Now look at the “New Chicago Store” member of the store dimension in Figure 7.3. It represents a store that is being built but has not yet opened. Let’s say you want to project what the revenues for this store might be. Figure 7.5 shows the formula for calculating the value of projected sales in the new Chicago store as the average of the known revenues for other nearby cities (perhaps modified by an appropriate weighting function). Notice that the dependency relationships for this formula also look like a hierarchy (otherwise known as a dependency tree). Thus, the formula hierarchy for a
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Figure 7.4 The dimensional structure for the product dimension.
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Figure 7.5 Dependency relationships form a hierarchy.



dimension member need not be the same as its referential hierarchy (that is, the formula for a member can use inputs that do not come from that member’s children in the hierarchy). Look closely at Figures 7.1 to 7.5. Can you spot another instance where the formula hierarchy for a member is not the same as the referential hierarchy? How about gross margin, operating expenses, and EBIT in the account dimension in Figure 7.2? Each of
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those account variables depends on other account variables in the accounts dimension yet all the account variables occupy a single dimension level. When you define the parent/child relationships or hierarchies in the dimensions of whatever schema you are working with for an application, you are initially defining the referential structure of the dimensions. For all but your variables or variables dimension, that referential structure will frequently, though not always, be the same as the formulaic structure. In contrast, the formulas in the variables dimension may deviate substantially from their referential structure. Finally, the dependency relationships between the members of a dimensional hierarchy may vary as a function of the other dimension members with whom they are intersecting. Notwithstanding the fact that many vendors and journalists loosely refer to input and derived members, the distinction between measured and derived applies to cells or data and not members. An extreme example of this is shown in Figure 7.6. For the variables “Direct Costs” the derivation path goes from the leaves to the root of the product hierarchy path. On the other hand, the variable “allocated indirect costs” takes the opposite derivation path, going from the root of the hierarchy toward the leaves because costs are allocated from the top down. Given the variable nature of dependency relationships within a dimension, the most precise way to represent them is relative to actual data points. Figure 7.7 shows the relationship between input and derived values or data points. Now that you’ve seen how the term hierarchy has both a referential and a dependency meaning and that formulas define dependency hierarchies, let us explore how formulas operate in a multidimensional environment.



Cell- and Axis-Based Formulas In a traditional spreadsheet environment, the formulas in terms of which derived cells are defined apply directly to the cell. In Figure 7.8, the value for total sales appearing in cell F16 is defined in terms of a formula for the contents of cell F16; specifically, F16 ⫽ Sum (F11 to F15).
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Figure 7.6 Derivation paths may flow in any direction.
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Figure 7.7 Input and derived values.



Sales of Ski Equipment by Region



skis bindings boots poles goggles total



C West 450 150 300 50 75 1025



D North 750 300 450 1251 2001 1825



E East 800 250 500 00 50 1800



F Total 2000 700 1250 275 425 4650



11 12 13 14 15 16



Every aggregated cell carries its own formula For example: The total in cell c13 = sum(c8:c1)2 The total in cell d16 = sum(d1:d15)



Figure 7.8 Cell-based formulas.



It is no secret that cell formulas can get numerous and messy as worksheets become complex. Given that OLAP applications can easily produce millions or billions of derived numbers (whether or not materialized), only an extreme individual would try to create and manage that many cell-based formulas. In a multidimensional environment, formulas are usually defined in terms of the dimensions or axes. Axis formulas may be looked at as category- or set-based formulas. (Statisticians sometimes call these margin formulas.) Referring again to Figure 7.8, instead of creating one formula for the cell that defines the value of total sales for all
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Region total = sum(West..East)



Region



Ski equipment



skis bindings boots poles goggles Total



West 450 150 300 50 75 1025



North 750 300 450 125 200 1825



East 800 250 500 100 150 1800



Total 2000 700 1250 275 425 4650



Ski equipment total = sum(skis..goggles)



Figure 7.9 OLAP tools use margin or axis-based formulas.



products (that is, the formula for cell F16), you would define a formula for total sales in terms of each type of sale (along the variables dimension or axis) and a formula for all products in terms of individual products (along the product dimension or axis). The formula for total sales might be equal to the sum of direct plus indirect sales. The formula for all products might be equal to the sum of skis through goggles. The formula for total sales of all products is defined by the combination of the two separate formulas. An example of axis-based formulas is shown in Figure 7.9. In a three-dimensional cube consisting of 10 members per dimension, a single formula applied to a single member, such as a formula for the allproduct member of the Product dimension, applies across all the cells in the cube that have an allproduct component. Specifically, this would amount to 100 cells. The number 100 is reached by taking the product of the number of members in each of the nonstore dimensions as shown in Figure 7.10.



Precedences The formula for any particular cell is a function of the combination of all the dimension-specific formulas that apply to the cell. In other words, the value in a typical derived cell is the result of several interacting formulas. In many cases, as with the Figure 7.10, the order in which dimension-specific formulas are applied to a cell does not affect the result of the calculation because the calculation was defined purely in terms of sums. However, in other cases, where the individual formulas are not commutative, the order or precedence of calculation does affect the value of the cell. The remainder of this subsection explores the issue of calculation precedence.
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10 Time dimension



A cost formula
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Variable dimension 10 Product dimension 10 A single formula applies to all 100 members of all other dimensions



Figure 7.10 Formulas for a given member apply to all members of all other dimensions.
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A. Pure summation Both Stores Skis 110 100 Boots BothProducts 210



Store 1 80 40 120



Store 2 30 60 90



Both Stores



B. Pure differences Actual / Plan Sales 30 30 Cost Profit 0



Actual 120 60 60



Planned 90 30 60



Actual / Plan



C. Pure ratios Actual / Plan Sales 1.33 2 Cost Margin 0.67



Actual 120 60 2



Planned 90 30 3



Actual / Plan



210



0



10



Figure 7.11 Pure operations may be computed in any order.



The following series of examples in Figure 7.11 shows how sums, differences, and ratios may be taken in any order. The left panel in each case performs the calculation with the column dimension first. The right panel performs the same calculation with the row dimension first. Note that, in all cases, the same result is achieved.
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When a cell is defined in terms of combinations of different operators, then the result of the calculation may depend on the order of the operations. In general, you can combine addition with subtraction in any order, and you can combine multiplication and division in any order, but you cannot combine addition or subtraction with division or multiplication without paying attention to the order. Consider the following examples that illustrate these principles. Figure 7.12 shows actual sales, planned sales, and the difference between actual and planned for two products. Notice that whether we obtain the variance by first summing the actual and planned product sales and then taking the difference of the sums, or whether we obtain the variance by taking the difference of actual and planned sales for each product and then summing the differences, we get the same variance values. Figure 7.13 shows the actual and planned total purchase price, tax rate and tax paid, and the ratio between the actual and planned values for each of these. Notice how, again, it doesn’t make any difference whether we multiply the tax rate by the product price and then divide actual by plan, or we take the ratios of the actual and planned values first and then multiply them. Figure 7.14 shows actual sales, planned sales, and variance in sales, except that this time variance is defined as actual divided by planned. Note how it does make a difference for the derived cell “variance in total costs” whether it was calculated as the ratio between total actual and total planned costs or whether it was calculated as the sum of the ratios of individual product variances.
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Figure 7.12 Mixing sums and differences.
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Figure 7.13 Mixing products and ratios.
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Figure 7.14 Mixing sums and ratios.
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Columns before rows Price Tax Rate Tax Paid



Rows before columns Actual 150 .3 45



Planned 120 .25 30



Actual/Plan
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Price Tax Rate Tax Paid



Actual 150 .3



Planned 120 .25



Actual/Plan 30 .05 1.5



Figure 7.15 Mixing products and differences.
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Finally, Figure 7.15 shows actual tax, planned tax, and variance in tax, except that this time variance is defined as the difference between actual and planned. Notice how it makes a difference whether the derived cell “variance in tax paid” was calculated as the difference of products or as the product of differences. Measurements that derive from other quantities are frequently sensitive to the order in which they are calculated. Ratios (including flows, or measures of one type per unit of another type) aggregate percentages, normalized indicators, and multiplicatively combined variables are all sensitive to calculation order. Ratios, aggregate percentages, and normalized indicators are usually calculated on summarized data and are averaged instead of summed. For example, if you had a data set describing the market penetration of your product in a variety of countries, you would not sum the percentages to a regional level to determine market penetration on a regional basis. You would either sum the data that went into computing the market penetration to the regional level and calculate market penetration at that level, or, if perhaps you possessed only market penetration figures, you would define the market penetration per region as the average of the penetrations per country. If you went with averages, they would most likely be weighted where the weighting was a function of the market size in each country. But this tendency is not a rule. For example, there may be instances where a ratio, such as profitability, is computed before being averaged. This produces an unweighted average profitability, which, in some cases, may be what you need.1 Multiplicatively related variables need to be combined before they are aggregated. For example, if you want to calculate the lost productivity across all workers in your organization as a result of local area network (LAN) downtimes—assuming you track downtime and system users—you would want to first multiply the length of downtime per system failure by the number of persons affected and then sum that number for lost productivity per failure across all system failures. You would get the wrong answer by first summing the number of downtime hours and the number of system users and then multiplying those two sums together. Although tendencies exist, since almost any ordering of operations will produce a mathematically meaningful result, you really need to know what you are trying to calculate before assigning precedences to formulas.
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Default Precedence Orders Recall that formulas are typically associated with individual members of a dimension and then combined, by the tool, for the calculation of a cell. When using a multidimensional tool, if the value for a derived cell depends on the application order of the
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ASSIGNING DEFAULT PRECEDENCE Several complications are involved in algorithmically assigning the correct precedence for a series of dimension formulas that overlap at a cell. Before you can determine which dimension formula should be evaluated in which order, you need to assign some sort of precedence ordering to each dimension formula. In other words, there needs to be a table of precedences stating that addition comes before division (this being the type of rule that would enable a multidimensional tool to guess that an allproduct margin is to be calculated by taking the ratio of allproduct sales and allproduct costs, rather than the sum of individual product margins). However, dimension formulas may themselves be complexes of formulaic clauses. For example, the formula: Variance ⴝ (Actual ⴚ Plan) / Plan contains both a subtraction operator and a division operator. Given that subtraction and division have a different precedence, how do you assign a precedence to the formula as a whole? There is no right or wrong answer for the general case that vendors can use to ensure that the right thing happens in all cases. But somewhere (in the tool or in your head) there need to be rules for assigning precedence for dimension formulas that contain multiple formulaic clauses, each of which has a different precedence level. If you create complex formulas in your dimensions and if you are using a tool that does not force you to specify the order of calculation of the formulas, you should be aware of how the tool automatically assigns precedence levels to overlapping formulas. You should verify that aggregate values represent what you are trying to calculate. What follows are some general classifications of formulas into precedence levels. The higher the level, the later the formula is calculated. These are listed in Table 7.1. Following the table, note the listing of several operators that cannot be assigned a precedence level without knowing what is being calculated. For example, the operator “max” has no



Table 7.1 General Rules of Thumb for Assigning Precedence Levels OPERATOR



PRECEDENCE LEVEL



Input values for which there are no formulas



1



Count of nonmissing cells in a range



2



Multiplication, unary minus



3



Addition, subtraction, sum



4



Average



5



Division, exponentiation



6



Logical and relational operators such as equal to, not equal to; less than, greater than; and, or



7



(continued)
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ASSIGNING DEFAULT PRECEDENCE (continued) natural precedence level. Imagine that you keep track every month of which week during the month had the greatest sales. Each month would have a sales value for the maximum weekly sales. Suppose that you store this information in a simple cube composed of a variable and time dimension where time consists of weeks, months, quarters, and years. Furthermore, you define time so that all its members sum up to the next highest level. At the year level, the maximum sales could tell you two equally useful things, depending on its precedence level relative to the sum operator associated with the time dimension. If the summation operator of the time dimension were calculated first, it would tell you the greatest weekly sales value during the past year. But if the maximum operator were calculated first, it would tell you the sum of the 12 weekly maximums.



formulas that apply to the cell, you need some method for deciding which formulas to apply in which order. For example, precedence may be set on a dimension-wide basis (that is, time before products before variables) and then overridden on a member-bymember basis (as you will see in the next section). There is no general rule for deciding what precedence order to apply in every case. In practice, of course, as with the previous example involving the sum of a set of ratios or percentages, rules of thumb can help you decide the order in which to compute aggregates, but once again, rules of thumb are no substitute for knowing what you are trying to calculate. The practical methods offered by vendors vary widely. Some tools are fairly intelligent and do a good job of guessing the order in which to apply formulas. Other tools are not as intelligent, but offer a simple declarative method for users to specify the type of number any derived cell should contain. For example, by declaring that the cell for “all-product sales variance” is a ratio, the tool would know to calculate the variance ratio last. Still other tools, though flexible, are unintelligent and offer no more than a procedural approach for defining formula precedence. Operators whose precedence level needs to be assigned on a case-by-case basis include the following: ■■



Max



■■



Min



■■



First



■■



Last



■■



Coefficient



■■



Variance



■■



Least squares intercept and slope



■■



Standard deviation



In practice, most multidimensional calculation engines apply only one rule to calculate a particular cell because the inputs to the derived cell are, relatively speaking,
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intermediate results from yet other calculations as opposed to raw data. (In toto, however, the cell’s value is still the result of several chained formulas.) For example, as shown in Figure 7.14, the total variance cell (actual/plan), as seen in each of the two panels, is calculated in two different ways using two different single formulas each applied to a different input. In the left panel, it is calculated by applying the one formula “ratio” to the sum of actual product plus the sum of planned product sales. In the right panel, it is calculated by applying the one formula “sum” to the ratio of actual to planned ski sales plus the ratio of actual to planned boot sales.



Multidimensional Formulas Now that you’ve seen how multidimensional formulas typically apply to dimension members, how they define their own dependency hierarchies, and how precedence issues need to be resolved when multiple noncommutative formulas apply to the same cell, you’re ready to explore the various kinds or flavors of multidimensional formulas. Unless you are building a very simple application, typical multidimensional models consist of systems of interrelated equations or formulas. My favorite metaphor for equation building is that of designing a bridge to span a river gorge. The job of the engineer is to span the gorge given whatever constraints apply to the solution, such as time to completion, cost, load, durability, or maintenance requirements. Once completed, the bridge creates a live, bidirectional link between the two sides of the gorge. Similarly, the job of a multidimensional application builder is to span the gap between data sources and end-user requirements, which lie on opposite sides of the gorge. Like the engineer, the application builder needs to design a system (to be constructed of equations rather than steel and cement) subject to whatever constraints apply to the solution, such as such as time to completion, cost, load, speed of execution, durability, or maintenance requirements. Like the bridge, once completed, the application creates a live, bidirectional link between the two sides of the gorge. When the engineer confronts a new gorge project, he or she brings to it a grab bag or tool chest of prior project-based knowledge. Depending on the needs of the client, the engineer can design a variety of types of bridges to span the gorge and for any type of bridge (such as a beam, arch, or suspension), a variety of different flavors or styles. The same is true for a multidimensional application builder. There are a number of different kinds of formulas and a number of different kinds of flavors, styles, or complexities of formulas that any competent multidimensional application builder should have as a part of her or his grab bag of formula tools. Although the specific syntax and distribution of the formulas vary from tool to tool (that is, some tools may force you to put more of the formulas in calculation scripts; others may force you to be totally explicit about the calculation order), the essence of what you’re doing does not. For example, if you know you need to take the ratio of the top and bottom quartiles of a multivariate index in order to derive a certain type of decision-oriented data set, you will need to create a multivariate index, calculate the quartile values, and take the ratio of the top and bottom quartiles regardless of the tool you happen to be using. If each of the variables that go in to defining the multivariate index is defined on a different set of units (for example, number of returns per month, revenue per employee, and employee
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turnover), you will have to relativize them in order to integrate them into a common index regardless of the tool you use. The purpose of this section is to present you with a tool-neutral multidimensional formula tool chest. Although I’ve done my best to arrange the formula types in the most useful way I can, I do not consider the arrangement to be fixed in any way as the things that are being ordered are themselves complexes. Thus, so long as you retain, and can recall when required, the appropriate formulas for the task at hand, it makes no difference how you clump them. That said, I distinguish between formula types (conceived of bidirectionally) —such as aggregation/allocation, ratios/products, sortings/randomizings, and cross-dimensional, cross-cube and cross-source2 selections— and formula complexities or flavors—such as simple, weighted, data or position conditional, overridden, ranged, and chained. As with the bridge metaphor, most every formula complexity can apply to any formula. In other words, formula kinds and formula flavors have an approximate M-N relationship with each other and thus are best thought of as belonging to two separate formula aspect dimensions.



Anatomy of a Multidimensional Aggregation Formula Consider the increasingly familiar schema (Store. 䊟 Time. 䊟 Product.) ~ Sales, Cost



where the leaves of Store, Time, and Product are connected in the usual fashion to the distinct members of the rows of their respective columns in a source table. The first content formula, which should also be familiar by now, seeds the values of sales and costs from their respective columns (C4 and C5), in the source table, T3, as in the following manner: Sales, L.leaf. 2).



This formula asks for the price/earnings ratio and stock name for those stocks whose year 2000 price/earnings were more than double their year 1999 price/ earnings.



Allocation Formulas Allocation formulas take some data at higher levels in a multidimensional hierarchy and distribute them down the hierarchy as a function of some other data value already at the lower level. If in addition to the sales and costs previously defined in expression 7-3, imagine you also had a total marketing budget defined, possibly by manual input or through a statement like Marketing_Budget {$}, Geog.all, Time.Year.this, Product.all = $1 Million



which says that the total marketing budget is defined for all regions (Geog.all) for this year and for all products. An allocation formula would take the $1,000,000 and distribute it or allocate it to, for example, the individual products for all stores and for this year. If there are 1,000 individual products, the $1,000,000 will be split 1,000 ways. The question is: How will it be split? What’s the allocation function? With our schema, a natural allocation function would be to allocate this year’s marketing dollars as a function of last year’s sales. If a product accounted for 5 percent of last year’s sales, it would receive 5 percent of this year’s marketing budget (a rather Darwinian marketing strategy). The following formula would define such an allocation strategy: Marketing_Budget {$}, Geog.all, Time.Year.this, Prod.individual. = ((Sales {$} , Time.Year.(this-1) )/ (Sales {$} , Geog.all, Time.Year.(this-1), Product.all)) * (Marketing_Budget {$}, Product.all)
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It says the marketing budget for any individual product across all stores for this year is equal to the sales for that product last year divided by the sales for all products last year (this defines the ratio of total marketing budget to be allocated to the product) multiplied by the marketing budget for all products for this year. Notice how I only added the location specifier for a type when the range, on a type-specific basis, was different from that of the left-hand side of the equation. Notice how the ratio of two dollar amounts yields a rational that when multiplied by a dollar returns a dollar. Allocation functions can be defined on every dimension. So it would have been possible to allocate marketing resources as a function of how well the products sold and as a function of how well each geography fared.



Ratio and Product Formulas There are two main kinds of ratio functions that mirror the two main types of adjacencies within hierarchical dimensions. Ratios can be taken between cells that are hierarchically separated, which I call resolutional ratios, or not hierarchically separated, which I call positional ratios. The previous allocation example made use of a resolutional ratio. Any kind of ratio of some value to an ancestor’s value as with the ratio of an individual product’s sales to all products sales, the ratio of an individual company’s earnings to its industry’s earnings, or the ratio of a single employee’s payroll to that of his or her company is an example of a resolutional ratio. Since resolutional ratios are partwhole ratios, no resolutional ratio can ever be greater than one. Any kind of ratio between members or instances that are treated as contents and are not hierarchically related is a positional ratio. For example, the productivity ratio between two firms, the salary ratio between two employees, or the distance ratio between two ski jumpers are all examples of positional ratios. If you return to the formula schema and add a derived content to it called margins and set it equal to the ratio of Sales to Costs as shown here in two alternate definitions, you can see syntactic examples of positional ratios: Margin {R}, Geog. , Time. , Product. = Sales {$} / Cost {$} Margin {R}, L.leaf. = Sales {$} / Cost {$}



Positional ratios can assume any rational value. Note the ratio of two dollardenominated variables yields a rational number. If Margin had been defined as the difference between Sales and Costs, then it would have been denominated in dollars. Margin {$}, L.leaf. = Sales {$} - Cost {$}
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Whether you need to see comparisons as ratios or differences depends on what you intend to do with the resulting information. For example, with a variety of companies, in identifying which company may provide a better return on investment, you probably want to look at margins as percentages, since the absolute size of the company is independent of the company’s profitability. However, if you are interested in determining which company has the resources to penetrate a new market, you probably want to look at absolute dollar margins since the resource requirements are absolute dollars.



Ordering Formulas Ordering operations pervade analytical applications. Every time you query for the top 10 customers (as defined by earnings per customer), the bottom 5 products (as defined by sales), or the top 6 skiing sites (as defined by the average annual snowfall), you’re performing an ordering operation—actually an ordering followed by a selection. The typical reasons why you would order or transform the order of the instances of a type are as follows: ■■



For queries, as in querying for the top or bottom N stocks



■■



For pattern detection, as in looking for a correlation between stock price volatility (the stock’s beta coefficient), and the log of the market capitalization of the company



■■



For integration of disparate data, as in creating composite indexes



■■



For visualization, as in creating a surface plot of earnings per share varying over two dimensions defined by industry and companies_ordered_by_size



As described in Chapter 5, any nominal dimension can be ordered through its association with another already ordered variable. Thus, a nominal type such as Store can be ordinally or cardinally arranged by size or profitability; a nominal type such as customers can be ordered by duration and a nominal type such as products can be ordered by cost. This ordering of nominal types through their association with cardinal types is most frequently performed within the context of a dimension specification and leads to a named ordering for the dimension such as Store.salesorder. Furthermore, any cardinal variable can be transformed or reordered for analytical purposes. Thus, the instances of the cardinal type per capita income can be ordered according to the log of their value so as to facilitate comparisons between countries of widely disparate per capita incomes. Although from an operational perspective, and as presented in this section, ordering operations are ordering operations regardless of the context; typically speaking, the reordering of cardinal types or quantitative variables is done by analysts within the context of defining formulas whether in an OLAP or statistical package, the latter offering far more types of orderings than an OLAP product.
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Methods of Ordering The three main methods for creating orderings are rank-based, normalization-based, and rank-preserving transformation-based. To illustrate the differences between these orderings, consider the following simple base schema relative to how the orderings are created is (Product. , Time.all) ~ Sales
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Table 7.2 illustrates one set of possible values. It is best to think of ordering as a two-part process. One part, which is necessary, is the creation of the ordering based on some already ordered dimension. This is the ranking or normalizing. The other part, which typically, but not necessarily, occurs is the arrangement of the instances of a nominal dimension according to the ordered instances of the ordering dimension. This is the arrangement of products according to their ordered sales. Rank-style orderings assign a rank number to the dimension value or type instance. They are ordinal in nature. If there are N elements in a dimension, each one will be assigned a value from 1 to M, which is ⬍ ⫽ N. Ties are typically given the same value with the appropriate number or rank-numbers skipped afterwards. Rank-style orderings are useful for all kinds of top and bottom N queries. Table 7.3 shows the top-tobottom sales rankings and the associated product name and sales, and may be thought of as resulting from the following query:
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Descending Rank (Sales) {Rank}, Product {Name} ,Sales {$}, Time.all



Normalization or one-based orderings map a set of dimension values to a value between zero and one. Since gaps are preserved in one-based orderings, they result in a cardinal series. Again, there are different ways of creating one-based orderings, but typically the difference between the minimum and maximum value is calculated and set to near one (this allowing for new values to appear that are greater than the current



Table 7.2 Alltime Sales per Product PRODUCT



SALES {$}, TIME.ALL



A



500



B



750



C



250



D



2000



E



1500



F



3000



G



750
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Table 7.3 Sales Rank and Associated Product Name and Sales Amount RANK



PRODUCT NAME



SALES {$}



1



F



3000



2



D



2000



3



E



1500



4



G



750



5



B



750



6



C



500



7



A



250



Table 7.4 Sales Normalization Ordering and Associated Product Name and Sales Amount NORMALIZATION ORDERING



PRODUCT NAME



SALES {$}



1



F



3000



.64



D



2000



.45



E



1500



.18



G



750



.18



B



750



.09



C



500



0



A



250



maximum). Every other value is then assigned an offset from zero to one. Table 7.4 shows the top-to-bottom one-based sales ordering, and the associated product name and sales and may be thought of as resulting from the following query: Descending Normalization ordering (Sales) {Rank}, Product {Name} Sales {$}, Product.*, Time.all



Rank-preserving (RP) transformation orderings transform a dimension value by some function to another value without changing the rank of the value. The most common form of RP transformation ordering is logarithmic. The reason for applying a log function (typically natural, base 2, or base 10) is to facilitate a comparison between clumps of widely disparate values whether the disparities represent company sizes,
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personal incomes, numbers of customers, or amounts of pollution. If you didn’t apply some form of transformation, the cost of seeing some range of values clearly would be the inability to see other ranges clearly. For exa mple, if you wanted to compare the evolution of the Dow Jones Industrial Average and the NASDAQ Composite index by looking at average quarterly values for the past 15 years and you didn’t first perform some type of transformation, you would either have a hard time seeing differences at the low range because all values would look like zeros (as illustrated in Figure 7.16), or at the high range because all values would like they were increasing to infinity. Table 7.5 shows the natural log of sales in descending order and the associated product name and sales and may be thought of as resulting from the following query: Descending Natural Log (Sales) {Log}, Product {Name} Sales {$}, Product. , Time.all



Figure 7.16 EMC versus MSFT Composite highlighting high-range differences.



Table 7.5 Natural Log of Sales, Associated Product Name, and Sales Amount NATURAL LOG OF SALES



PRODUCT NAME



SALES {$}



8.01



F



3000



7.60



D



2000



7.31



E



1500



6.62



G



750



6.62



B



750



6.21



C



500



5.52



A



250
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Aggregate Orderings Binning, bucketing, and the creation of quartiles, pentiles, sextiles (sounds like a rock band), and deciles are all examples of aggregate orderings. Within an OLAP environment, the most typical use of aggregate orderings is the creation of aggregation levels within a dimension, based on the cardinal attributes of the dimension (or the cardinal types that are in a one-to-one association with the type for which the aggregate ordering is being created). Thus, the members of a customer dimension and an associated sales per customer type could be used to create an aggregate ordering for customers defined in terms of 10 ranges of equal value called deciles. Such groupings are typically either defined in terms of equal value ranges, in which case the number of customers per group may vary, or in terms of equanumerous groupings, in which case the value ranges for each group may vary. As illustrated next, aggregate groupings can be referred to just like any other type instance set. Avg(P/E) {R} , Time.2000, Stock. P/E.decile.1



This queries for the average P/E for all stocks in the top decile of P/E for 2000. Avg (P/E.decile.1){R} / Avg(P/E.decile.2){R} , Time.2000



This queries for the ratio of the average P/E for companies in the first versus the second decile for the year 2000.



Creating a Composite Indicator There are many reasons why you may want to create a composite indicator. From the Dow Jones Industrial Average, to the government’s index of leading economic indicators, to United Nations measures of global well-being, to any kind of organizational metric such as a balanced scorecard or value imperative, indicators represent attempts to combine individual values that were sourced from multiple variables into a single composite variable or indicator. Over the years I have worked on numerous indicator projects. They can get very complex with hundreds of variables funneling through several levels into a single indicator or collection of indicators. Regardless of whether there are 2, 200, or 2,000 variables merging into an indicator, anyone creating indicators needs to figure out how the individual variables are going to be weighted as they merge into that single indicator (set). As the astute reader will by now have guessed, it is the relative weighting where all the action takes place. A simple example of a customer service quality indicator starting with five underlying variables is shown in Table 7.6. Given these underlying variables, you need to order them in some way. Typically you would use a normalization-based ordering, thus mapping them into a value between zero and one. Finally, you need to assign each normalized variable a weight relative to the other variables going into the indicator. These two additional columns are shown in Table 7.7.
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Table 7.6 Underlying Variables for a Composite Customer Service Quality Indicator VARIABLES



MEASURED UNITS



Time to respond to customer



Seconds



Usefulness of info given



1-10



# customers seeking service



Integer/time



Sales



$/time



Usefulness of info learned from customers



1-10



Table 7.7 Addition of Normalizing Values and Weights



VARIABLES



MEASURED UNITS



NORMALIZED VALUE RANGE



WEIGHT



Time to respond to customer



Seconds



0-1



.3



Usefulness of info given



1-10



0-1



.3



# customers seeking service



Integer/time



0-1



.1



Sales



$/time



0-1



.1



Usefulness of info learned from customers



1-10



0-1



.2



Once you have the normalized values and weights, and assuming this indicator applies to a set of departments over time (and defining the metric indicator as {Ind}), you can define the Customer Service Quality (CSQ) indicator in the following way: CSQ {Ind} Dept., Time. = (.3 * Time_to_Respond + .3 * Usefulness_info_given + .1 * Customers_Seeking_Advice + .1 x Sales + .2 x Usefulness_of_Info_Learned)



Once you have the CSQ indicator, you can analyze departments in terms of CSQ with the following query that asks for the department chief of each of the top five departments in terms of CSQ: Department_Chief, Department.(CSQ.Rank.1-5).
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Of course, the department chiefs of those departments not in the top five, and especially those in the bottom ranks, will no doubt protest that the composite indicator does not adequately reflect their particular customer philosophies as evidenced by the way in which the individual variables were weighted. An analytically savvy department chief might point out that if the weighting for Time_to_Respond were lowered to 0.1 and the weighting for Customers_Seeking_Advice were raised to 0.3, then her or his department’s ranking would increase from 25 to 5. Thus, if you ever find yourself creating composite indicators, be prepared to analyze the change in ranking (in this case for a particular department) as a function of changes in the relative weighting of the variables. Although there are a variety of approaches to performing sensitivity analysis on the weightings of composite indicators, regardless of the approach, there are a few steps that must be taken. Continuing with the previous example, let’s assume that the analytically savvy department chief convinced the COO that the relative variable weightings were biased and that a more balanced weighting, as expressed in an alternative indicator definition, would look as follows: NEW_CSQ {Ind}, Dept., Time. = (.1 * Time_to_Respond + .3 * Usefulness_info_given + .3 * Customers_Seeking_Advice + .1 x Sales + .2 x Usefulness_of_Info_Learned)



The next step is to recalculate every department’s indicator value and then rank departments on the basis of their NEW_CSQ value as shown: Rank {Int} , Dept {Name} , NEW_CSQ.Drnk.1-5



Let’s say that this department does indeed rise to number five under the new indicator. How would the COO convince himself or herself that the new weighting was appropriate? One way is to look at the departments that were the most affected by the change in the indicator weighting definition, as with the following expression: Dept {Name} , (CSQ.rank - NEW_CSQ.rank).rank.1 to 5



If the departments that gained or lost the most under the new indicator definition appear, ex-post-facto, to be deserving of their new rankings, then it stands a good chance that the analytically savvy department chief was right in asking for different weightings. If the COO strongly disagrees with some of the new sinkers or swimmers, then chances are the COO won’t agree with the reranking of the department in question.



Cross-Cube As shown in Chapter 6, most real-world data sets consist of multiple partially overlapping hypercubes. Therefore, as an application builder or analyst, you need to know how to create formulas that reference data across multiple cubes of nonidentical dimensionality. As you will see in Chapters 13 through 17, cross-cube formulas can get
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SALES



Neptune



Poseidon



Price {$/kg} Sales {kg} Revenue {$} Costs {$} Price {$/kg} Sales {kg} Revenue {$} Costs {$}



January 15 100 1500



February 20 150 3000



10 200 2000



15 300 4500



MANUFACTURING RULES



Neptune Poseidon



Fish Requirements {G/kg} Fish Requirements {G/kg}



Tuna 750 250



Salmon 250 750



MATERIAL COSTS



Tuna Salmon



Price {$/kg} Price {$/kg}



Jan 10 5



Feb 15 10



Figure 7.17 A simple fishcake manufacturing schema and model.



pretty complex. Here you are introduced to the basics of cross-cube formulas. Consider the example schema and model in Figure 7.17. It represents a highly simplified data set for a producer and seller of fishcakes. There are three given cubes: one for product sales, one for manufacturing rules, and one for materials cost. The sales cube is composed of six types in the following LC schema: (Fishcake. 䊟 Time.month.) ~ Price {$/Kg}, Sales {Kg} , Cost {$}



Revenue {$} ,



As you can see in the figure, there is input data for price and sales, and easily calculated data for revenues. As an analyst, your goal is to calculate the cost of fishcakes sold, making appropriate use of the data in the other two cubes. The manufacturing rules cube is composed of three types in the following LC schema: (Fishcake. 䊟 Fish.) ~ Requirements {Grams/Kg}



The materials cost cube is also composed of three types in the following LC schema: (Fish. 䊟 Time.) ~ Price {$/Kg}
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A simple way to calculate the cost of fishcakes sold per month is to define it as the sum of the cost of fish consumed per fishcake per month over all fish. The cost of fish consumed per fishcake per month can then be defined as the sum of the quantity of each fish consumed in a month times the price of the fish that month, again over all fish. This method of chunking the problem results in the definition of the two intermediate variables, Fish_Consumed{Kg}, and Cost_of_FishConsumed{$} defined against an intermediate cube as shown in Figure 7.18. (Fishcake. 䊟 Fish. 䊟 Time.) ~ Fish_Consumed {Kg}, Cost_of_Fish_Consumed {$}



Where Fish_Consumed {Kg} = [Manufacturing Rules]: Requirements {G/Kg} [Sales]: Sales {Kg}



x



Cost_of_FishConsumed {$} = Fish_Consumed {Kg} x [Material costs]: Price {$/Kg}



The cost variable in the sales cube is then defined as Cost {$} = [Intermediate cube]:



(Cost_of_Fish_Consumed, Fish.all)



The appropriate filled-in cost values are shown in Figure 7.19. Even though this was a simple example (actually the simplest example that could illustrate the point), it highlights the basic principles and semantic ambiguity of crosscube formulas that occur over and over again no matter the complexity of the application.



FISH COST Tuna Neptune



Jan Feb



Poseidon



Jan Feb



Fish consumed {kg} Cost of fish consumed {$} Fish consumed {kg} Cost of fish consumed {$} Fish consumed {kg} Cost of fish consumed {$} Fish consumed {kg} Cost of fish consumed {$}



Figure 7.18 An intermediate cube.



Salmon
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SALES



Neptune



Poseidon



Price {$/kg} Sales {kg} Revenue {$} Costs {$} Price {$/kg} Sales {kg} Revenue {$} Costs {$}



January 15 100 1500 875 10 200 2000 1250



February 20 150 3000 2062 15 300 4500 3375



Figure 7.19 The sales cube with filled-in cost values.



As regards this semantic ambiguity, the astute reader may be wondering what principle allowed me to connect: ■■



Sales data, which is not dimensioned by fish, with the Fish_Consumed variable, which is dimensioned by fish



■■



Manufacturing rules data, which is not dimensioned by time, with the Fish_Consumed variable, which is dimensioned by time



Is it as simple as plugging in a dummy single instance for every type otherwise missing from a variable, thus adding a Fish.all member to the location structure of the sales variable and a Time.all member to the location structure of the requirements variable as follows? (Fishcake. 䊟 Time. 䊟 Fish.all) ~ Sales {Kg} , (Fishcake. 䊟 Fish. 䊟 Time.all) ~ Requirements {G/Kg}



Although the calculation of Fish_Consumed will turn out correctly by adding dummy dimensions to sales and requirements, the introduction of a new dimension has implications that may not be true. The dangerous implication is that a variable, once defined for any member of a dimension may subsequently be allocated or otherwise calculated for other members of the dimension. Thus, the requirements variable that originally was not dimensioned by time could now be thought of as varying by time. That is pretty straightforward. Recipes change over time. In retrospect, one can see that the absence of the time dimension from the original formulation of requirements didn’t mean that requirements were not dimensioned by time, just that requirements were constant over time. But what about the Fish dimension as it pertains to the sales variable? Is sales dimensioned by fish? For every instance of sales, there is an associated fishcake and time, but there is no associated fish. It is not accurate to think of fishcake sales as being constant over fish in the same way that requirements are constant over time. You would be creating nonsense to relax the assumption of constancy and let fishcake sales vary over fish.



Multidimensional Formulas



So how does one define a Fish_Consumed variable without getting into potential nonsense? Luckily, the principle of joining dissimilar cubes by taking the shared or intersecting dimensions as locators and each collection of nonshared or disjunct dimensions as contents, which I described in Chapter 6, is all you need to work through this problem. The only dimension shared between sales and manufacturing rules is fishcake, so you can rewrite the sales, requirements, and materials cost schemas as follows: Sales: (Fishcake.) ~ (Time. ~ Sales) Manufacturing Rules: (Fishcake.) ~ (Fish. ~ Requirement) Materials Cost: (Fishcake.) ~ ((Time. 䊟 Fish.) ~ Fish_Consumed)



The formula for Fish_Consumed looks as follows: Fish_Consumed {Kg}, Time., Fish., Fishcake. = (Sales {Kg} , Time.) * (Requirements {G/Kg}, Fish.)



Figure 7.20 shows how for each location defined by an individual fishcake (the common denominator) there exists an array A of time-specific sales values, an array B of fish-specific requirements values, and an array C of fish- and time-specific Fish_Consumed values. Note how no additional dimensions were ever attributed to either the sales or requirements variables. From the preceding example you can see there are three basic principles to the construction of cross-cube formulas consisting of a single underlying constraint and two consequences. The fundamental constraint in cross-cube formulas is that at the moment of interaction between two or more variables or contents that originate in different cubes, all contents must share the same location dimensions. As you saw earlier when defining calculations across multiple cubes with differing dimensionalities, this was accomplished in two ways: either by defining an intermediate cube join consisting of the union of all dimensions and assigning a dummy dimension to every variable lacking in any of the dimensions in the union, or by creating a join cube whose dimensions consist of only the intersecting dimensions and whose contents consist of each collection of nonshared dimensions. The two consequences are that data are either distributed or aggregated across cubes of dissimilar dimensions (assuming that the data isn’t selected from a single member). Thus, you saw that the fishcake sales data were distributed across the requirements data to calculate Fish_Consumed and the fish costs data were aggregated to calculate the fishcake costs.



Formula Complexities Now that you’ve seen the basic types of formulas—selection, aggregation and allocation, ratio and product, ordering, aggregate ordering, and cross-cube—it is time to see
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Sales {kg} A



Fishcake



Jan. 100 Feb. 150



C



Tuna



750



Tuna



Salmon



Jan. Fish consumed {kg}



75



25



Feb. Fish consumed {kg}



112.5



37.5



Sales {kg}



Jan. 200



Feb. 300



Poseidon



B



Salmon 250



AM FL Y



Neptune



Requirements {G/kg}



{G/kg}



A



Tuna



250



Salmon 750 Tuna



Salmon



Jan. Fish consumed {kg}



50



150



Feb. Fish consumed {kg}



75



225



TE
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C



Figure 7.20 Dimensioning fishcake.



how any of these basic formulas can be modified, altered, or otherwise adopted through the application of weighting, ranges, conditionals, manual overrides, and finally chaining.



Weighted Formulas Any time you modify the values of the terms or variables in an equation to reflect some additional factor (as with the composite indicator example used previously), you are weighting the terms in the equation by that factor. Typically, the weighting factor is expressed as a resolutional ratio and is intended to reflect the relative proportion of the additional factor possessed by each variable. Thus, one might weight the average per capita caloric intake given for each country by the relative population of the country in order to calculate an average value for per capita caloric intake at the regional or continental level weighted by the relative population in each country. If you don’t assign a population-based weighting to each country, each country’s per capita caloric intake will be treated equally for the purposes of calculating the continental average. Thus, if the per capita caloric intake for China were



Team-Fly®
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2,000 and for Bhutan 1,600 (and assuming them to be the only two countries in Asia), without weighting, one would calculate the average for Asia as 1,800, whereas with weighting by population, and assuming the population of China to be 100 times that of Bhutan, the weighted average would be 1,996. Given a geography dimension with the two levels, Continent and Country, the LC formula for the overall per capita caloric intake for each continent might look as follows: Weighted_PC_Caloric_Intake {Calories/Day}, Geog.Continent. = Sum ((PC_Caloric_Intake, Geog.continent.Ccountry.) * (Population, Geog.Country. / Population, Geog.country.Continent))



You can see by inspection that the weighting factor (Population, Geog.Country. / Population, Geog.country.continent) is a resolutional ratio.



Ranged Formulas The most common examples of range queries are running or moving averages and cumulative totals. Thus, we speak of three-month moving averages or sales to date (a cumulative total), or the ratio of sales to date for this year versus last year. Range queries require at least an ordinally ordered dimension for the range specification. By far and away the most common dimension against which to create ranges is time. As you should recall from Chapter 5, any dimension with ordinal properties can support range referencing. The following examples of range queries are defined against the simple schema (Time.) ⬃ Sales where the structure of the time dimension is illustrated in Figure 7.21. A Cumulative_Sales_to_Date content or variable could look as follows: Cumulative_Sales_to_Date , Time.day. = Sum (Sales , Time.(Year.this).Day.(first to this))



LEVEL NAMES



INSTANCES PER LEVEL



Year



(2000, 2001, 2002 . . . )



Quarter



(1st, 2nd, 3rd, 4th)



Month



(January, February, March . . . )



Day



(Jan 1st, Jan 2nd, Jan 3rd . . . )



Hour



(9 am, 10 am, 11 am . . . )



Minute



(1, 2, 3 . . . 60)



Figure 7.21 Figure of time dimension structure.
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Notice how the previous formula defines a cumulative sales variable on a year-byyear basis [that’s the Time.(Year.this) fragment]. When triggered, it looks for the year value of the time dimension of whatever model it is defined in, and then within that year creates up to 366 distinct cumulative sums [as defined by the Day.(first to this) fragment]. Since after December 31, a new year begins, this particular cumulative sum function will start over again. How would you change this formula so that it never stopped accumulating? A three-month moving average sales would look as follows: Three_month_moving_avg_sales, Time.Month. = Avg(Sales , Time.Month.((this-2) to this)



Notice how the range specification in the previous formula, Time.Month.((this-2) to this), unlike the one before, is always three months. Unfortunately, (and even though the SQL/OLAP extensions do support range queries), some OLAP products still do not directly support range queries. For those that don’t, the user is typically forced to create a custom aggregation per distinct range. In other words, it could require up to 366 separately defined cumulative sum formulas to calculate the range of cumulative sums defined above for a single year.



Conditional Formulas Conditional formulas can be categorized by the type of condition involved and whether the condition applies to the definition of the right-hand side of the equation or to the execution of the formula. For conditional expressions that affect the definition of the right-hand side of the formula, the two basic types of conditions that affect the right-hand side are position-based and data-based. Position-Based There are many occasions when a single-named formula, such as indirect costs, needs to have several different right-hand side equations depending on where in the multidimensional model the formula is being applied. The single-named variable indirect costs may be calculated differently in different countries or for different product lines or at different times of the year. Regardless of the dimension(s) in which the definition of the formula varies, and regardless of the tool being used, you need to identify each position-based conditional. This may be done with a series of if/then statements, case statements, or separate application range-specific formula declarations (one per right-hand side declaration), as used here: "Indirect costs" , Geography.France = Total salary / 2 "Indirect costs" , Geography.Spain = Direct costs / 4
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A robust multidimensional system should also let you specify the positional conditions with any combination of relative dimensional referencing, such as “if member x is the child of member y,” or “if member x has any children,” and so on. For example, the indirect costs for producing furniture may be different from the indirect costs for producing clothing; using relative referencing, a solid multidimensional language would allow for formulas that express the following: "Indirect costs" , Product.furniture.atunder = Total salary / 2 "Indirect costs" , Product.clothing.atunder = Direct costs / 3



Conditional formulas frequently have both an application range-specific set of formulas and a single general formula. For the previous example, this would amount to the existence of a single general formula for indirect costs, say Total salary / 1.5, intended to cover all those positions for which no specific positional override has been defined. Typically, you would like to give preference to position-based conditionals as a function of the narrowness or specificity of the declared application range. Thus, any specific position-based conditional should take precedence over a single general formula. For example, a position-based conditional that applies to Europe will be overridden by a position-based conditional that applies to Denmark. OLAP-enabled tools differ substantially in the way you need to ensure that local ranges override more general ones. For those tools that do not distinguish differing degrees of locality of reference, you may need to put each application-range-specific conditional in a particular order in your formula space (such as specific formulas before general ones) to ensure that the appropriate condition is triggered. Data-Based The other major type of conditional formula is data-based. Formulas for prices, costs, and physical depreciation often vary as a function of some data-driven conditional. For example, product prices charged to regular customers may vary as a function of yearly cumulative sales for that customer. Electricity costs may vary as a function of the number of kilowatt hours consumed per month. And the physical depreciation of a bridge as measured by the needed maintenance costs per month may vary as a function of the average daily load on the bridge. Consider the formula for the pool of funds available for bonuses that may be conditioned on the percentage variance in direct sales between actual and plan. A formula for this type data-driven conditional would look something like the following: "Bonus pool" , "variance of actual to plan direct sales" < 0.95,= 0 "Bonus pool" , "variance of actual to plan direct sales" > 0.95 and < 1.2, = 0.0001 * "total direct sales revenue"
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Chapter 7 "Bonus pool" , "variance of actual to plan direct sales" >= 1.2,= 0.1 * "total direct sales revenue"



Both position-based and data-based types of conditional formula exceptions are required for any reasonable OLAP solution. Formula Triggering Conditionals In addition to conditioning the right-hand side of a formula on specific data or position states, the triggering of a formula may also be conditioned on various system states. In an aggregation-style reporting application where many aggregates are created, a common business rule is to condition the triggering of an aggregation on the existence of a certain percentage of the underlying cells defined ether in terms of quantity or in terms of some weighting rule that has data to be aggregated. For example, in an international economics application one might condition the triggering of a continent-level aggregation based on the existence of more than 75 percent of the population-weighted countries having data. Those continents where less than 75 percent of the underlying country populations have data would show as missing. As is common with relational databases, formulas may also be triggered by the existence of certain events.



Overridden Formulas Overridden formulas are akin to event-based conditionals where the event is the manual override of a derived value. Take, for example, the following schema: (Time. 䊟 Geog.) ~ Sales



Imagine that you are the eastern regional sales manager and you need to submit your regional sales figures for the first quarter of this year. The sales model has been in production for several years and store-level data, once entered by the store managers, automatically rolls up to regions and countries. So at the regional level, sales is a derived variable as follows: Sales, Geog.Region. = Sum (Sales , Geog.Store.)



Now imagine that all the stores in the company except for a few stores in your region have reported their sales and you have not implemented a missing data inferencing routine. You have a pretty good idea what the sales figures should be for the missing stores and are willing to input proxies for them, but you can’t alter the storelevel base data. What’s a regional manager to do? Well, the astute manager would want to manually override the regional sales value for his or her region, thus temporarily blocking the aggregation of the store-level data from his or her region until all stores had reported. Then the overridden value could be aggregated with the rest of the regional sales values. Another reason why the regional sales manager might want to override an otherwise derived value is if it becomes known that some input value that can’t be changed in the short term was incorrect. Several OLAP tools support manual overrides.
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Chained Formulas It is common for analytical queries in business or other domains to be composed of recursive collections or chains of formulas. In words (and LC), examples include the following: ■■



A financial analyst who wanted to compare the aggregate price earnings ratios between two portfolios for a given year, given a holdings dimension with individual stocks as leaves and portfolios as (possibly overlapping) groupings of individual stocks: "The ratio of overall P/E between portfolios one and two" = Sum((P/E, Portfolio1.Stock.) * ((Number_of_Shares_Held * Price_per_Share ), Portfolio1.Stock.)) ⫼ Sum((P/E , Portfolio2.Stock.) * ((Number_of_Shares_Held * Price_per_Share), Portfolio2.Stock.))



■■



A sales analyst who wanted to compare the change in average earnings over the past year accruing to the top five selling products in each of the top five selling stores with the change in average earnings over the past year accruing to the five most average selling products for those same stores: "Ratio of top selling to average selling products" = ( (Avg(Earnings), Time.Year.this., Product.(Sales.Drnk.(1 to 5).(Store, Sales.Drnk.(1 to -5) , Store.all Time.Year.this)) / (Avg(Earnings) , Time.Year.(this-1), Product.(Sales.Drnk.(1 to 5).(Store, Sales.Drnk.(1 to 5), Store.all Time.Year.(this1)))) / (Avg(Earnings) , Time.Year.this, Product.(Sales.Distance_from_mean.Arnk.(1 to 5).(Store, Sales.Drnk.(1 to 5), Store.all, Time.Year.this)) / (Avg(Earnings), Time.Year.(this-1), Product.(Sales. Distance_from_Mean.Arnk.(1 to 5).(Store, Sales.Drnk.(1 to 5), Store.all ,Time.Year.(this-1)))) )



Summary In the first section of this chapter, you saw that formulas operate in a more abstract fashion in a multidimensional environment than in a traditional spreadsheet environment. And rather than attaching to columns as with SQL databases, multidimensional formulas can apply to any member or instance of any dimension in a model. Because
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there can exist one formula per member per dimension, frequently more than one formula applies to a particular cell. In these cases a precedence rule needs to be invoked to determine which formula (or ordering of formulas) will be evaluated for the cell. In the second section, you were exposed to various kinds of reusable multidimensional formula building blocks including aggregations, allocations, ratios, products, and cross-dimensional and cross-cube formulas, as well as the ways in which they get weighted, conditionally modified, overridden, and chained. The formula building blocks you saw and the ways in which they may be modified will be of value to you regardless of the particular OLAP environment you may work with.
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8 Links



Cubes need some linkage to the external data world if they are going to receive data. Those linkages may be as simple as a table import facility that is periodically invoked. All data processing products, from spreadsheets to statistics packages, have these capabilities. Unlike typical end-user applications, however, OLAP products are regularly called upon to process large amounts of periodically refreshed data. A manual approach to maintaining synchronicity between data sources and cubes is unacceptable in the long run. OLAP systems need to have the capability to establish persistent links with external sources of data (and dimensions and attributes), such that when changes occur in the external data sources or on a timed basis, they are automatically brought into the cube. Any dimension modifications or data calculations need to be automatically and incrementally performed. Because OLAP products and applications are generally separate from the systems that input external data (in other words data-generating events connect to a host of operational systems that in turn may connect to a data warehousing environment that finally connects to an OLAP system), links also serve as transformation functions. They indicate how to transform table- or spreadsheet-formatted data and meta data into dimensional data and meta data. At the time of this writing, it is still the case that in a typical OLAP application where the data is not being sourced from a well-designed data warehouse, over half (and frequently two-thirds to three-quarters) of the total energy spent on building a solution is spent on designing and implementing the input links! This is because the way data is modeled in source systems may be quite different from the way it’s modeled in the OLAP system. As yet, no easy methods or tools exist for performing the necessary schema transformations.
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Whether the tools that you use support links that you can just declare and have work, or whether you need to code the transformations by hand, the transformations would be the same. If your tool supports the ability to declare links without procedural code, then the functions it provides should map cleanly to the ones described here. If you need to code a script or program by hand, then the descriptions of link types can serve as its high-level design. Though I was involved in designing an OLAP product in the mid-90s that had as one of its goals the creation of extensive link capabilities, as of this writing, few OLAP tools offer such links. Links can be read only or read/write. Although I focus here on the traditional read aspects of links, there is certainly a need for bidirectional links. As OLAP systems become more integrated with transactional systems, the results of analyzing data, such as finding an optimal price point for a product, will want to be fed back into operational systems, or at least the data warehouse, if there is one. Some products do support read/write links. Links can be static or dynamic. Static links are not capable of processing changes made to the source. They are used only by the multidimensional tool when it loads or refreshes its information from the source. Dynamic links maintain an open connection between the source and the cube wherein changes to the source are propagated to the cube. Links provide a persistent infrastructure for importing and exporting data and meta data. They vary as a function of the type of information brought into the cube and the type of data structure from which the information is obtained. The limiting factors for linking are the OLAP model’s ability to process small amounts of change efficiently and the link processor’s ability to detect changes efficiently. As illustrated in Figure 8.1, change may come from a variety of sources. The remainder of this chapter focuses on table links.
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Direct user Interaction



Stores Product Transaction Systems



Time Data Warehouse SpreadSheets



Figure 8.1 Changes may come from many sources.
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Types of Links There are three basic kinds of links: ■■



Structure links



■■



Attribute links



■■



Content links



A structure link is used to extract structural information for a dimension, identifying the members and their referential or hierarchical structure (if any). An attribute link is used to map attribute information to the members of a dimension. Content links are used to map data into the cube. Figure 8.2 shows a classification scheme for links. (They will be treated in depth later in this section, but Figure 8.2 should help you get a sense of them for now.) Tables that contain structural information (member identity and hierarchical relationships) are linked to a dimension with structure links. A structure link connects a dimension with one or more structuring columns in a table. Two basic forms of such tables follow from the two basic types of hierarchies described in Chapter 5. In a parentchild table, a member may appear as the child of another member in one row and as the parent of other members in other rows. In a level table, there may be two or more columns that identify members at different hierarchical levels. Structure tables are described in more detail later in this chapter. It is possible (particularly for variables) that no hierarchy is specified. In this case, having all the members and being able to tell them apart is as much structure as is required from the table. Figure 8.3 shows structure links between a parent-child table representing the product dimension and the product dimension of the model. Note the hierarchical members of the product dimension. Figure 8.4 shows structure links between a lookup table and the levels of a dimension.
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Figure 8.2 Classification of link types.
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Hierarchical dimension meta data



All products



Child



All products All products Liquids Liquids Liquids Solids Solids



Liquids Solids Wine Juice Coffee Caviar Carrots
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Coffee
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Parent-child table form for hierarchical dimension meta data
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Figure 8.3 Parent-child structure inputs to hierarchical dimension of an OLAP model.
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All products



Prod. type



All Products



Liquids



Solids



Level links Prod. name



Wine



Juice



Coffee



Caviar



Carrots
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Product type Liquids Liquids Liquids Solids Solids



Product color Red Orange Brown Black Orange



Product package Bottle Carton vacuum Jar Cellophane



Figure 8.4 Level links.



Tables containing information other than structural relationships that are associated with members can have that information brought into the OLAP model through attribute links. Frequently, this attribute information will be part of a meta data table that also contains structural information, and the one table would be connected to the
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multidimensional model with both types of links. Each attribute link will connect an attribute associated with the members of a dimension to a column identifying the members and a column identifying values for the attribute. Attribute links are shown in Figure 8.5. Tables containing values for variables in the hypercube’s dimensional space need to be attached with content links. While the structure and attribute links connect a dimension and a table independently of any cube, the content links all connect to a table in the context of a cube. Two different types of content links are required to connect a table to a cube1 because different links extract member identifiers and variable values from rows. Figure 8.6 shows the content links between a multidimensional model and an input table. Tables may require aggregation prior to entry in a cube. For example, a multidimensional model that has weeks as its lowest level of time may need to link to a data source that has daily summaries or individual transaction information. In this case, the necessary aggregations would be included in the overall link information. In general, if there end up being duplicate combinations of members in the rows, the data-bearing fields should be aggregated. For example, take a cube with sales variables and store, time, and product dimensions, and a linked data table containing transaction number, store, time, product, quantity, and sale price. One would not typically link the transaction number field into the OLAP model. (Although there are times when you want to maintain transaction level connections, which I describe in the application section of this book within the context of BatchID tracking.) Because one would expect more than one sales transaction for many store, day, and product combinations (there may be six different records that all contain Store 3, May 11 2001, Dom Perignon), one would want
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Figure 8.5 Attribute links.
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January 500 350 650 1025 450
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credit card January February 750 800 250 250 500 450 2000 1800 400 450



Credit card sales $750 $250 $500 $2000 $800 $250 $1800



Figure 8.6 Content links from an input table to a cube.



to specify the summing of the quantity and averaging of the sale price fields as part of the links. It is also possible to link data and hierarchical meta data from the same table, as illustrated in Figure 8.7. Certainly, if this is the form of your data tables, a multidimensional tool should be able to make use of the information. However, it is not recommended to maintain your data tables in this form because any organizational changes to your source data, such as reorganizing your product groups or changing the reporting structure for the corporation, will result in a need to define new links between the input tables and the multidimensional cube. This occurs because the columns—that is, stores, cities, and regions—define the particular form of the hierarchy. Any change to the hierarchy, such as adding a new product group, needs to be reflected in a change to the column structure of the input tables, which in turn requires a redefinition of the links between the cube and the input tables. It does provide a convenient form for packaging a client-sized cube of data, though. Even if the table is providing multiple kinds of information, each link is to one kind of information only (structure, attributes, or content). One reason for this is that a structure link is used to define the members of a dimension, while the attribute and content links extract information for members already in a dimension. Procedurally, the dimension must be constructed before data values can be identified with its members. In some notation, a single construct could represent both, but we would say that it represents the combination of a separate structure link and content link.



Links



Data



Time



Store Qtr



State



Sales Mon



City



Wk



Store



Store 1 1 1 1 2 2



Costs



City LA LA LA LA NYC NYC



State CA CA CA CA NY NY



Week 1 2 3 4 1 2



Month Jan Jan Jan Jan Jan Jan



Qtr 1 1 1 1 1 1



Sales 500 450 300 400 450 300



Costs 400 400 400 350 400 350



Figure 8.7 Linking data and meta data from the same table.



Structure Tables and Links Because the variety of links mirrors the variety of source data forms, I frequently discuss link types and data source form types together. The two basic forms of structure tables and links, as mentioned previously, are parent child and level. A parent-child table can define any type of member hierarchy, symmetric or asymmetric, and it is the easiest type of table for maintaining dynamic meta data definitions. All the information about the hierarchical structure of the dimension is defined in terms of the values of rows in the parent-child table, so a hierarchy can be completely rearranged just by tweaking the rows of the table. (The dimension tables in a star schema may contain a column for parent member, providing the necessary information for a single hierarchy. In this case, they function as a parent-child table as well as providing other attribute information.) A parent-child table connects to a dimension via a single parent-child structure link between the dimension and the parent and child columns. Variations on the basic parent-child link can occur, as required by specific tools. For example, if a tool required hierarchies to be named, then each link would also need to connect to the named hierarchy of the dimension (if all rows of the table were for the same hierarchy) or to a column of the table whose field values contain the appropriate hierarchy name.
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Recall the discussion of dimension hierarchies in Chapter 5. Note that parent-child relationships alone do not indicate semantic levels such as month/year or store/city. They can indicate that January, February, and March are all children of Quarter One; but they cannot define January, February, and March as months that collectively share a relationship with quarters and with days. Thus, the table columns in a pure parentchild table cannot fully specify levels in a multidimensional model. A level table is a table of model structure information (such as a lookup or dimension table of the kind we saw in Chapter 2) that contains separate columns wherein each column is connected to a different level in a leveled hierarchy. For example, separate columns for City, State, and Region, or Company Name, SIC Code, and Industry can clearly identify not just hierarchical relationships between members, but also how the levels relate to each other. In this type of table, the names of the columns involved in identifying hierarchy levels will correspond to the levels in the multidimensional model. While these are flexible enough for moving members around in a given set of levels, they are less flexible than parent-child tables for adding and removing levels of hierarchy. Of course, the flexibility of the parent-child tables comes at the expense of not being able to express interlevel relationships adequately. Tables containing named levels need level structure links, one link for each level. If the levels in the table are not mapping into named levels in the dimension, but simply a member hierarchy, then each link connects from a level’s column to the dimension. If the levels in the table correspond to named levels in the dimension, then each level link connects from a level’s column to the corresponding level in the dimension. Occasionally, a dimension simply won’t have any hierarchy (for example, a dimension of scenarios, or sales channels, and so on). If it is necessary to link this dimension to a table, then a level link for a single level will suffice. For a table containing only two named levels, like county and state, that is connected to a dimension without named levels, parent-child and level links can be used interchangeably. The hierarchy pseudolevels described in Chapter 5 may be represented in a parentchild link table because they are described in terms of parents and children. Defining pseudolevels through parent-child links may significantly add to the number of parent-child links in the table because each member that is part of a pseudolevel will have a record for its connection to the pseudolevel root member as well as a record for its referential hierarchy. (Fortunately, using encoded values to identify members means each parent-child record is quite small.)



Data Tables and Content Links Four different types of content links are required to connect any table to an OLAP schema for the purpose of mapping data into the cube: ■■



Row-member



■■



Column-member



■■



Cell



■■



Table-member
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Row-Member Links Row-member links are required to associate member names contained in each row of the table with the right members in the model. A row-member link connects a dimension of the cube and a column in the table whose field value in each row contains the name of a member in that dimension. If the dimension is a variable dimension, then it is quite likely that the table is a type zero table and that a cell link would also be used (see Figure 8.10, later in this chapter). It is also possible to see a type one table with the variable names occupying their own column. It is most likely a grave semantic error to make more than one member link between a particular field and any cube, as this would mean that the data is associated with members in two dimensions that share the same name. Variations on the basic member links may be required from time to time. For example, denormalized data warehouse summary tables may contain multiple levels of members, one per column. For example, Company, SIC Code, and Sector would each be in their own column. Rows containing company-level summary data will have values in each of these columns. Rows containing an SIC-code-level summary will have a NULL company name and values for each SIC code and sector, and rows containing sector-level summaries will have NULL in both the Company Name and SIC Code fields. There may be an additional column that gives the name of the level to which the summary data pertains. This would assist a SQL programmer to query the table. The column containing the relevant member name varies from row to row in the table, and a member link that conditionally examines fields (perhaps based on the level name contained in another field) would be used.



Column-Member Links Whereas row-member links associate columns with dimensions and the field values with members, a column-member link is required to associate a table’s column with a particular variable and its field values with values for that variable. Each columnmember link will connect a member of a dimension and a column in a table bearing data for a particular variable. Examples of such columns would be ones named Number of Units Sold, Total Sales, and so on. Column-member links are used to identify the data-bearing fields in type one or type two tables. Column-member links and cell links are mutually exclusive (because a table cannot be both a type zero and a type one); if a cube uses even one column-member link to connect to a table, then it cannot use a cell link, and vice versa. If a table has columns that do not correspond to one variable, but rather to a multidimensional intersection (type two tables), then one column-member link per dimension is required. For example, to link a table containing the columns Actual Sales, Planned Sales, Actual Costs, and Planned Costs to a model that had a scenario dimension with Actual and Planned members requires two column-member links for each of these columns. Each column would have a column-member link to the appropriate scenario member and a column-member link to the appropriate variable. Figures 8.8 and 8.9 show member and column-member links connecting two different types of type one tables to a cube.
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Time 1-1-96 1-1-96 1-1-96 1-1-96



RM



Store 1 1 2 2



CM



Product jeans shirts jeans shirts



Sales $150 $300 $150 $250



CM



Cost $100 $250 $120 $240



RM = row-member link CM = column-member link



Figure 8.8 A typical type one table attached to a cube by row-member and columnmember links.
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CM



Plan $100 $250 $200 $250



RM = row-member link CM = column-member link



Figure 8.9 A less typical type one table attached to a cube by row-member and columnmember links.
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Cell Links Sometimes, the column bearing data in a table will not correspond to any dimension that you have defined in the model, and all of the dimensions of the cube link to the table with member and table-member links (see Figure 8.11). Even the variable names are in a column. This would correspond to a type zero table. In order to associate the values with the variables, you need to create a cell link. A cell link connects the cube as a whole to a table column whose field values are data for cells that are otherwise completely specified by the other links. (Logical implications to this were explored in Chapter 4.) Figure 8.10 shows a type zero table connected to a cube via row-member links and a cell link.



Table-Member Links One more type of link is required to connect data-bearing tables to a cube—a link that represents information that isn’t in the table at all! Let’s call this a table-member link. What kinds of information wouldn’t be in a table? Well, a data table extracted from an operational system will generally contain actual values from the operations. (I hope!) If this is feeding into a planning cube that contains a scenario dimension having Plan, Actual, and Variance members, then the entire table is associated with the actual member in that cube. But there is nothing in the table, probably not even in its name, that we can use to assign it to its place in the model. Hence, we need this fourth type of link. It may be that more than one table-member link is required to connect a table to a cube.
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Value $120 $100 $300 $250



RM = row-member link C = cell link



Figure 8.10 A type zero table attached to a cube by row-member links and a cell link.
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Figure 8.11 A type zero table completely connected using a table-member link.



For example, each table may contain the actual data for an individual line of business within the corporation, and the cube consolidates their results into the planning model. Figure 8.11 shows a type zero table of actual values connected to a cube containing scenarios using a table-member link.



Preaggregation If the table being linked needs to be aggregated during the process of reading, then the aggregation can be specified as an extension to the linking process. The aggregation should be specified as part of the linking to ensure that the same aggregation is performed each and every time the links are used. However, the aggregation operation to be performed is not strictly a part of the link. Think of it as an attachment to the linked field or fields. All that needs to be specified is the aggregation operator (sum, average, and so on) on each field to be aggregated. The fields to be aggregated are the data fields. If you have already established links, they are the ones with either a columnmember link or a cell link. The reason aggregation operations need to be kept separate from individual links is most apparent when considering the column-member links of a type two table. For a type two table, which will have two column-member links connecting each table column to members in two different dimensions, it would be inconsistent to specify one



Links



preaggregation for one dimension and a different preaggregation for the other. What is being aggregated is the data of a column. It makes more sense to attach the aggregation to the columns of the table rather than to any specific link.



Summary Links between multidimensional decision support and source systems are a fact of life. They define the method for maintaining a persistent (uni- or bidirectional) connection between a multidimensional schema and changing external data sets. I discussed content links, structure links, attribute links, and mixed-type links. I focused on the import capabilities of links in this chapter because they are the most critical and because most commercial OLAP environments are import oriented. Nevertheless, links will become more bidirectional as the results of multidimensional processing get automatically fed back into production databases. Although there is nothing inherently multidimensional about links, the need to have robust dynamic links and the ability to incorporate incremental changes efficiently into an OLAP schema are important features for successful multidimensional systems. Multidimensional systems deal with sufficiently large quantities of data that a manual approach to maintaining synchronicity between data sources and schemas is unacceptable in the long run. As of the time of this writing, most of the multidimensional vendors were working hard to improve the seamlessness of the links between their schemas and the typical relational database as source. When a linked data table is read, the process of using the links can be summarized as follows: Any table-member and column-member links determine a set of model members that stays the same throughout the entire reading of the table. These members may be extracted from the model side of the link for use in identifying values of variables. Then, for each row, the fields for each column linked by a row-member link are examined and the members that they name determined. If the table has a cell link, then that column contains a single identified value for the variable identified through one of the row-member links, and the variable’s value can be extracted from this field. If the table has column-member links instead, then for each column containing a column-member link, the members for its link (or links, in case of a type two table) are collected, and an identified value for a variable can be extracted from the column’s field. A schema cannot be considered fully linked to a data table until the following occurs: ■■



Each dimension of the schema either is directly connected to a column or has some member connected to either a column or to the table itself.



■■



Each meta data field and each data field of the table, deemed relevant to the schema, have been connected.



Given the types of links discussed in this chapter, you should be able to describe how to move virtually any type of data from tables to multidimensional models (or populated schemas).
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9 Analytic Visualization



Data visualization is a complex multifaceted subject. On the technology end, data visualization includes ■■



Graphics accelerators



■■



Graphics libraries



■■



Graphic controllers



■■



Graphic development environments



■■



Graphic applications



On the research end, it includes ■■



Visual perception



■■



Rendering and representation algorithms



■■



Exploratory data analysis



Many excellent articles and books have been dedicated to it, a number of which are cited in this chapter. The reason I included a section on data visualization in the first edition of OLAP Solutions and the reason I include a substantially expanded treatment of visualization here is because for most—if not all—decision support applications data visualization is an extremely valuable resource. You need to tap into data visualization if you are going
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to get the most value out of your applications (with the ultimate goal of making better decisions faster). ■■



Appropriate visualization can improve your ability to discover patterns or relationships in your data, which leads to better predictions that, when combined with the goals of the business, lead to more successful business decisions as measured by the degree to which the goals are achieved.



■■



For all the available literature on data visualization, there is still a lack of objective information about the appropriate uses of data visualization for decision support applications. (Supporters, frequently vendors, tend to exaggerate its usefulness.)



Consider how quickly we visually recognize common everyday objects. We identify doors, hallways, furniture, people, and places with ease. To our visual cortex, these objects of everyday experience are actually complex visual patterns that our brains discriminate from vast amounts of raw visual input equivalent to many megabytes of numeric or textual data per object. Luckily our brains are much faster at processing visual information than numeric data, or we could spend days just trying to recognize ourselves in the mirror. If our brains are so adept at processing visual information, why do we still spend so much time in the business world thinking with numbers? Is it that some tasks are better performed with numbers as opposed to charts and graphs? Are we missing huge opportunities to operate more efficiently? As you’ll discover by reading this chapter, both answers are yes. This chapter will answer the following questions: ■■



What is visualization anyway?



■■



When is visualization appropriate?



■■



How does visualization work to convey meaning?



■■



What are typical decision-oriented things to visualize?



■■



How do you select the appropriate visualization for the job?



■■



How does one visualize higher-dimensional data?



■■



What are some typical business examples of higher-dimensional data visualization?



Along the way, I’ve included a variety of images selected from several of the popular visualization packages available on the market. On my companion web site, you will find a resource page pointing you to most of the visualization vendors with whom I am familiar.



What Is Data Visualization? Before jumping into the topic of data visualization, I want to be clear about what I mean when using the term visualization or data visualization. Towards that end, it is useful to distinguish between two broadly different types of visualization: analog visualization and symbolic visualization.



Analytic Visualization



The key factor with analog visualization is that the image or visual representation is an analog or topology-maintaining transformation of the original object or event that is represented. Photographic images, such as Figure 9.1, and control windows are examples of analog visualization. Because they attempt to capture as much visible detail as can be seen in the original thing or event, we call them realist. Maps, such as the one in Figure 9.2, are also classic examples of analog representation, but because they only attempt to capture certain details or features (such as city



Figure 9.1 Photographic image of FCI’s Lulu and Thor.



Figure 9.2 Map of Greek city states and their neighbors during the time of Herodotus.



217



218



Chapter 9



locations and the boundaries between land and sea), we call them abstracted. Although neither form of analog visualization corresponds to what we typically think of when we use the term data visualization, maps are useful for business analysis of spatial relations such as the selection of new sites for retail outlets, and thus we treat them in this chapter as a part of the overall data visualization arsenal. Realist analog representations include medical imaging, product display, environmental monitoring, and package design. Most standard business visualization, including bar charts, line graphs, and pie charts, falls under the category of basic symbolic representation. For example, although the pie chart representation of a corporation’s assets in Figure 9.3, preserves critical information (namely, the ratios between the assets), the asset ratios do not literally exist next to each other, much less in a circular shape as depicted in the pie chart. This is why the pie chart is called a symbolic representation. The rich 3D representation of web site activity in Insert I.1 is also symbolic, but the image itself is more complex in that it shows substantially more information than the pie chart in Figure 9.3. Likewise, other complex renderings such as parallel coordinates, nested charts, multiattribute pie charts, and 3D glyphs fall under the guise of rich symbolic representations. Thus, this chapter focuses on symbolic representations—both basic and sophisticated—and abstracted analog representations. Realist analog representations since they are rarely used in general business applications, are not discussed.



Figure 9.3 Pie chart.
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The Semantics of Visualization In Chapter 3, you saw how higher-dimensional data sets could be represented in terms of multidimensional matrices. Although multidimensional grid-based views are more powerful and more flexible than their spreadsheet antecedents, they are still composed of grids of data, primarily numbers. Grid-based number representations satisfy many business uses where the emphasis is on knowing how much or in seeing exact values —in essence, traditional reporting. Whether in business or in science, traditional analyses are concerned with such things as finding upper and lower ranges (such as top and bottom quartiles), group attributes (such as means and modes), correlations, and trends. When end-user emphasis is on performing analysis—especially exploring relationships within the displayed data—graphical views are more popular and more productive than numeric views. Why do graphical displays work better than tabular, numeric ones for exploring analytical relationships? This section explores the difference between graphic and tabular visualization.



Graphic versus Tabular-Numeric Representation The term graphical has been used in a variety of ways, so I need to spend a little time distinguishing these meanings before defining the relationship between graphical and tabular displays. Edward Tufte, in his seminal book The Visual Display of Quantitative Information, defines data graphics in the following way: “Data graphics visually display measured quantities by means of the combined use of points, lines, a coordinate system, numbers, symbols, words, shading and color.”1 In other words, for Tufte, everything visual qualifies as graphics — not necessarily good graphics, but graphics nonetheless. Although I agree that all forms of visual expression should come together in the graphical presentation of information, this definition is too broad to help us distinguish graphic displays, for which we all have an intuitive feel, from tabular displays. A little less broadly, you may interpret graphics as visual displays that contain no numbers or words. Although numbers and words frequently make their way into the header and legend of a graphic, this definition holds for the body of most business graphics. Pie charts, bar charts, line graphs, and the like are composed of lines, points, colors, symbols, and shapes. We will come to use this definition by the end of the section, but to understand the essence of why graphics work, we need to begin with a more restrictive definition. In its most restrictive form, graphics may be interpreted as visual displays that contain only points and sets of points (such as lines, shapes, areas, and volumes). Graph theory operates within these bounds, as do unadorned maps and typical geometric plots. We will begin our discussion with this definition because the essence of what makes graphical displays better for certain types of information may be found by exploring the properties of points and lines.
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Points and Lines To see how much easier it is to spot analytical patterns when data is graphically portrayed, and to see why this is so, consider Figures 9.4 and 9.5. Each of the figures is divided into two panels: an a panel that represents a tabular display and a b panel that represents a graphic display of the same data. Figure 9.4 shows sales data in conjunction with cost data for the purpose of breakeven analysis. See how much easier it is in the b panel to identify the changing relationship between sales and costs over time when the information is portrayed graphically. Although your eye might be able to scan the table in Figure 9.4 (a) to discover that break-even occurred in July, it is unlikely that you would notice from just looking at the numbers that at the break-even point, costs were leveling off while sales were accelerating. It is easier to describe the relationship between sales and costs over time from a graphic perspective because with the graphic display, the relationship information is explicitly given. For example, a natural description of the line segment between points P and Q on the cost curve panel in Figure 9.4 (b) would say something like “Costs are continuing to increase, but at a diminishing rate of increase.” You would never see this relationship at a glance from looking at the rows between P and Q in the table in Figure 9.4 (a). In contrast to looking for relationship information, if your goal were to know for any particular time the exact value of sales or costs, that information would be more immediately given with a tabular-numeric display. For example, to see what the company costs were in September, you would have to draw a line from September to the cost curve to find the cost point for September (shown by the dotten line in panel b), and then draw another line from that point on the cost curve to the y axis to see the dollar value of the costs at that time. In the tabular display, you would locate the row for September and immediately read the associated cost value.
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a city Atlanta Boise Eureka Jacksonville Miami Mobile New Orleans Portland Seattle Spokane



latitude 33.44 N 43.36 N 40.48 N 30.19 N 25.46 N 30.41 N 29.57 N 45.31 N 47.36 N 47.39 N



b longitude 84.23 W 116.12 W 124.09 W 81.39 W 80.11 W 88.02 W 90.04 W 122.40 W 122.19 W 117.25 W



Seattle Portland
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Atlanta



Mobile New Orelans



Jacksonville Miami



Figure 9.5 Cities with high sales growth.



Let us look at another example. Figure 9.5 shows cities in the top quartile of sales growth with their corresponding longitude and latitude. Once again, simple inspection of the tabular view in the figure does not reveal any pattern to the cities with sales growth in the top quartile. In contrast, with the graphical view panel, recognizing the pattern (location relationship between the cities) that sales are growing fastest in the Northwest and Southeast is trivial. Why is it so much easier to see location relationships with a graphic map display than with a tabular numeric display? There are three reasons: ■■



The map display uses locations on the computer screen to display location information about the data.



■■



The dimensionality of the location information about the data is preserved in the dimensionality of the location information on the computer screen. In other words, the two-dimensional longitude/latitude relationship between cities is preserved in a two-dimensional map display, but lost in a one-dimensional tabular one. For example, with the map display, moving vertically on the screen corresponds to moving in latitude; moving horizontally corresponds to moving in longitude. With the tabular display, however, there is no correspondence between moving up and down rows and moving in either longitude or latitude. This dimensional preservation is sometimes (and in this book will be) called an analog, as opposed to symbolic, representation. See the sidebar “Graphical Misrepresentations” for more information.



■■



The quantitative properties of the map display, such as the relative distance between points, which can be processed with minimal effort by the brain, correspond to quantitative properties of the data. For example, the distance between Jacksonville and Atlanta, which appears to be about the same on the map as the distance between Jacksonville and Miami, represents the fact that those distances are, in reality, roughly equivalent.
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Summarizing this short excursion into the difference between graphic and numeric displays, we can say that the meaning of a graphical token (in the restrictive sense as described earlier) is its location on the display screen. The meaning has nothing to do with the content or form of the token. In other words, each point, whether in isolation as in Figure 9.5 (b) or as a part of a line segment as in Figure 9.4 (b), has the same content or internal structure or form. Every point is the same as every other point. The difference in meaning between the points comes from the location of the point on the screen. In contrast, the meaning of a numerical token is entirely dependent on the form of the token and has nothing to do with its placement on the screen. Every number token is distinct from every other. In other words, what makes the number 2 different in meaning from the number 1 or the number 3 is just that the form or shape of the number 2 is distinct. It doesn’t matter where the number 2 is located; it always means 2. Thus, there are two fundamentally different ways of using tokens to represent or convey meaning on a display screen: using screen location and using screen content or form. Numbers convey meaning by virtue of their form. Graphic tokens convey meaning by virtue of their location. A token may represent two fundamentally different types of expressions: value and relationship. As we saw in Figure 9.4, numeric tokens represent their values more directly than the relationship between their values, while graphic tokens represent the relationships between their values more directly than their actual values. Figure 9.6 summarizes these key distinctions.



Colors and Shapes Colors and shapes, although frequently associated with graphical displays because they show relationship information more easily than value information, work like numbers in that they derive their meaning more from their form on the screen (that is, the particular color or particular shape) than from their location. They were left out of the initial discussion because they have attributes of both numbers and graphics, as shown in our next example. Figure 9.7 shows another map of the United States, this time colored on a state-bystate basis according to per-capita income quintiles. (In the world of geographic information systems, or GIS, these are called thematic maps.) As stated in the legend, the lowest quintile is shown by the lightest shade of gray, the next lowest quintile by the
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Figure 9.6 The key distinctions between numeric and graphic displays.
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Quintile 1 Quintile 2 Quintile 3 Quintile 4 Quintile 5



Figure 9.7 U.S. per capita income by state (shades based on quintiles).



GRAPHICAL MISREPRESENTATIONS A serious problem associated with graphical representations is the ease with which they can misrepresent the underlying data.3 Two major causes of misrepresentation are described here and both are avoidable. 1. Collapsing multiple data dimensions into a single location-based display dimension, as shown in Figure 9.8. When the graph and the data do not share the same structure, the graph can create false impressions about the data. The apparent periodic dip in sales across the x axis in Figure 9.8(b) is caused by the collapse onto one dimension of two dimensions worth of locator information: stores and months. By representing the data in two locator dimensions as a series of line graphs with one for each store, as shown in Figure 9.8(c), or as a plane in the z dimension, as shown in Figure 9.9, it is easy to see a constant upward trend over time for all stores. 2. Using any display technique, especially areas, that changes apparent value in amounts or proportions that are different from the changes to the underlying data. Tufte illustrated his book with many fine examples of misleading graphics. Figure 9.10 purports to show changes in sales of apples using the height of an apple to represent the sale of apples. Note how much larger the apple looks for 1996 than for 1995 even though sales just doubled. It is because the area of the apple quadruples when its height doubles. (continued)
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GRAPHICAL MISREPRESENTATIONS (continued)



Data table of store and week costs



a. A straightforward graphing of the data in (a) produces the graph shown in (b); more meaningful picture presented in (c)



Store



Week



Store A



Week 1



70



50



12



Store A



Week 2



Labor



72



Material



55



Overhead



12



Store A



Week 3



73



60



17



Store A



Week 4



74



65



20



Store B



Week 1



50



45



15



Store B



Week 2



52



47



15



Store B



Week 3



53



51



18



Store B



Week 4



55



53



18



Store C



Week 1



25



30



5



Store C



Week 2



30



36



6



Store C



Week 3



35



41



7



Store C



Week 4



40



47



8



AM FL Y



b.



Labor Materials



Week 4 Store C



Overhead



Week 4 Store B



Week 4 Store A



Week 2 Store C



Week 2 Store B



Week 2 Store A



Week 1 Store C



Week 1 Store B



Week 1 Store A



0



TE



20



Week 3 Store B



40



Week 3 Store A



60



Week 3 Store C



Costs by store and week



80



Cost in $



224



Store-weeks



c.



Store C Costs



Store B Costs



Store A Costs



Cost ($)



Cost ($)



Cost ($) 80



80



80 Labor Materials



70



Overhead



Labor



Labor



Materials



Materials Overhead



70



70



Overhead



60



60



60



50



50 50



40



40 40



30



30



30 20



20



20



10



0



10



10 Week 1



Week 2



Week 3



Week 4



Week 1



Week 2



Week



Week 3



Week 4



Week



Figure 9.8 False graphical impressions.
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store Figure 9.9 Using the z dimension.
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Figure 9.10 Beware of the big apple.



next lightest shade of gray, and so on. Light gray in Georgia means the same as light gray in Montana. The meaning of each shade is independent of the location of the shade on the map. Instead, it is entirely a function of the shade itself. The shades are directly analogous to groupings or low-order numbers, in this case quintiles. However, unlike numbers, it is easy to detect relationships between states by looking at shades. In this example, it is easy to see that zones of high per-capita income occur in clusters along the East Coast, the West Coast, and the Great Lakes. In this sense, shades are analogous to points and lines. Figure 9.11 shows a version of Figure 9.6 updated to reflect the properties of shades, shapes, and symbols. Looking back over the previous figures, you should notice that although Figures 9.4 (b) and 9.5 (b) were both graphical, they seemed to convey different kinds of
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information. Figure 9.4 (b) answered a comparison question. It used two lines in an xy plot to accomplish that. In addition to xy plots, bar graphs and pie charts (like the ones in Figures 9.12 and 9.13) are useful for showing comparisons between values.



Represents Values Location-based Meaning Form-based Meaning



Represents Relationships Points, Lines



Numbers



Shades, Colors, Shapes



Figure 9.11 The key distinctions between numeric, graphic, and colored displays.
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lamps desks chairs Jan: Percent of total product sales Store 3 Figure 9.13 Comparison of product sales as a percentage of total sales.
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Figure 9.5 (b) identified certain cities that met particular criteria by using a map to display city indicators. In addition to maps with symbolic indicators, topographic maps (and isosurfaces) like the one shown in Figure 9.14 are useful for identifying value ranges. The topographic map is ideal for identifying peaks, valleys, flat areas, and steep areas. Note, by the way, that any variable, not just geoaltitude, can have peaks and valleys and steeps and flats. The map could just as easily portray sales volume per booth in a large trade show, or pollution levels, or economic zones. In addition to comparing and identifying values and value ranges, it is common to want to identify value changes over space and time. “What part of our network has the most bottlenecks during the course of a typical day?” is a question about value changes over space and time. “Where do our products go after they leave the warehouse?” is a question about the direction and volume of shipments over space and time. Arrows and directed graphs (especially when superimposed on maps), such as the one shown in Figure 9.15, are useful for showing value changes over space and time. Figure 9.15 shows, for each of PTT’s warehouses, the relative volume of product shipments in each direction. Arrow locations represent where the shipments go, and arrow thickness represents the transported tonnage per month.



Abstract Grid Maps Finally, let’s look again at grid displays in the light of the previous discussion. Grid displays, like colors, bear some of the characteristics of graphics. For example, Figure 9.16 represents a data set of store profits by store and time. In the table display, the rows are ordered by time and within time, by store. For the graphical display, the stores on the store axis are arranged in descending order of average customer traffic per unit area of store space. The time axis is ordered chronologically. In both panels the store times with highest profitability are highlighted. Looking at the grid panel in Figure 9.16 (b), it is easy to see that profitability is highest around December and around medium traffic stores. You would never detect this
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Figure 9.14 Topographic map of the Lost River Valley.
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The thickness of the curves represents tons transported per month



Figure 9.15 The volume per path of PTT product shipments.
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Figure 9. 16 Store profits by store and time.
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in the table panel in Figure 9.16 (a). Why is that? As long as the two dimensions in the grid represent two key dimensions of the data, and as long as the grid dimensions are ordered according to some meaningful criteria, such as the chronological and store traffic criteria shown in the grid panel of Figure 9.16 (b), the grid behaves like an abstract map or coordinate system. (The exact properties of the grid are a function of the ordering characteristics of the dimensions, such as whether the dimensions are ordinally or cardinally ordered. This is addressed in Chapter 5.)



Picking the Appropriate Visualization Forms Now that you’ve seen how visualization works and why graphical images, for some types of queries, convey more meaningful information than numeric grids, you may be feeling that although it’s a great idea to use visualization, it is just too hard. Tools are pretty manual and force you to pick a visualization metaphor. What’s a good way to pick the visualization? There are several criteria. One is that the logical form or underlying type structure of the information should correspond with the logical form or underlying type structure of the visualization. Well how do you figure that out? If you’ve read this book to this point, you have the tool set. It is time to apply what you’ve learned about type structures to the classification of visual forms. The two tables that follow describe the underlying type structure of different visual forms typically offered by vendors. Table 9.1 describes the logical structure of entire forms such as line graphs, pie charts, and so forth. The two essential descriptors are the number of types in each form and the combinatorial relationship between the types. The purpose of assigning type structures to visual forms is that the same type structures are used to parse queries. This is what gives you the ability to select the appropriate visual form for the display of an analytical query result. Table 9.2 describes the internal structure of each type within each form. In other words, once you know how many types are used in a visual form and their relationship, more information remains to be known about each type. How many instances or members can it support and are these instances nominal, ordinal, or cardinal? Once again, this type of information can be ascertained from a data source either through querying the schema files or through direct inspection.



N OT E Parallel coordinates have an interesting form that warrants further explanation. With parallel coordinates, every instance of every associated type is shown—these are the vertical segments and are represented by the T.-style types in the first type structure shown in Table 9.1 for parallel coordinates. The trailing type is a binary type, either on or off for any possible combination of vertical segment instances. In this sense, parallel coordinates are an Ndimensional abstraction of a scatterplot. However, the various instances are shown alongside each other and in a situation where, for example, you had three locator dimensions with 100 instances each, they would form a
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Chapter 9 Table 9.1 The Type Structure of Different Visual Forms REPRESENTATION NAME



NUMBER OF TYPES



TYPE STRUCTURE



ROTATABILITY



Line graph



2



T1.  T2



No



Pie chart



2



T1.  T2



xy



Bar chart



2



T1.  T2



No



1D tiled bar chart



3



(T1. 䊟 T2.)T3



No



Superimposed line graph 3



(T1. 䊟 T2.)T3



No



Surface plot



3



(T1. 䊟 T2.)T3



xyz



Scatter plot



3



(T1. 䊟 T2.)T3



xy



Event trails



3



(T1. 䊟 T2.)T3



No



Colored line graph



3



(T1.)  (T2, T3)



No



3D pie chart



3



(T1.)  (T2, T3)



xyz



2D tiled bar chart



4



(T1. 䊟 T2. 䊟 T3.)T4



No



Colored surface plot



4



(T1. 䊟 T2.)(T3, T4)



xyz



1D tiled superimposed line graph



4



(T1. 䊟 T2. 䊟 T3.)T4



No



Colored 3D pie chart



4



(T1.)  (T2, T3, T4)



xyz



Parallel coordinates *



4-N



(T1.,T2.,T3.,T4.)T5



No



4-N



(T1.)T2, T3, T4, T5



dimensional space of 1,000,000 cells that in turn could support a 1,000,000row fact table while the parallel coordinate representation would only show 300 instances. It’s spatially economical, but not fully representational. Parallel coordinates are ideally suited for data sets that have many contents, but only a small number (one or two) of locator dimensions. In the case where there is only one locator, the number of facts is equal to the number of instances in the locator, and content-content relationships are most clearly shown.



Analytic Visualization Table 9.2 The Type Structure of the Types in Each Visual Form NAME



TYPE



CARDINALITY



ORDERING



Line graph



1. L - X axis



High



Cardinal ordinal



2. C - Y axis



High



Cardinal



1. L



High



Cardinal, ordinal



2. C1



High



Cardinal, ordinal



3. C2



Low



Nominal



1. L1 - X axis



High



Cardinal



2. L2 - lines



Low



Nominal



3. C - Y axis



High



Cardinal



1. L1 - X axis



High



Cardinal



2. L2 - lines



Low



Nominal



3. L3 - tiling



Low-medium



Nominal, ordinal



4. C - Y axis



High



Cardinal



1. L slice number



Low



Nominal



2. C area per slice



Medium



Cardinal



1. L slice number



Low



Nominal



2. C1 area per slice



Medium



Cardinal



3. C2 height



Medium



Cardinal, ordinal



1. L slice number



Low



Nominal



2. C1 area per slice



Medium



Cardinal



3. C2 height



Medium



Cardinal, ordinal



4. C3 color



Low



Nominal, ordinal



Colored line graph



Superimposed line graph



1D tiled superimposed line graph



Pie chart



3D pie chart



Colored 3D pie chart



(continued)
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Chapter 9 Table 9.2 The Type Structure of the Types in Each Visual Form (continued) NAME Bar chart



1D tiled bar chart



Surface plot



Colored surface plot



Scatter plot



Parallel coordinates



TYPE



CARDINALITY



ORDERING



1. L - X axis



Low-medium



Nominal, ordinal



2. C - Y axis



Medium



Cardinal, ordinal, not nominal



1. L1 - inner X axis



Lowest



Nominal



2. L2 - outer X axis



Low-medium



Nominal, ordinal



3. C - Y axis



Medium



Cardinal, ordinal



1. L1 - X



High



Cardinal, ordinal



2. L2 - Y



High



Cardinal, ordinal



3. C - Z



High



Cardinal, ordinal



1. L1 - X



High



Cardinal, ordinal



2. L2 - Y



High



Cardinal, ordinal



3. C1 - Z



High



Cardinal, ordinal



4. C2 - color



Low



Nominal, ordinal



1. L1 - X



High



Cardinal, ordinal



2. L2 - Y



High



Cardinal, ordinal



3. C - points



Low



Binary



1. L - locator segment



Low-medium



Cardinal, ordinal



2. C1 - segment



Medium



Cardinal, ordinal



3. C2 - segment



Medium



Cardinal, ordinal



4. C3 - segment



Medium



Cardinal, ordinal



Other kinds of structural information that can be taken into account include whether the visual form can be rotated or whether a type can be scrolled, as well as nonstructural heuristics (such as previously used visual forms and individual preferences) that, while important and should ultimately be considered, are not crucial to the present understanding and thus will not be treated here.
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Using Data Visualization for Decision Making Given that visualization is most useful for decision-support-style decision making, the question remains, “Where does visualization fit into the decision-making process?” To answer that question, recall from Chapter 1 how data-driven decisions are made. Goals are a function of human factors. In most cases, the goals of a corporation are set by its board of directors and senior executives. Data visualization does not play a significant role in goal setting. In contrast, predictions are a function of correlations, relationships, or patterns between descriptions. As we saw in the previous section, visualization is crucial to the discovery of patterns or relationships between data elements or facts.



Business Pattern Analysis The discovery of patterns or relationships is an essential step in the prediction-making process. Patterns are local, slowly changing regularities whose validity needs to be continually monitored. In any domain with which a user has acquired some familiarity, the user is actually thinking in terms of patterns. Thus, wool buyers are familiar with the visual and textural patterns that define good wool, cocoa futures traders are familiar with the buying patterns that indicate good times to buy or sell, and national campaign managers are familiar with the demographic patterns that indicate good regions to perform test marketing. The two figures that follow illustrate common patterns superimposed on collections of data or facts. Figure 9.17 illustrates exponential growth and Figure 9.18 illustrates linear growth. Note how the patterns in each case represent a central tendency or trend about which the data points vary. The interplay between pattern and data points represents the concepts of curve fitting and variance. Seeing data within the context of a pattern enables characteristic values, variances, and extremes to be highlighted. Good visualization can show the approximate variance in the data points around a central tendency and how the variance may change over time. Although analysts frequently look for patterns as part of a decision-support process, in any established domain, certain relationships need to be understood ahead of time. In these situations, many activities revolve around monitoring the degree to which new events fit established patterns. Typical activities include classification and exceptions tracking. Thus, an insurance analyst who is already familiar with patterns of fraudulent behavior might superimpose new claim data on a known pattern to see whether a new claim looks suspicious. This is illustrated in Figure 9.19. Patterns in one collection of data can also be correlated with other patterns to highlight understood behaviors. In the figures that follow, the seasonal pattern of large household appliance purchases is seen to have evolved from resembling the purchasing pattern for small appliances (Figure 9.20) to resembling the known pattern of purchasing for luxury goods, as seen in Figure 9.21.
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Figure 9.17 Exponential growth.
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Figure 9.18 Linear growth.
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Figure 9.19 Patterns of fraudulent behavior.



Figure 9.20 Small versus large appliances.
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Figure 9.21 Correlation.



The remainder of this section explores how visualization depicts the common business patterns of constancy, change, and context.



Patterns of Constancy Relationships of constancy tend to be some of the first and last relationships we discover. For example, the distance in Figure 9.22 between the upper line representing new computer prices and the lower line representing the prices of 18-month-old computer prices is easily seen in the graph and appears to be fairly constant over time. Understanding the constant price differential between first- and second-generation computers, for any point in time, helps to predict future revenues for today’s firstgeneration machines, and thus guide decisions regarding machine production and the length of time between different generations of machines. Another type of constant relationship is brought out through the use of grouping or clustering. Instead of a constant difference, Figure 9.23 shows a constant boundary that traces the movement of a customer in a large department store. The 52-minute trace of a customer indicates three distinct clusters of time spent browsing, with equal amounts of time in three specific areas: electronics, books, and furniture.
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Figure 9.22 PC prices.



Figure 9.23 Constant boundaries.
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Patterns of Change Understanding change—be it relative costs, employees, product lines, underlying technologies, tax and trade laws, or consumer spending habits—is essential to business growth. The more accurately we can assign a pattern to that change, the better we are able to predict future changes. Patterns of change are sometimes called trends. The two main kinds of change that visualization helps to depict are periodic and nonperiodic changes. Seasonal demand fluctuations, as illustrated in Figure 9.24, are typical of periodic change. A clothing store owner who opened a new shop in the fall might experience strong sales for three months, and then notice a slowdown in January. Knowing that sales had a seasonal periodic shift would instill confidence that sales will pick up again. Knowing how to visualize the sales to date and estimated future sales cycle would help determine how much product to order for the coming months. Although the stock market follows the up and down movement of business cycles, stock market prices do not vary seasonally (as retail sales do) and are considered to be nonperiodic. Technical traders use analytical visualization to portray stock trade volumes and prices across time as shown in Figure 9.25. Regardless of the trading strategy employed, visualization allows movements of and relationships between key indicators to be highlighted. If, for example, the given strategy recommends selling as volume plateaus, now might be a good time to sell.



Figure 9.24



Clothing sales.
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Figure 9.25 Stock market.



Contextual Patterns Another attribute of visualization is the ability to clearly show multiple levels of context or resolution at once. Our eyes automatically perform aggregation with visual images, as shown in the examples that follow. As illustrated in Figure 9.26, the display of local sales information within a map of regional sales information is a typical example of showing level relationships. Note how easy it is to see that although local sales are high relative to the surrounding region indicated by the county labeled A, the surrounding region sales in the area labeled B are low relative to their national region. This extra context information suggesting there may be regional problems, could lead to a decision to visit regional headquarters to learn why things are going so poorly. In this section, we briefly explored how visualization can be used to highlight the most commonly recurring business patterns. Table 9.3 summarizes these uses with typical applications for the retail sector, several examples for which were included previously, and for the utilities sector.



Visualizing Multidimensional Business Data Basic graphics, such as line graphs and pie charts, show at most two or three dimensions of information. Yet most business users routinely work with OLAP data sets composed of five or more dimensions. For example, a campaign management data set
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Alabama sales by county < $100,000



< $100,000–499,000 County ‘A’



Surrounding region ‘B’



< $500,000–1Million



> $1Million



N



Quantile Classification Figure 9.26 Alabama sales by county.



Table 9.3 Examples of Commonly Occurring Business Patterns RETAIL



UTILITIES



Margins



Fixed costs



More periodic



Seasonal fluctuations



Daily and seasonal demand



Less periodic



Interest rates



Variable costs



Hierarchical



City/state sales



City demand/state demand



Location relations



Top 10 stores



Top 10 energy consuming centers



Upscale market



Preusage spike



Appliances/luxuries



Urban/rural



Pattern Discovery Constancy Change



Context



Fact/pattern relationships Classification



Pattern/pattern relationships Correlations
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might be composed of the following dimensions: product, time, channel, sales representative, and promotion type. This raises the question of the best way to graphically visualize more than two or three dimensions of the data. This section describes some of the main techniques for graphically visualizing multidimensional business data and they are summarized as follows: ■■



Use basic graphics to visualize small slices or subsets of your data.



■■



Replicate or tile a basic graphic element in one or two screen axes with one or more nested dimensions per axis.



■■



Use a more complex visualization technique.



Subsetting Even though typical business data may have six or more dimensions, it is always possible to take a slice or subset of the data and use basic visualization techniques for the lower dimensions. For example, as shown in Figure 9.27, a basic line graph may represent sales by time for a five-dimensional data set consisting of stores, times, products, scenarios, and variables. Although the pattern for the Ridgewood store sales is easily visualized, and may well satisfy your needs if your sole responsibility is for a particular product-storecustomer combination, relative to the underlying data set consisting of many products, stores, and customer types, the information contained in this basic visualization represents a very small subset of the underlying data and is analogous to the information retrieved by sticking a glue-tipped needle into a haystack.



cust type: 65+ female scenario: actual product: beds store: Ridgewood $



Sales



Time Figure 9.27 Sales by time.
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Repeating or Tiled Patterns What if you were interested in how changes in sales across stores and products varied across time? You might be trying to spot products for which there was less seasonal variance in sales. To do this, you would need to visualize a much greater percentage of your data. If you still wanted to look at lower dimensional images, it would take many of them in a repeating or tiled pattern to display the relevant information. Insert I.3 shows a tiled image of dollar sales over a 15-week period. The image is divided into bins by food type and store number. An additional measure is added with coloring indicating certain kinds of promotions. There are many insights one can immediately glean from this image. For example, salty snacks and frozen foods account for a much larger part of the sales than candy and soft drinks. We can see that the sea green promotion seemed to help some for soft drink sales in all stores, but more so for store number 1. The light green promotion seems to have had a follow-through effect in the third week in store number 2, but not in the other stores. The red promotion seems, at best, to have added no value. Some of the weekly profiles look different for different stores. Salty snacks seem to rise and then fall over this period for store 2, but seem far less predictable in the other stores. One can also note that the sales seem to complement each other. Taken singly, sales would be quite variable, but together total sales are far more even. The tiled image in Insert I.4 shows multidimensional nesting. The sex dimension splits the sample into two charts, one for males and one for females on the x-axis. This in turn is split into seven age ranges for each: 21—25, 26—30, 31—35, 36—40, 41—45, 46—50, and 51—55. Education is further nested on the x-axis with colors corresponding as follows: yellow for 3—5 years, green for 6—8 years, aqua for 9—11 years, blue for 12 years, red for 13—15 years, and violet for 16—18 years. The y-axis gives the income with the mean at the middle of the bars and one standard deviation at the ends of the bars. Several interesting patterns are highlighted by this image. Men make more money than women in all categories. More education is generally better. Incomes generally go up with age, but for all education ranges, women’s income falls off after 51. Only in the lowest education range does this happen for men. Men’s salaries in the highest education range grow substantially and consistently, while for women the bars clearly decelerate as if bumping up against a glass ceiling. One anomaly to note is that women in the fifth age range, 41—45 are better off if they have only 3—5 years of education than if they have 6—8 or 9—11. We can also see that women at their peak (the highest earning bar at 16—18 years of education and 46—50 years of age) make about the same as a man 51—55 years of age with only 12 years of education, and about the same as a man with 13—15 years of education, but only 36—40 years old.



Examples of More Complex Data Visualization Metaphors Most uses of multidimensional visualization rely on the techniques shown in the previous two sections. Keeping dimensions as pages serves to simplify the multidimensional space so that it can be visualized with normal-dimensional visualizations.
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Repeating a normally dimensioned graph across a grid serves to extend the dimensional reach of a display. In contrast, higher-dimensional visualization techniques show multivariate, multidimensional relationships in a single nonpartitioned image. The examples below are all taken from real business applications. They can all be implemented with today’s standard desktop hardware and widely available data visualization packages.



Product Sales Analysis For most organizations, product sales analysis is a classic OLAP application. Ideally, as a user you would like to be able to look at several variables or contents at once while retaining a multidimensional and hierarchical perspective. Inserts I.2 and I.5 represent sales and pricing data dimensioned by product, store and time. For the two insert views, Stores are represented as pages. The hierarchies in the Product and Time dimension are visible to the user, and in addition to the 3D bars in the cells, the back panels show aggregate sales values in each of the two dimensions. In the cell portion of the view, the height of each of the bars represents median product price. The color of each bar represents sales in dollars. For the back panel portion, the height of each bar represents the sales value. (This is why the height of the food bar on the back panel of I.2 is so much taller than the other bars.) Thus each view shows two contents across two levels of each of two dimensions. In Insert I.2, you can see an initial view of the data with Time on the X-axis broken down by Quarters and Product, on the Y-axis broken down by Food, Drink, and Nonconsumables. The image illustrates a mouse brushing over the Food Sales for Q2 resulting in the Sales figure being shown. Insert I.5 shows the drill-down on Q1 and Nonconsumables with the mouse brushing over the Household Sales for the month of March. The visualization style shown in these two inserts is a natural extension to numeric grid-based OLAP views and allows for dynamic visual analysis of multi-variate, multidimensional data (so long as the dimensions have a reasonably small cardinality), with a minimal increase in the complexity of the basic visual metaphor (in this case bar charts). One could also imagine tiling these images to provide for higher dimensional representation.



Credit Card Application Analysis Insert I.6 uses glyphs in a three-dimensional space to show the results of analyzing credit card applications. Colored spheres show approved cardholders. In the original application, historical information on each cardholder could be obtained by clicking on each of the spheres. The three axes show application information—debit ratio, net worth, and work duration. The size of the sphere represents the salary and the color represents the credit limit for that cardholder. A white sphere, used to depict a new applicant’s credit limit, can be assigned a credit limit by the 3D position of that sphere relative to the historical data base information. We can see, for example, in Insert I.6 that the credit applicant has a debt ratio of about .25 and has worked for about 10 years. We can also see that most of his/her neighbors are colored green with some blue, so we would expect the applicant to be
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assigned about a $1,700 credit limit. There are a number of interesting things you can see from this visualization. Work duration seems to be the most important variable for determining the amount of credit offered. This is because the left-to-right movement along the work duration axis approximates the color shading from blue to red of credit offered. Salary level (the size of the balls) has far less effect than you might expect. You can tell that salary is not a major determinate of credit because the largest balls appear at all credit levels. You can also see an interesting exception or outlier: There is a blue ball with one of the largest ball sizes, representing salary, at about the 12-year work duration mark, with a debt ratio of only .12, and a comparatively low net worth. This individual is surrounded by green balls, all of whom have a lower salary, and who are given credit limits on the order of $2,500 to $3,000, while the outlying individual with the big salary only gets about a $500 credit limit. Clearly, the bank knows something about this customer that does not show up on this chart, though trouble is hinted at by the person’s comparatively low net worth.



Web Site Traffic Analysis



Inserts I.7 and I.8 illustrate how a collection of several related visual perspectives can be used to analyze web traffic. A solid analysis needs to explore which promotions stimulated the most buyers, when buyers bought the most, and what path they took to complete their purchase. The data in this example comes from the e-commerce site for a large catalog retailer. Insert I.7 shows the initial display for a promotional study, with color tied to promotion type. The large blue bar in the focus bar chart shows that the vast majority of the visitors came via Catalog, the company’s own catalog. The correlation bar chart shows that most visitors were Browsers who did not buy anything; a small fraction were Abandoners, visitors who put items in their shopping basket, but did not complete the checkout process. Finally, the Buyers represent about 5 percent of the total number of visitors. The time dimension bar chart shows visitors by day for the one-week snapshot under study. The upper-left bar chart in Insert I.8 shows that after selecting and excluding visitors who come from the company’s own catalog, the four top-producing banner ads were on Yahoo, FreeShop, DoubleClick, and AOL. Proceeding further by changing the correlation bar chart to show visits by country, selecting and excluding the .coms, .nets, and .edus, the upper-left bar chart in Insert I.8 shows that Canada and Italy are the two foreign countries that have sent the most visitors. By switching the time dimension to show hits by hour, the lower left graph in Insert I.8 shows that visitors followed a two-hump (or bimodal) daily traffic pattern. Activity is lowest during the early morning hours, peaks around dinnertime, decreases slightly, and peaks again at 2 A.M. This pattern suggests that many visitors are shopping from work in the early afternoons and late into the early morning. Alternatively, the surge of late evening traffic may be foreign shoppers in other time zones. The lower right chart shows a detailed listing of the Abandoners. One important goal for web site traffic analysis is to understand why some shoppers abandon the buying process. Focusing on the Entry_URL and Exit_URL columns, the most common entry points for Abandoners are index.html, head.html, and vnav.html. The most common exit point is cgi-bin/showBasket.html and cgi-in/finit.asp. This
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Analytic Visualization



suggests that customers are abandoning because they do not like what’s in their basket, or perhaps because the Show Basket command executes too slowly, or because the search routine is too complex. Perhaps the interface to remove shopping basket items needs to be simplified. In this section, you have seen several successful snapshot examples of business visualization in use. In each case, the visualizations highlighted key patterns that were essential to the business problem at hand and allowed the analyst to work with new information in terms of how it relates to previously detected patterns.



Summary In this chapter you learned: 1. Points and lines convey meaning in terms of their location whereas numbers, colors, and shapes convey meaning in terms of their form. 2. Points add lines, and colors and shapes represent relationships better than direct values, whereas numbers represent direct values better than relationships. 3. How to analyze the information representation capabilities of different visual forms and connect them with the information representation needs of analytical query results. 4. The part of the decision making process most affected by visualization is the discovery and use of patterns or relationships for classifying new events; creating groupings of events; identifying exceptions, constants, and trends; and forming predictions. 5. How to think in terms of different types of classically occurring patterns such as consistency, periodic and nonperiodic change, and context. 6. When basic business graphics are offered in an interactive environment and combined with the ability to tile images, they can help business users understand many multidimensional business patterns. 7. About some more advanced methods of visualization that are available to represent complex analytical patterns.
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10 Physical Design of Applications



If it were possible to store unlimited amounts of data, and if it were possible to perform any search, external data fetch, or computation in an instant, there would be no need for end-users or administrators of multidimensional information systems to pay any attention to the physical design of their applications. This is because the physical design of a system affects its performance, not the truth of its input or derived data. Of course, no matter how fast the hardware or how many bytes we can cram on a disk, we always seem to come up with applications that require even more data and more calculations that need to run blazingly fast. Memory in all forms, processor speed, and bandwidth will always be relatively scarce, and product vendors and application developers will always have the incentive to create reasonably efficient physical system designs (although many software products and applications are less efficient than their ancestral versions in the 1970s when there were severe system resource constraints). The tricky thing about physical design is that there are myriad system levels that impact physical performance. Although decisions that impact the state of the art at each level (such as the discovery of new materials for making computers or new configurations of L2 cache and CPUs for SMP machines) come from specialists in each field, decisions about which combination from the available choices results in the best total physical design of a decision-support application could all be made by, or fall under the jurisdiction of, one person. For example, the CTO of a well-funded high tech start-up in the process of building its IT infrastructure would be responsible for making (or approving) decisions regarding
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the choice of hardware components (such as processor and memory type because the fastest is not always the best choice), hardware configuration (such as SMP versus MPP for the enterprise servers), operating systems (such as UNIX or Windows 2000), enterprise system architecture (such as client/server versus peer-to-peer), application software (such as Oracle RDB/MDDB versus Microsoft RDB/MDDB or Oracle RDB/ Hyperion MDDB), and application design (such as using a larger number of simpler cubes with more query-time cube joins or using fewer, more complex cubes with fewer query-time cube joins). There are at least seven distinct system levels that affect total system performance: ■■



Materials: Gears (the materials of Babbage’s first difference engine), vacuum tubes, individual transistors, micro transistors etched in silicon, gallium arsenide, upcoming optical computers, quantum computers



■■



Hardware configuration: MPP, SMP, uniprocessor, processor speed, main memory size, L2 cache size, processor width, bus speed, disk speed



■■



Operating systems: Thread management, partition management, file caching



■■



Enterprise system architecture: Network topology, bandwidth, protocols



■■



Application software: Threadedness, disk/RAM based, cache intelligence



■■



Application development: Cube design, sparse dimension combination selections



■■



End use: Formula creation, query load



Typically speaking, by the time the application developer gets to make physical design decisions about the application—such as where to store low-level data, how many derived values to precalculate, and so forth—the company’s enterprise architecture (including network topology and the distribution of source data), the operating system, and the enterprise hardware exist as fixed or reasonably fixed constraints. Given the user requirements and the system constraints, the application developer may then get to select the software vendor whose product can best meet those constraints. I suspect that many of you have been in situations where you were asked to optimize the physical design of the application layer for a decision-support system where the biggest performance impediment was a poorly designed network or inappropriate hardware and/or software. Notwithstanding the limited range of decision making enjoyed by a typical application developer (although the decisions the application developer make can have a huge impact on performance), it is useful to know the spectrum of choices that can, at least in theory, be made to affect physical performance. Therefore, this chapter is organized in terms of how data storage (with associated index methods) and calculations can be distributed for optimum performance. The chapter looks at data distribution within a machine, across machines, across applications, and across partitions. It also looks at calculation distribution across time, across application tiers, and across applications. Within each area, where appropriate, it identifies who, along the decision spectrum, typically gets to make the choices.
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Data Distribution Within Machines Given a query, a data set and application against which the query is posed, and a machine on which the data and application reside, there are basically three places in the machine where the data that satisfies the query can exist: disk, main memory, and L2 cache. Each of these places has a different natural speed of retrieval. Currently, typical disk access speeds are on the order of 10 milliseconds; typical main memory speeds are on the order of 100 megahertz, and L2 cache is on a par with the CPU itself, thus hovering around the gigahertz range. Although we’re used to talking in terms of milliseconds for disk speeds, when you realize that milliseconds are equivalent to kilohertz and tens of milliseconds are equivalent to centihertz (if there is such a term), by far the largest jump in access time is between disk and main memory. The relative time difference to respond to two queries where one can be answered entirely from memory and the other from disk can be as much as 1,000,000 to 1! That’s right; main memory can be 1,000,000 times faster than disk. To be fair, if the disk-resident data is well clustered, a single disk access may retrieve thousands of query-responding data elements and the disk access overhead will be distributed across all the data elements, thus reducing the average time difference between disk and memory access to something on the order of 100 or 1,000 to 1— still a huge difference. Of course, in real-world situations many other components affect total query time, such as screen rendering and network access time whose overheads may be hundreds of times larger than that of any disk access and which can apply to both memory-based and disk-based queries, thus effectively erasing the performance difference between the two mediums. Issues regarding L2 cache, such as its size, its mapping to CPUs (some SMP configurations have multiple CPUs sharing a single L2 cache), and algorithms for deciding what to keep in L2 cache are determined by the hardware manufacturer. If your decision support system is otherwise physically optimized, the testing we have done in our lab suggests that using hardware with more and faster L2 cache (such as Xeon versus non-Xeon processors within Intel’s Pentium family) can improve performance by up to a factor of two. Issues regarding the use of disk versus memory for the storing of data in use are made by the software vendors and by application developers, and are discussed later in this chapter. From the moment data is accessed, manipulated, and persistently stored; some disk, some main memory, and some L2 cache are bound to get used. Thus, all OLAP products use all three forms of memory. Distinctions should be made in terms of relative emphases. All analytical software products (at least all the ones I’m aware of) have some concept of active, live, accessible, or otherwise in-use data that is typically called a model, database, file, or even world. Many OLAP and other analytical software products, especially those where end-users are assumed capable of directly using the software, were designed to operate in main memory, typically on the end-users’ machines.



249



250



Chapter 10



Spreadsheets work this way, as do the client-side versions of several OLAP products such as TM/1 and FreeThink. The only time the disk was accessed was when models were loaded from or saved to disk, or if virtual memory was being used. Assuming you have sufficient memory to hold all your base data and indexes, and plenty of head room for dynamic calculations, a memory-based application will always outperform a disk-based one. If your entire application easily fits in memory and there isn’t too much data, many physical performance issues become less important. There is less of a need to optimize which derivations are precalculated, although you will still notice a lag in response time once the number of cells touched per calculation is in the millions or tens of millions. Thus, even in a RAM-only environment you may still benefit from creating and storing some intermediate aggregations. The lessened need to optimize the design of RAM-resident models means it is easier to build an application, and the reduced need to precalculate aggregates means it is faster to build the model, and the model will consume less disk space because less precalculated aggregates are stored. However, it may be slower to activate the model since all that data will need to be loaded from disk, and the money you saved on disk space will be more than chewed up by the additional money you will need to spend on RAM. Even if you can afford all the memory that money can buy, you simply can’t buy enough memory to store all the data associated with an enterprise-sized OLAP application whose raw data may consist of tens, hundreds, thousands, or even millions of billions of data values that, with indexes, can easily consume several terabytes (or petabytes) of addressable space. Thus, in-memory OLAP applications may be either too expensive or insufficiently scalable to meet your company’s needs. From my experience, the most common reason in-memory OLAP solutions don’t work is because there is simply too much data to manage. Since many applications are based on more data than can fit in memory, those applications need to keep some of the data—typically the vast majority—on disk. Although not constrained by memory, disk-resident applications still need plenty of memory for storing indexes, performing calculations, and keeping a cache of recently used data. Some of the more complex OLAP products allow the data storage and indexing structures to be chosen at the partition level. A single database may use a variety of storage and access methods on disk and in memory. Usually, this choice is transparent to the application and can be easily altered after the application has been built. This enables expert tuners to determine which parts of the application are RAM based, which parts are disk based, and which parts are RDBMS based, or which parts are combinations of all of them. This flexibility may seem attractive (and ceteris paribus, I would always opt for having more rather than less flexibility), but tuning facilities are a double-edged sword: They require effort to use, and it is just as likely that they will be used incorrectly as optimally. The ideal is for the system to provide intelligent defaults and plenty of manual tuning capabilities. This may seem complex enough, but in the real world of computer hardware, the distinction between disk and RAM is often fuzzier than you might expect. Since all disk-based OLAP products use some form of data caching, the astute reader may be wondering what the difference is between an in-memory OLAP product and the cache portion of a disk-resident product. If the cache portion of a disk-resident product performs like an in-memory product, why buy an in-memory product? The former would appear to be a superset of the latter. It turns out that not all caches are created equal.
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Most data caches found in OLAP products are lightly indexed, and read only or incrementally addable to (meaning that a new piece of information can be added to the cache such as a new day’s sales figures, but data in the cache cannot be changed), and even then only for a single user. By contrast, most in-memory OLAP products provide multiuser read/write access and full editing capabilities with edit results appearing for all users.



Within an Application Within a machine and within an application, there are many options for how data is distributed. The two types of options that you need to be aware of are storage and indexing options for the data (as provided for by your tools), and the mapping of any particular schema to a particular set of storage and indexing options (the use you make of your tools). There can be order-of-magnitude performance differences between different choices for both options. Since most OLAP products have only a small number of methods—possibly only one method—for storing and indexing data, when you buy an OLAP product, you are effectively selecting that small number of methods for storage and indexing from the dozens or more commercially available options and the hundreds of methods that have been written about, but never implemented. This is why you will typically be best served by understanding the physical needs of your application before choosing software.



Making Use of Storage and Indexing Options The two major goals of developers of multidimensional database storage and access routines have been fast access and efficient storage of sparse data. As a result, most multidimensional databases store data in sets of small, relatively dense arrays, and indexes into the arrays. For example, given our standard schema of (Geog. 䊟 Time. 䊟 Product.) ~ Sales, Cost



one approach might store collections of time-ordered arrays of sales and costs with existent combinations of stores and products used to define the indexes. The array approach contrasts with the table approach that stores all the data as tables and adds, for access purposes, additional purely indexical information. Since many of the real-world decisions that you are likely to make as an application developer in the area of storage and access methods can be described in terms of tradeoffs between the number and density of stored arrays, and since the choices you make can have a substantial impact on the performance of your application, let’s explore in more detail some of the choices you are likely to encounter. By now, many readers are proficient at thinking in terms of the LC language. I illustrate the difference between the table and array approaches in LC next. The indexed array approach can be represented as follows: ((Time, Store) , Content.p) ~ (Content.(Prod.order).)
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The subexpression on the left ((Time, Store) , Content.p) says to take every combination or tuple of Time and Store for which there exists at least one content or variable, in this case sales or costs. For every one of those combinations, associate an array of contents ordered by product. If there are 10 products and 2 contents, there will be 20 content values composed of 10 2-value pairs with the pairs ordered in terms of some default product ordering. In contrast, the table approach looks like the following: (Row.) ~ (((Time, Store, Prod) , Cont.p) ~ (Cont.)) (Store.) ~< row.store.n (Time.) ~< row.time.n (Prod.) ~< row.prod.n



The top expression describes the fact table and says there exists one row for each Time-Store-product tuple where at least one content has a value. For each of those rows, some value (including perhaps null) is attached for each content. If the existence of any one content means that all the other contents are likely to have a value, then the fact table will be pretty dense. The three minischemas underneath describe each of the dimension indexes into the fact table. Each one says that for each unique value in the dimension there are N nonoverlapping rows where the value of the dimension in the fact table is the same as in the dimension table. Now that you’ve seen the essence of the difference between table and array-based storage approaches, let’s continue drilling down into the options for array storage. Consider the following schema: (Geog. 䊟 Time. 䊟 Product. 䊟 Scenario.) ~ Sales, Cost



What are your choices for storing and accessing this data in array form? What are the trade-offs? Think about it. You have 16 choices for distributing the four dimensions across the outer index and the inner arrays, as shown in Figure 10.1. How do you choose? What are, or should be, the factors guiding your choice? There are basically three types of factors with many, many permutations. Those factors are as follows: ■■



Storage space



■■



Response time



■■



Total cost (dollars spent on the system including human time setting it up and managing it)



Although the ideal solution, as articulated by the wishful thinking department, takes no space, provides instantaneous responses, and is free, reality diverges considerably from this ideal. Nonetheless, these three dimensions govern most data distribution decisions. Assuming you are trying to improve on an existent physical design, you will certainly snag all options that take less space, are faster, and cost less; and you will certainly avoid all options that take more space, are slower, and cost more. Of course,
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Figure 10.1 Storage distribution options.



there aren’t too many options like that. Most options represent trade-offs in these three dimensions. Typically speaking, you are trying to improve some factor while minimizing the degradation to the other factors. Thus, you may be trying to improve storage space efficiency for a minimum loss in response time and cost. Or you may be trying to improve response time for a minimum degradation in storage efficiency or cost. Or you may be trying to improve cost for a minimum degradation in storage efficiency and response time. Figure 10.2 illustrates a typical time/space trade-off for some cost constraint.
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Slower response time



Any further attempts to reduce space result in increasingly slower response time.



AM FL Y



The typical range of time/space tradeoffs where both space and time performance are acceptable.



Any further attempts to reduce response time result in increasingly larger amounts of space used.



Faster response time



Less space
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per data



More space per data



Figure 10.2 A typical time/space trade-off.



The largest issues affecting the choice of how to store data are the patterns of sparsity and the most likely use scenarios. Although the mechanisms differ, a number of disk-based products let you control which dimensions to put in the arrays in what nesting order, and which to put in the indexes. Typically, the arrays all have the same shape. This is why you can avoid storing the dimension values. For example, if there are 100 geographical sites and 100 time periods dimensioning the variables sales and costs, and times are nested within stores, the array itself will only store values for sales and costs. It’s the offset into the array that determines which geog/time combination is referred to. Obviously, this can only happen if all the arrays are dimensioned in exactly the same way. Since every array will have a slot for a sales and costs value for each of the 10,000 geog/time combinations, any missing or inapplicable sales or costs still need to be stored in their appropriate slot, though with a token indicating missing or not applicable. (Strictly speaking, this isn’t true since it is possible to compress most of the emptiness out of the arrays. Compression may slow the operations down or speed them up in some cases, depending on when and how the compression is done.) Since the arrays don’t typically compress out sparse cells (at least when they are decompressed into memory), the ideal physical design defines the arrays so that they are relatively dense. The sparsity is brought out to the indexes because only actual dimensional intersections ever become an index entry. Striving towards dense arrays
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tends to make them smaller and more numerous. Since spatial and response time overhead are associated with accessing each array, the ideal physical design also minimizes the number and increases the size of arrays subject to the first constraint. Clearly, the two ideals are mutually conflicting. Thus, physical design is a problem of constrained optimization that frequently produces a set of equally good, yet differently optimized solutions. In addition to the array size and numerosity issue, there is also an issue of dimension nesting within an array. The ideal physical design will nest dimensions so that the innermost dimensions, which are the ones whose instances are most physically adjacent in storage, are the ones most likely to be accessed at the same time. If a set of 1,000 data values comes from 1,000 adjacent slots in an array, there is a far greater likelihood that all that data will fit on a single disk page and be accessed in a single disk access. On the other hand, if those 1,000 data values were spread out across vast regions of a large array, it could take up to 1,000 disk accesses to retrieve that same data. For example, if the time dimension is the outermost dimension, performing a period-toperiod comparison may require accessing two different pages. Now consider the same schema we looked at previously, but with the following data existence pattern descriptions: ■■



There are 100 stores, 100 times, 1,000 products, 3 scenarios, and 300,000 instances of each sales and cost variable.



■■



Most products are only sold at a few sites for any one time.



■■



Most stores only carry a third of the overall products.



■■



For the products carried by a store, they are sold about half the time.



■■



If there are actual values of sales or costs for a product, there are almost always planned values.



■■



The overall data sparsity is 99 percent.



Incidentally, data existence patterns like the simple one described previously, are something that as an application developer you need to know and frequently need to discover on your own before you can make physical design decisions. Since we know that the data is very sparse, it wouldn’t make any sense to store all the dimensions in one large array because of all the wasted space it would create. Nor would it make any sense to store all the dimensions in the indexes because it would take up a huge amount of index space and because it would create 100,000 data arrays. Since the products sold vary by time for a given store and by store for a given time, there’s no way to define a reasonably dense array using the product dimension, so it probably belongs in the index. If we kept just products in the index and left Geog, Time, and Scenarios in the arrays, we would still have pretty sparse arrays because there would be one array with a full set of Store-Time-Scenario slots for every product that sold at least once—which we assume is every product. So actually, this design wouldn’t compress out any of the sparsity. The same could be said of any design that puts only one dimension in the indexes, so long as each instance of the dimension is used at least once in the data set. Since putting only one dimension in the index didn’t generate any sparsity reduction, how about putting three dimensions in the index? There are four possibilities.
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Two of them, namely Time-Geog-Scenario and Time-Product-Scenario, do not reduce sparsity much. The first combination would only eliminate an intersection if some store sold no product for some time, which is unlikely. The second combination would only eliminate those intersections where a product was never sold in any store under any scenario, which is also unlikely. The other two possibilities, Time-Geog-Product and Scenario-Geog-Product, both significantly reduce sparsity. Time-Geog-Product reduces sparsity wherever a particular product is not sold at a particular time for a particular store. Scenario-Geog-Product reduces sparsity wherever a particular product is never sold. The first of these two will compress out more sparsity than will the second. However, since there are 300,000 instances of each variable and it is assumed that the Scenario dimension is dense against all the others (a pretty realistic assumption), the first option will create 100,000 dense teeny-weeny arraylets that use the Scenario instances to order the slots for sales and costs. Although Scenario-Geog-Product will leave more sparsity in the arrays because about half the arrays will have sales of some product for some store for some time, but not for other times, there will be far fewer arrays—closer to 1,000. If minimizing sparsity is your goal, then the optimal choice would be placing TimeGeog-Product in the index as no two-dimension combination of dimensions in the indexes can possibly reduce more sparsity. However, if you are willing to accept some sparsity, or if your software has good array compression algorithms, or if the benefit of strong sparsity reduction is overcome by the cost of maintaining and of computing with so many arraylets, then your choice may be the second of the three dimension options, namely Scenario-Geog-Product. If that is the case, then there is a two-dimension option that should work even better. Since the Scenario dimension is known to be very dense against all other dimensions, there would be a decrease in the number of arrays without any loss of sparsity reduction by combining the Scenario with the Time dimension in the arrays and leaving the Geog and Product dimensions in the indexes. Thus, out of 16 possible ways of laying out four dimensions, two ways of slightly different characteristics emerge as equal contenders depending on the constraints of the application. Different OLAP products offer different capabilities for designing efficient storage and access methods. For example, Hyperion’s Essbase lets the application developer designate certain dimensions as sparse or dense with the union of the sparse dimensions being used as indexes. Oracle’s Express lets the application developer declare combinations of dimensions as sparse to form indexes into dense arrays, or to merge sparse dimension combinations into a single so-called conjoint dimension, which is then used to dimension other dense arrays. Microsoft’s Analysis Services uses a compressed record-based storage that is more akin to RDBMS storage. Applix’s TM/1 lets the application developer specify the nesting order of dimensions. However, regardless of the specific techniques offered by a vendor and as evidenced by the previous example, you, the application developer, need to know the distribution of data across the various dimensions of your application before you can make informed choices about the best method to organize those dimensions for storage and retrieval. Now that you’ve learned how to think about storing multidimensional data, let’s turn to some of the storage and access methods offered by the vendors.
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Storage and Access Methods Although researchers into and developers of multidimensional databases have created many innovative storage and indexing routines over the years, they are leveraging the same body of principles as any other database researchers and developers. A classic text on database internal methods for both multidimensional and general databases is Readings in Database Systems, 2nd ed.1 What follows is just enough information for you to ■■



Appreciate some of the challenges faced by product developers.



■■



Ask the right questions when talking to vendors.



■■



Select the appropriate type of indexing for your needs, either by selecting the product that offers what you need or by selecting a method within a product that offers more than one.



MULTIDIMENSIONAL INDEXING Multidimensional indexing has been an active area of research for a long time for geographic and spatial systems, for knowledge bases, and for other domains with multiple independent keys. The basic B-tree index has been extended to multiple dimensions with Kd-trees and R-trees, for example. Efficient multidimensional hashing can be implemented using grid files, and BANG files (balanced and nested grid files) form a tree-like hash index. Merging the structures for indexing with computation processes, the hierarchical cube forest structure stores aggregate values in a clustered index (an index structure that contains the actual data as opposed to pointing to the data in a separate table), but also determines a storage/computation trade-off in a fashion similar to that described in “Implementing Data Cubes Efficiently.”2 While these may be implemented in a specialized multidimensional database, they are just indexing techniques similar to those in use in all commercial RDBMSs. They index records in the same way that simple B-trees and one-dimensional hash indexes do already, so they could be applied and accessed through SQL in an RDBMS. Even when records are Z-ordered or Hilbert-numbered, as described next, the clustering is spread out, but not eliminated. In Z-ordering, a single numerical key is synthesized from each dimension’s member key to form a number that assists range searching in a hypercube. Rather than combining the keys one after another, the bits that compose the keys from each dimension are interleaved to form a binary-coded Z-number. Z-numbering tends to cluster records that are near each other in the dimensional spaces that are near each other on the disk, in all dimensions. This technique was first developed to support spatial querying for geographic and image databases. The clustering has the interesting property that no dimension is poorly clustered, and no dimension is ideally clustered either. (Contrast this with one-dimensional arrays, which do a great job of clustering on one dimension, but (continued)
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MULTIDIMENSIONAL INDEXING (continued) provide no clustering on any other dimension). All points within a subcube are found between the corner of the hypercube with the lowest Z-number and the corner with the highest Z-number. With Z-ordering, certain types of multidimensional range queries will get more optimal access than they would with arrays, and no dimension should suffer badly compared with other sortings of records. However, there will be some bias towards the dimension that appears first in the order of interleaving, and some bias away from the last dimension in the order of interleaving.3 Hilbert numbering is conceptually similar and has been proven to more evenly cluster records, but is computationally more intensive to perform. Instead of a Z-number formed from interleaving bits, a Hilbert number represents a step in a fractal walk through the dimensional space. It is called a Hilbert number because the walk is in the form of a Hilbert curve. Hilbert numbering has been part of a considerable body of research and development on multidimensional indexing.4 Another specialized storage and access method that works only when your database has a time dimension, which is nearly always, treats the time series as the fundamental unit to be indexed. (This is akin to putting all the nontime dimensions in the index and storing a collection of compressed time series arrays.) Accrue’s Pilot Decision Support Suite (formerly Pilot’s Analysis Server) for example, understands time as a series and can automatically do time conversions across a variety of different calendar systems. But there is a cost associated with storing time series as entities. It is slower to perform cross-section (that is, cross-array) calculations.



Since disk storage is ultimately two dimensional and memory is ultimately one dimensional, multidimensional products cannot treat different dimensions as physically equivalent, even though from a computational perspective they may be treated as logically equivalent. There will always be some dimensions across which data are more easily retrieved than others. Given a particular set of data elements to be stored, the basic trade-offs are minimizing average seek time versus minimizing worst-case seek time versus minimizing best-case seek time. Storage is more typically optimized for the first two options. Depending on the database, there may be choices to be made about the indexing technique to be used. Most multidimensional databases handle this automatically, but the system designer sometimes has a choice. Table 10.1 is a partial list of the basic multidimensional structures found in commercial OLAP products. This list starts with the most basic multidimensional structures and moves to some of the more unusual, dynamic structures.



Across Machines Many, but certainly not all, OLAP applications are deployed for multiple users to share within a departmental or an enterprise framework. Thus, there are typically a variety of machines existing in some kind of network topology and the OLAP data needs to be appropriately distributed. The issues surrounding the optimal distribution of data



Physical Design of Applications Table 10.1 Commercial Multidimensional Structuring Techniques COMPRESSION BASIC



OR INDEXING



SPEED



SPACE



STRUCTURE



TECHNIQUE



EFFICIENCY



EFFICIENCY



COMMENTS



Array



None



The fastest possible method for read and write, regardless of the number of dimensions.



Suitable for small or dense structures (⬎30 percent density). No overhead for keys or indexes.



Well suited for complex modeling calculations with modest quantities of data. Often used for data temporarily held in RAM.



Array



Empty pages suppressed



Very fast for read, good for write.



Suitable for “clumpy” data on disk. Good for density ⬎10 percent.



A typical mainframe database technique where large pages of data could be moved rapidly between disk and memory.



Array



Strings of repeated values compressed



Slow for read, very slow for write. Unsuitable for random access.



Good for planning data (with many repeated or empty values), less good for actuals.



A good way of handling disk-based dynamic compression with block transfers and unpacking in memory.



Fixed record table



Hashing



Good for read and write with moderate data quantities.



Efficient dynamic sparsity in all but one dimension.



Good dynamic sparsity handling in all but the columns dimension.



Fixed record table



B-tree



Good for read and write.



Good for moderate Good for data quantities. moderately sparse data without too many dimensions.



Fixed record table



Bitmap



Good for read and write.



Good for moderate Good for to large data moderately sparse data with quantities. more dimensions than B-tree.



Fixed record table



Sorted



Good for read, Best with small very bad for numbers of write. Unaffected dimensions. by sparsity.



Good for large, very sparse, read-only data sets. (continued)
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Chapter 10 Table 10.1 Commercial Multidimensional Structuring Techniques (continued) COMPRESSION BASIC



OR INDEXING



SPEED



SPACE



STRUCTURE



TECHNIQUE



EFFICIENCY



EFFICIENCY



COMMENTS



Fixed As used in the record RDBMS table in an RDBMS



Acceptable for occasional read and write. Can be slow for bulk storage.



Effectively no net space used if the data was stored in the RDBMS anyway.



Good for integration with other systems and warehouses, and for using the RDBMS’s data management facilities.



Variable length record structure



Sorted and compressed records



Acceptable read, Excellent data very slow write. compression of randomly sparse data on disk.



An excellent way of storing, but not processing, very sparse data on disk.



Variable length record structure



Sorted records, with only incremental differences stored



Slow to read, completely unsuitable for write; updates must be stored separately and merged occasionally.



A specialized technique for storing mixed data types multidimensionally.



Highly flexible storage of tagged individual cells. Efficient for applications with up to a few million cells.



Adapted from Pendse and Creeth (1995).



across machines for OLAP applications are largely the same as for any other complex application. The major complicating factors that you need to keep in mind when optimizing the distribution of data across machines in OLAP applications is the massive amount of latent data and data reduction operations, the occasional pocket of data expansion operations, the existence of low bandwidth links—especially wireless—and the existence of many remote users who only occasionally connect to a network. Basically, there are three choices for storing data: ■■



Source sites



■■



Use sites



■■



Intermediate sites



The major factors that influence decisions of how best to distribute data across machines are as follows: ■■



Machine functionality



■■



Bandwidth over different links in the network



■■



Machine location(s) of the major sources of data



■■



Machine location(s) of the major queries for data



■■



Locations of firewalls
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Machine Functionality The classic distinction everybody makes is between thick and thin hardware clients. In the old days, the distinction was between mainframe computers and dumb terminals. The thinner the clients, the more data and processing needs to happen on a server. Although thin-client strategies are common in web applications, I find that they inhibit all but the most rudimentary browse queries. One reason for this is that analytical sessions are composed of sets of context-maintaining queries while the HTTP-based query model is stateless. It is also useful to distinguish between degrees of server functionality—especially when deciding whether an OLAP application and its associated data should reside on the same physical machine as a source application, typically relational, or whether the OLAP application should reside on a separate machine. The former case obviously demands a more powerful machine while the latter requires fast transfer rates between machines. The emergence of storage area networks may also have an impact on these decisions.



Bandwidth over Different Links in the Network Clearly, you need to be careful about the transfer speed of the network connections between machines that routinely transfer large amounts of data. Although typical corporate LANs transfer data at 100 mps, the burgeoning number of wireless connections are still 1,000 times slower, and we still haven’t eliminated modem connections from hotel rooms. So, the queries that work fine at the office may fail miserably in a WAN environment. You may want to adopt different data distribution strategies for different network types. For example, you may provide more replicated data for remote clients, assuming they can occasionally plug in to a LAN so that their remote queries require less data transfers. Or you may even reduce the number of cells returned in a query.



The Machine Location(s) of the Major Sources and Uses of Data If your OLAP applications are getting most of their base data from an enterprise warehouse, and if there are multiple departments all using OLAP applications, and there are lots of users, you will probably get better performance by creating departmentspecific OLAP stores or marts. However, if you are using departmental stores, you need to be aware of the amount of data that is likely to be transferred between the enterprise warehouse and the departmental store. You may want to precalculate many derived cells at the departmental level (which you can do during off hours), to avoid having end-user queries trigger requests to the enterprise warehouse that require large data transfers during high-traffic business hours.
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The Location of Firewalls The major impact of firewalls in an enterprise is to define a security layer, limiting access from one side of the firewall to the other. The access control can be simple or sophisticated, and the technical capabilities are advancing quickly. Firewalls help to divide networks into separate security areas, or to bridge two or more separate networks together. As such, they are commonly associated with TCP/IP internetworking and with accessing data across the Internet. Two of the most common uses of a firewall are to prevent one side from initiating certain types of communications with the other, and to allow many devices on one side to access a small range of TCP/IP addresses on the other side. Every OLAP system whose components can communicate over TCP/IP networking is capable of being distributed across the Internet. In practice, the use of firewalls complicates this, as firewalls typically are set up to block external access to all but a few well-known logical ports, whereas the OLAP system was probably attempting to use other, more obscure ports in its native communications in order to avoid conflict with the well-known ones. Many network administrators are reluctant to open ports, even if only to be used by a particular application, for fear that this will open unknown security holes. However, there is most often at least one port open from the outside to the inside, and that is the port that web servers listen to for HTTP traffic (port 80). Accessing data outside a firewall is, for many users and administrators, synonymous with providing web (HTTP) access to the data.



Across Applications (ROLAP and HOLAP) Traditionally, OLAP products have used their own proprietary databases, optimized to suit the particular applications for which the products were intended to be used. Although an organization’s data may be held in SQL tables, the SQL tables are a part of the organization’s analysis-based decision-oriented information processing system and not a part of its operational systems. Thus, even if an OLAP application stores all its data in a relational database, it will be working on a separate copy of the data, not the live transaction database. This allows it to be physically optimized for decision support. In principle, it is not difficult to store multidimensional data in SQL tables; after all, this is often how the data originated. The problem is to provide fast access and flexible multidimensional manipulation. (Recall that we looked at the problems of defining multidimensional aggregations and analyses in Chapter 2.) The most common form of relational storage used for OLAP is commonly referred to as a star schema. (Recall the discussion of star schemas in Chapter 2.) Star schemas and their associated variants (such as snowflake schemas) are essentially methods of optimizing SQL database storage for data access purposes. Rarely are real-world applications constructed out of a single fact table. If there are many variables, it may not be possible to store them all in a single fact table because of column limits in the underlying relational database. It may also be inefficient because the sparsity may differ
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greatly between groups of variables, or all the dimensions might not apply to all the variables; and the data may also come from multiple applications, making updates to a single large table inefficient. Thus, in large applications, it is quite common to partition the fact table between groups of variables based on their sparsity, which dimensions apply to which variables, and where the data comes from. Once the table layout has been designed, the base tables populated, and the summary tables created, the problem of multidimensional manipulation still needs to be resolved. The major impediment, as we saw in Chapter 2, is that standard SQL is not equipped to specify multidimensional operations. The chart from the OLAP Report in Figure 10.3 shows the optimum storage strategy for different application sizes and sparsities. Of course, the scales are only approximate guides and will depend on the hardware being used. Applications and products can be mapped into this space and the degree to which an application fits a product’s capacity and style can be checked. Products that allow multiple or hybrid structures cover more of the area and some might cover the whole surface, although other factors (not least, price) may still make them unsuitable for some applications. The area of the chart in which memory-based applications are the best fit is based on the reckoning that a memory-based system will always outperform (and provide more dynamic calculations than) a disk-based system whenever it can hold everything in real RAM. However for very dense examples, disk-based products are nearly as good, but require less RAM and are therefore cheaper. Conversely, for very, very sparse applications, a hybrid solution of memory plus disk and/or RDBMS is probably best. This is because very sparse data typically has a higher overhead for indexes and pointers, as the sparsity is driven by high dimensionality, so there are simply more pointers. Even if held in memory, the available RAM capacity is consumed faster.
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Figure 10.3 Optimum storage architecture across applications.
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The area of the chart in which proprietary disk-based systems are recommended reflects their ability to handle medium to large quantities of data most efficiently. For fairly large, but very sparse data or very, very large databases, a RDBMS storage strategy may be the only feasible option, possibly boosted by memory and MDB-based storage of some of the most frequently used information. Even if it is desired that most data be kept in RDBMS storage, some memory-based structures are desirable for good performance. The option to keep some data in a proprietary structure allows intermediate or temporary results to be held within the OLAP application with better access performance than would be possible with the RDBMS alone, and also allows more application control over data structures that do not need to be shared with other applications. It is not a bad idea to map any proposed early application into the chart, just to check that you understand it and how it relates to OLAP. Note that the log scales used on both axes make the memory area look somewhat larger than reality and the other two areas are somewhat compressed; however, this is not misleading because there are far more small than large OLAP applications. The horizontal axis shows the number of real base data cells stored, not the theoretical number that could be stored or those that are calculated from the base data. The position of the scale will depend on the amount of RAM available, so the scale should be regarded as an approximate guide, not a precise measure.
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Some OLAP products that are designed to handle larger quantities of data have implemented techniques to manage the data by dividing storage into partitions. Each partition provides a separate storage area for a subset of the data. In addition, most RDBMSs have the ability to logically partition tables into two or more separate storage areas. This can provide a number of benefits for querying, loading data, and maintaining the database. Ideally, partitioning is a purely physical feature that can be driven by the logic of the overall model, but otherwise does not impact the logic. Partitions may be defined based on data load patterns, how data is accessed in frequent queries, or how different calculations are carried out in different regions of a larger schema. OLAP servers differ in their support for what can be partitioned and the degree to which the partitioning affects the model design. The benefit of being able to partition the model is the capability to concentrate information that is likely to be used together into physical regions on disk (and memory and CPU when partitions are distributed across machines). If data can be loaded into only one partition out of a database, the total disk activity may be less and the efficiency of disk activity may be higher. If a query only retrieves data from one partition, then the number of bytes read from disk to locate and ultimately retrieve the data may be less.



Calculation Distributions Although there are many ways to distribute the storage of data, the choices are all spatial. In contrast, calculations can be distributed across space and across time.
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Temporal The bottom line question you need to answer is which, if any, derivations do you calculate in advance of any particular query and which, if any, do you calculate only in response to a user’s query? The fact that there can be thousands of times as much derivable data as input data is a strong disincentive against blindly precalculating everything. The fact that single queries for high-level aggregates may derive from billions of input data cells is a strong disincentive against calculating everything at query time. Thus, the majority of OLAP applications perform best when you precalculate some, but not all, derivations. As far as precalculation is concerned, there are a few choices of event-based times. The earliest time you can calculate is at load time. Many applications offer the choice of performing aggregations at load time. Typically, load-time aggregating is good for bulk, simple aggregations where the dependency trees for the calculations match those of the dimensions. (Please see Chapter 7 for the description of dependency versus referential dimension trees.) Batch update-based precalculation is a variant of load time. Frequently, large applications are updated in a batch process on either a daily or weekly basis during a fixed update window. Unless the organization maintains shadow cubes, which is necessary for 24/7 (3⫹ continent) operations, cube browsing will be unavailable during the update window, so the more calculations are performed at update time, the longer the downtime will be. User update-based precalculation is much closer to request time, but not quite the same. Whenever users are entering data for planning and simulation purposes, small updates to the data may translate into many updates to derived values. Whole enterprise planning scenarios can be driven by a few numbers. The impacted derivations haven’t been queried for yet, so calculating them is a form of precalculation. Finally, calculations can be made when the user requests them. The user may not know that a particular value, such as Eastern region total margins in dollars, hasn’t yet been calculated. The user simply has to request it. The request then triggers the calculation. Optimizing the management of aggregate tables in an SQL database is an area of active research. Aggregate tables take up storage space, and reduce the time it takes to return aggregated results to a query. Given some knowledge of how big the base and aggregate tables are, a judicious compromise between storage and computation can be made. The ideal location of this knowledge would be in the SQL optimizer itself, but



SAMPLING An alternative to speeding up queries by calculating a derivation in advance is to calculate a sample-based aggregation at request time. For some users, a result that is nearly exact will be good enough, especially given a high enough speedup. Sample-based aggregates are supported in some RDBMSs and some OLAP tools. Unfortunately, multidimensional sample-based aggregates are more difficult to calculate than one might think.5
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this would require either extending SQL to describe the relationships between the aggregated views and the base table, or overhauling the internal catalog and optimizer to automatically recognize these relationships. However, this knowledge is also useful to products that know the structure held in the tables and generate their own SQL. The paper “Implementing Data Cubes Efficiently” by Harinarayan, Rajaraman, and Ullman6 was an important description of research results for optimization techniques. Other temporal considerations include the following: ■■



How often data needs to be updated, and whether this is in large batches or individual cells. (Batch updates are simple because only a single task has to be run and all the updates can be merged in at once, and any database restructuring can occur at the same time; individual cell updates are much more complex because they need fast random write access, even to hitherto empty cells, which not all tools can support.)



■■



How often the database dimensions change. (This will affect the extent to which the dimensions are made data driven.)



Across Applications and Utilities In addition to being able to distribute calculations over time, in a typical decision support architecture you also need to decide which applications you are going to use for certain calculations. Relative to an OLAP application, the basic issues are deciding which calculations, if any, are to be performed on your source database, which are to be performed in any data transformation software, and which, if any, are to be performed on a supplementary analytic tool. The source database may be relational, or a mainframe database, or a real-time process historian. Frequently, data is aggregated and other simple calculations are performed during the process of transforming the data between systems in an ETL (extract, transform, and load) step. The OLAP tools provide varying degrees of computational ability, but more advanced analytical calculations may require the services of a statistical package or other specialized system.



Using the RDB If SQL Group By operations are to be used to generate derived values, it is most efficient not to mix multiple levels of consolidation together in a table. This means that for each combination of hierarchical level in each dimension that is deemed to be worth precalculating, a separate summary table will be needed. However, these in turn are likely to be partitioned on the same lines as the base tables, so the potential number of precalculated summary tables can rise very rapidly. The largest applications can include thousands of summary tables. These need to be kept in line with the data and comprehensively revised if, for example, product structures change.



Calculations in ETL Packages Some ETL packages can perform aggregations and simple calculations on data as the data is moved from source to target. Simple row-wise calculations (multiplying two
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fields, or converting a NULL to a zero if some condition is true) are readily performed. They may also provide light aggregation of data as well—for example, collapsing a set of similar transaction lines to a single line representing all the units of a single product. Special-purpose sorting packages, frequently used as part of the overall ETL process, can sometimes also produce larger-scale aggregates as well. These packages are typically not considered ETL products in and of themselves, but can be critical to the overall process of getting data loaded and indexed for analysis.



Client Application versus Server Calculations The client application a user sits down to may in fact add even more layers of software on top of whatever OLAP server and client components already exist. For example, some systems use a spreadsheet interface to OLAP client components that in turn access relational or MD servers. Additional calculations may be embedded in spreadsheet formulas to act on retrieved analytical results. Alternatively, custom C⫹⫹ or Java code may perform further manipulations of data in other client interfaces. Such additional calculations are usually performed either for user convenience (the user knows spreadsheet formulas, but lacks the knowledge to alter the queries that filled the spreadsheet in the first place), or because the underlying OLAP system lacks the technical ability to perform the calculation in a timely fashion.



Common Configurations So far in this chapter, you’ve seen a variety of ways and some of the decision heuristics for distributing data and calculations in an attempt to optimize, or at least satisfice7 the physical design of your application. In this last section, you will see some of the most common application distribution configurations I’ve seen adopted by organizations who’ve implemented OLAP solutions. From a wide brush stroke perspective, they differ as a function of whether they are departmental or enterprise solutions, whether they are purely multidimensional or mixed-multidimensional relational, whether they are thick-client or web-browser based, and whether they are internal or cross the firewall.



Departmental: Relational Data Mart with a Multidimensional Client Many corporations have relationally based departmental data marts to which they have given end-users data access through OLAP query tools. Although the query tools differ as a function of whether they reside purely on the client or whether a part of the query tool is server resident, the tools typically create single user query result caches, which means that the more end-users there are, the more server memory is needed to store each of the user’s query results. Products will differ as a function of whether some or all of that cache is client resident and whether the cache is incrementally modifiable.
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Since the source data is relational and since there is no significant multidimensional processing done on the server, this type of configuration does not lend itself to sophisticated client calculations beyond those whose required data is small enough that it can be efficiently sent across the network to the client. There will typically be 5 to 30 users in 1 to 3 job functions that need to access reports swiftly to assist their managers. There is likely only one server involved for the data mart, which will usually be dedicated to running the RDBMS. In a smaller situation, the RDBMS may be used for other applications besides the data mart. Each user will have his or her own client computer to access the data. The multidimensional client software can be based on the client tier or based on the server and accessed through a web interface. In the event of clienttier multidimensional software, end-user computers are likely to be slightly more powerful than the standard computer (or at least have more RAM) owing to the client-side multidimensional processing. By far, the most frequent type of derivation is summation. Some number of differences and ratios will also be used. Simpler dimensional referencing is common along the Time dimension, for example, to perform period-to-period comparisons.



Departmental: Multidimensional Server and Client Many OLAP solutions, especially in the financial sector or function, replaced or complemented what were previously spreadsheet-based applications with source data coming directly from users as with budgeting and planning, or with source data coming from financial transaction systems. In these situations, the solution configuration typically contains a multidimensional departmental server connected to a set of multidimensional clients. Whether the client and server tiers are serviced by a single multitier product or by two products communicating through an API (which is typically public, though not necessarily published), the multidimensional server typically provides robust dimensional structuring and calculations. It is usually possible for end-users to specify calculations on the client that are executed on the server with the appropriate result set (or a cursor into a server-resident query result cache) funneled back to the client. This type of configuration is especially useful when end-users actually need to perform sophisticated analyses, and not just view and drill down on previously created result sets. The number of users will still be in the range of 5 to 35. The reporting needs will be similar to that of other departments, except that when financial reporting is involved there tends to be less of a need for user interaction and more of a need to lay reports out in a complex and precise fashion owing to management needs. The calculations performed in a departmental solution with a multidimensional server are typically more involved than those performed with a multidimensional client to a relational data source. More types of dimensional referencing are provided and used—for example, many flavors of allocations, cumulative and rolling sums, and averages.
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Enterprise: Relational Warehouse, Multidimensional Midtier Server, and Multidimensional Client As more and more corporations have deployed enterprise data warehouses and as many corporations have deployed some form of departmental OLAP solutions, it is also common to see multidimensional clients connecting to multidimensional servers acting as midtier intermediaries. An enterprise analytical system may have from 100 to 5,000 users in this type of architecture. The users will be spread across a spectrum of job responsibilities and divisional areas, including finance, marketing, production, distribution, customer relations, and more. Each department of the organization will have a user profile and application needs similar to the departmental scenarios described earlier. In addition, senior management will likely have a simplified interface to a set of indicators drawn from all areas of the organization and a set of more advanced analysts in one or more of the departments. The relational warehouse may be in one or several large servers, most likely high-end UNIX boxes. There are likely to be several multidimensional midtier servers, still likely to be on midsized servers that may be running UNIX or a Windows NT derivative. The multidimensional servers draw data from one or more of the RDBMS warehouse servers as needed. Each end-user has his or her own client computer, a higher-end PC. While the warehouse can be very large, the specialized OLAP application systems are usually directed at strategic subsets of interest in the different functional and departmental areas. The data warehouse itself performs some of the OLAP functionality. For example, summary tables are maintained, frequently by a package that specializes in sorting and aggregation (as opposed to by SQL SELECT queries). The warehouse itself is fed by an ETL system that lightly aggregates records together as transactions are retrieved from source systems. As with the other configurations, the majority of calculations are aggregations, along with a number of differences and ratios. Traditional statistics and nonparametric statistics are likely performed on separate application servers, as the capabilities of the database servers are likely reserved for the relational and OLAP systems.



Enterprise: Relational Warehouse, Multidimensional Midtier Server, Web Server, and Multidimensional Thin Client The situation of an enterprise warehouse and multidimensional midtier server(s) with web servers and thin multidimensional clients is largely similar to the preceding enterprise warehouse scenario. The very same multidimensional servers may be involved in supporting both cases. Extending the system with a web server and thin-client software enables a set of additional users and usage scenarios. It facilitates the use of the warehouse to internal users at remote locations, such as in hotel rooms. Portal applications become possible
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as well. Suppliers and customers can access analytics to assist them in supply chain decisions. Some organizations have also created or shifted to providing analytical portals as their primary business. From the point of view of physical distribution of the software, the thin-client approach is more compelling in an enterprise than in a single department. Software upgrades are localized to a smaller set of servers rather than a large number of desktops. Thin-client software is not always as robust as client-side software, though, and there is additional latency and consumption of server and network resources in producing and transmitting the HTML, XML, and image files as necessary to web browsers. (Note that when components or Java applets are activated on the client side, the client cannot really be considered thin anymore. Web deployment can still require clients as thick as any other.)



Summary In this chapter, you saw how data storage, with associated index methods, and calculations can be distributed for optimum performance. You were exposed, by way of example, to the reasoning associated with selecting some storage form over another for a particular data set, and you learned that you need to know something about the data’s sparsity before you can make appropriate storage decisions. The chapter also explained how data can and ought to be distributed within a machine, across machines, across applications, and across partitions. You learned how calculations should be distributed across time, across application tiers, and across applications. Finally, you were exposed to a variety of common physical configurations.
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All our faculties can never carry us farther than barely to observe that particular objects are constantly conjoined together and that the mind is carried by customary transition from the appearance of one to the belief of the other. DAV I D H U M E



CHAPTER



11 Practical Steps for Designing and Implementing OLAP Models



There are many tasks associated with the design and implementation of a multidimensional information system. At a high level, they can be summed up as problem definition, tool selection, and solution implementation. In an idealized world, tool selection should follow problem definition because, as we saw in Chapter 10, tools are generally optimized for particular uses. Some tools, for example, ■■



Work exclusively as a client or server



■■



Need to load all data into main memory



■■



Assume that persistent data is stored in an SQL database



■■



Have built-in knowledge of time, accounting, or currencies



■■



Assume that certain dimensions—such as time, location, and/or products—are present



■■



Have less functionality, but are simpler to use within their intended domain



■■



Are harder to use, but are more general in their applicability



In reality, however, tool selection may precede a full understanding of the problem and be a function of many things that have nothing to do with the logical or physical aspects of that problem, including tool price, the geographical representation of the vendor, the friendliness of the salesperson, the size and reputation of the vendor, the quality of the vendor’s collateral, and the existence of vendor champions within the organization. Thus, your tool selection process may affect how you design and implement your Online Analytical Processing (OLAP) model.
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Regardless of the factors that influenced tool selection, regardless of whether you are building a model for yourself or others, and regardless of whether you are rapidly prototyping a solution or designing a logical model prior to implementation, you still need to go through the distinct steps of defining cubes, dimensions, hierarchies, members, formulas, and data links. Let us call these model-building steps. While it is true that there are substantial differences between tools in terms of the way you think through and perform these steps, the way the steps are chunked, and the order in which they are performed, you still need to pass through the same basic steps. This chapter describes and explains the practical steps associated with designing and implementing OLAP models. It is written more as a guide than as a methodology. As such, it is not meant to generate any of the partisan fervor typified by proponents of methodologies such as De Marco, Yourdon, Martin, Rumbaugh, Booch, ShlaerMellor, and so on. The guidelines should serve you regardless of the tools you are using or the type of multidimensional system you are implementing. So, for whom are these guidelines written? These guidelines are written for the designer and implementer of the OLAP model. They make no assumption about the relationship between the designer/implementer and the end-user(s). In other words, you may be designing a model to be used by others, or you may be designing a model for yourself. In either case, you need to design and implement it, and should define the core of the model before defining any ad hoc additions. The guidelines also make no assumptions about whether tool selection has or has not yet occurred. While on average, it may be that tool selection has already occurred and you are now ready to design and implement an actual solution (which may not be your first), you may want to first define your problem space and then specify the requirements that the tool you select needs to fulfill. The guidelines are more detailed about the attributes of a well-constructed model than the order in which a model is constructed. As you will see, there are multiple starting points and sequences for building models, and different tools encourage you to build models in different orders as well. Only the specifics of a situation can serve to identify which starting point makes the most sense in that situation. In general, you want to begin where you are most confident of what is or what needs to be done and work out from there. For example, it might be that you are most confident of the data sources, but you are not yet sure of all the purposes people will use them for. This would result in a more bottom-up, data-to-function modeling approach. It might be that you know the types of calculations that need to be performed, but are less confident of the data sources to feed those computations. This is more of a top-down, function-to-data approach. You may have invested in datawarehousing and want to explore the valueadd to your end-users of defining an OLAP layer on top of your relational star schemas. You may be coming from a spreadsheet environment where you have been performing some calculations and have some data, but want to generalize the calculations for model extensibility. What is critical is that you design a properly connected structure. In this sense, there is no right or wrong starting point. Rather, there are right and wrong connections. (Software model construction enjoys a relative freedom of sequencing in comparison to physical model construction where you cannot, for example, build a skyscraper from the top down.)
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Practical Steps for Designing and Implementing OLAP Models



Nevertheless, this chapter needs to be in some order. To correspond with what is typically the easiest way to learn about an OLAP solution, this guideline chapter is presented in an essentially top-down fashion, starting with cubes and ending with formulas that attach to members. The guidelines take you through the major steps of designing and, to a much lesser degree, implementing a multidimensional information system. At a high level those steps include the following: ■■



Understanding the current and ideal data flow



■■



Defining cubes



■■



Defining dimensions, members, and links



■■



Defining dimension levels and/or hierarchies



■■



Defining aggregations and other formulas



Physical issues are addressed, whenever relevant, together with logical issues.1 The reason implementation issues are only slightly addressed is because many of them are extremely tool specific. Finally, these guidelines are presented as a series of descriptions as follows: ■■



Things that typically occur



■■



Things you need to do and watch out for



■■



Rules of thumb for making certain decisions



■■



Questions that you should ask either yourself or those for whom you are designing the system



User Requirements Understand the Current Situation Regardless of how you go about designing a model, you first need to understand the problem situation for which you are attempting to provide a solution, in terms of what is actually going on and in terms of what ought to be going on.2 As you saw in the last section, there are logical and physical aspects to what is going on. You need to be aware of both. From a tool perspective, there could be any number of different initial situations, such as ■■



A bunch of analysts accessing the same worksheets or many separate partially redundant worksheets



■■



A data warehouse database or several linked databases from which analytical data is directly accessed or perhaps staged in a data mart



■■



Several legacy databases running operational programs from which extracts are taken through the use of homegrown routines
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Only an SQL database serving as data warehouse with a bunch of SQL report writing tools on the client side, probably with a large supporting IT shop



Regardless of the specific tools being used, you need to learn about the user’s schemas and any schemas relevant to the source data. You also need to gain an understanding of relevant business rules such as rules about performance thresholds, data access, or the event-based distribution of information. The rules might be encoded or in the minds of key personnel. As a solution provider, you need to talk with all the persons who have something to do with the system that existed at the time you arrived on the scene, as well as everyone who has a part in the system you are going to design and implement. These may include power end-users, casual end-users, data entry operators, system administrators, persons responsible for the data sources, and management. You will need to discover not only what people are currently doing, but also what they would like to be doing. As you learn about the situation, you will identify problems and loosely classify them according to whether they have more to do with the availability of data, needed derivations, or representation forms (in which case they are more logical), or whether they have more to do with speed of access, amount of storage required, maximum number of concurrent users, operating system problems, network jams, or where the data is coming from (in which case they are more physical). If you are the kind of person who was brought in to put out fires or stop hemorrhaging (pick your metaphor), there’s typically an immediately apparent problem such as wrong budget totals or multihour response time for what should be multisecond queries. In these cases, you can jump over the problem definition and go straight to solution design.



Useful Questions to Ask In any real situation, there is a dynamic that will exist between you and those for whom you are trying to build a solution (assuming those are different people). That dynamic will largely determine the degree to which you can ask questions of your choosing or insist that the eventual solution consumers respond to your questions once asked. This is especially true when the person(s) you are questioning or interviewing is a client of yours or closer to your CEO than you. Also, once you are in a dialogue, information may be forthcoming in an unpredictable manner. A question about the number of users may trigger a response about slow response times, difficulties logging on, or weaknesses in data integrity. Since problems tend to occupy peoples’ minds, it is not uncommon for interviewees to jump right into their problems while you’re still trying to understand the context. You may only get a chance to learn about the context, or actual situation, after the fact. Thus, the following questions about the actual situation, problems, and constraints on a solution should be taken as rough guidelines that highlight the types of information you eventually need to have, rather than a recipe that needs to be followed in a particular order.
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Questions about the Actual Situation 1. With what frequency do which types of users use the system? (Questions 1.1 through 1.7 pertain to each type of user.) 1.1 How many users are there for each type? 1.2 What kinds of dialogue does each type of user have with the system? 1.3 How much data does each type of user examine during a typical session? 1.4 How much data travels across the network in response to typical queries for each type of user? 1.5 What are the categories of information typically browsed by each type of user? 1.6 What kind of end-user tools are being used to browse and analyze the data? 1.7 How many distinct views are needed per type of end-user? 2. Overall, how much data is input to the system? 3. How many distinct data sources are there? 3.1 For each source, what is its schema? 3.2 How much data is there? 3.3 At what rate are the links refreshed? 3.4 What integration and refinement issues were involved with the source data? 4. What ad hoc computations are typically performed on the server? 5. What computations are preperformed on the server? 6. What computations are typically performed on the client? 7. What machines, operating systems, and network configuration(s) are used? At this point, you should be able to draw or fill in a sources and uses diagram like the one shown in Figure 11.1. It is a convenient way to picture important information. The sources and uses diagram represents what is important for sources and end-users. It shows what kinds of data enter the system and who is using the data. It is, in effect, a simple logical model capable of summarily portraying the current situation.



Questions about Problems You need to gain an understanding of problems that users are experiencing. As stated elsewhere, although it is useful to chunk problems into the two rough categories of logical and physical, be aware that many specific problems will have a mixture of logical and physical components. An easy way to cull out the most physical problems is to ask yourself if the problem would go away if only there were an infinite amount of infinitely fast hardware of infinite bandwidth. If the answer is yes, the problem is largely physical; if the answer is no, the problem is largely logical.



277



278



Chapter 11



Sources



Users



2 Sources



2 user (types) U1 = Marketing analyst



S1 = Sales data M204 MVS IBM



S2 = Marketing data Oracle 7.3 Unix Dell



1 million rows 32 columns Numeric Daily



OLAP data



100,000 rows 128 columns Numeric Weekly



Excel Windows '95 Compaq 586



daily report 30 #s wkly report 200 #s wkly browsing 100,000 #s



daily report 25 #s wkly report 500 #s wkly browsing 100,000 #s



U2 = Regional manager Forest & Trees Approach NT



Figure 11.1 A sources and uses diagram.



Logical Problems For each of the following questions to which your respondents answer yes, there exists a logical or physical problem: ■■



Is it hard to define certain multidimensional calculations such as profitability by product, market, and time? If so, how are they currently defined?



■■



Is it hard to drill down from summaries to underlying details?



■■



Is it hard to change views once they are created?



■■



Are users stuck with hard-to-interpret names?



■■



Is a lot of end-user intelligence required to operate the application programs?



■■



Are the graphics lacking?



■■



Are reports filled with zeros?



■■



Is there any inconsistent data?



■■



Does text need to be, without currently being able to be, associated with data?



Physical Problems ■■



Is end-user data access fast enough? How fast does it need to be?



■■



Can end-users generate queries without too much IT support?



■■



Is there enough hardware and software capacity at the server and client ends?
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Is a lot of client or server processing required for what seem like simple queries?



■■



Is there a lot of network traffic in response to client queries?



■■



Does the system support an adequate number of users for read/write operations?



Information about Constraints Some of the relevant information you need in order to propose a solution may be expressed by participants in the form of constraints on a solution. For example, the users for whom you are working to provide a solution may not think of their operating system as a problem, but if they want to use an OLAP tool that needs to run on NT while the relevant database source is running on UNIX, then the OS could be a problem. A typical solution might include the following types of physical system constraints: ■■



Type of large-scale machine: SMP or MPP



■■



Type of end-user machines: uni processor or dual processor



■■



Operating system: Windows 2000 or Solaris



■■



Network topology: client server or peer-to-peer



■■



Other software that needs to interact with the solution: GIS, statistics packages or Visualization



■■



Number of system users: tens, hundreds, thousands, and so on



■■



Data set sizes on the server: gigabytes, terabytes, and so on



■■



Application refresh rates: every minute, hour, day, or week



■■



Valid data types (numeric and non-numeric)



Requirements Documentation If you have passed through the previous stages and can answer most or all of the questioned contained therein, you have learned what the situation looks like at the source and for the end-users. You have learned about logical and physical problems with the current state of affairs, and you have learned about various constraints on a solution. You are ready now to learn about and suggest the user requirements that need to be met. All application projects should have some form of user requirements documentation. User requirements, or simply requirements, represent a description of what any model must do in terms of logical or physical capabilities in order to successfully solve the identified problems. There are as many different kinds of requirements as there are applications.
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Any measurable attribute of an application, such as the following, can be a part of the user requirements: ■■



The identification of data sources



■■



The number of end-users given concurrent access



■■



The specific calculations or views supported



■■



The speed of calculation



■■



The specific algorithms used for data encryption



■■



The data transfer rate over a network



User requirements are an indispensable tool for communication between users, developers, and managers whether that communication takes place before, during, or after development. The only way to resolve disputes over the degree to which some developer(s) did or did not build the agreed-upon application to some agreed-upon set of characteristics is to have mutually agreed-upon documentation (that is, the user requirements) defining those characteristics. For medium to large organizations and medium to large projects, user requirements may take months to create. Lots of politics may be involved. There are likely to be several iterations. A final document can easily be over 100 pages. Since any and every aspect of a multidimensional model can be included in a requirements document and since user views and specifications of data sources typically are included, it is tempting to say that user requirements and solution design are one and the same. However, this would be incorrect. As detailed as they might be, it is always possible, and typically probable, that in order to meet all the user requirements, some unanticipated model structures not otherwise mentioned in the requirements documentation—this can be any combination of dimensions, cubes, variables, or data sources—will be required. Since user requirements documentation is not specific to OLAP solutions and the items covered in a requirements document are also covered in a model design, and since the purpose of this chapter is to teach you how to build solutions, I have not included any specific examples of requirements documentation here.



Solution Design Logical Model Definition3 Given an understanding of the current situation, known problems, user requirements, and constraints on a solution, how do you define a multidimensional model to meet the user requirements within the given constraints and solve all known problems? Is there a specific order to the steps for defining a multidimensional model? Are there certain things that must be specified? From the 100,000-foot perspective, you need to define your model in terms of one or more cubes such that data sources (or links to data sources) and derived data outputs (or user views) are represented within the cubes, and all derived data are definable in
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Stores Sales variables



Product Scenario Time 1



1
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5



10 100



Stores Cost variables
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Product Scenario 1



Time 1



1 500 10 100



5



10 100



10,000
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Compute overall levels of this dimension Input at the connected levels Figure 11.2 Multidimensional type structure (MTS) represents data transformations.



terms of input data. This ensures that it is possible to generate the data outputs from the data sources. Figure 11.2 shows a version of the multidimensional data structures presented in Chapter 3, which are used here to represent data transformations. The vertical line segments still represent dimensions, but this time each segment represents a granularity level rather than an individual member. The connected points represent the specific granularity levels where the data entered the cube. The arrows represent the direction of calculation. For example, in the top panel, sales data can be seen entering the base level of the cube and aggregating upwards. While in the lower panel, cost data can be seen entering the top levels of store and product and the lowest level of time, and can be seen being allocated down stores and products but aggregated up in time. So how do you define such cubes? There are a variety of steps that can be followed in a variety of orders. Figure 11.3 summarizes the main items that need to be defined, how often each item needs to be defined, and the order in which each item type should be and is typically defined as a function of the design environment (OLAP software versus some documenting repository) and for each design environment, the particular starting point. There are three different kinds of starting points per environment. The sequences in Figure 11.3 should not be taken as absolute. Rather, they are rough examples of real differences in sequencing that frequently occur on at least the first pass through model creation. Since the entire process is iterative (requirements understanding, solution design, and implementation), the differences between the starting points may fade after the first iteration. Nevertheless, I think it is useful to realize why
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Items defined



Per application



Environment OLAP software



Repository/design



Working from data In an In a RDB spread with a sheet star schema



Working Topdown / from a bottom model up



User-back / source forward



Cubes: source and/or use



3



4



1



1



1, 4 /3, 4



Per cube



Dimensions



2



3



3



1



1, 4 /3, 4



Per dimension



Dimension members and hierarchies



2



2



1



4
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Per cube



Variables



4



3



1



1



1, 4 /3, 4



Per cube



Aggregations



5



5, 7



3



2



1, 4 /3, 4



Per cube



Other derivations



6



7, 5



2



3
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Links



2



6



4



4



3 /2



Per application



Source data



1



1



4



4



2 /1



Figure 11.3 A sample variety of sequences for defining an OLAP model.



N OT E For those sequences defined in OLAP software, the earliest point at which the cubes(s) could be processed is indicated by the bold font used for the sequence number.



there are different starting points and perhaps, most importantly to understand that it is possible and useful—and unfortunately not common practice—to create a design document prior to and alongside any tool-specific model implementation. Since the rise of datawarehousing beginning in the early 1990s, the most common sequence for defining OLAP solutions has been working directly in OLAP software from data in a relational database (RDB) with a star schema. There, most typically, data is identified in one or more fact and associated dimension tables. Then working from within an OLAP environment, the warehouse data is linked into an OLAP model where links are created between dimension tables and OLAP cube dimension definitions. This linking usually defines most of the dimensional hierarchies as well. In many
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products, one would process the dimensions at this point and create a product-specific internal and persistent representation of the dimensions and hierarchies. The dimensions are combined into cubes. The cubes may also be instantiated by the software. Then variables are defined with default aggregation routines in place. At this point, the cubes’ data can be processed, which is to say the links can be activated and data can be brought into the cubes and aggregated. Finally, while working from within the OLAP environment, additional derivations may be defined and calculated. The next most common sequencing is working with OLAP software from data in a spreadsheet. This frequently occurs in financial applications where the current state is defined by small groups of users struggling to share worksheets for a common application. The main difference between working from an RDB-based star schema and working from spreadsheets is that star schemas, because they are already regularized, map cleanly to OLAP cubes. (Of course, the more complicated the star schema, the more complicated the cube structure.) In contrast, spreadsheet models can be (and often are) arbitrarily irregular. Thus, when working from spreadsheets, one typically needs to spend time analyzing the worksheets looking for sets of row and column names that could be OLAP dimensions. Once these are found, variables are picked out of the cell values and combined with sets of dimensions—typically but not necessarily all present along with the cell values—to form cubes of variables. Then, typically, aggregations are defined within the OLAP environment, links to the worksheets are created, data is read in, and further derivations are defined. Alternatively, the derivations are defined before the links are created and the aggregations are created afterward. Although it occurs in scientific research, working from models prior to data is uncommon in the business world with the possible exception of demo creation where models are built first followed by the loading in of some data that is typically disguised and expanded to fill the needs of the demo. Currently, it is not common practice for organizations to create a repository for their OLAP designs independent of the software environment within which the design is implemented. OLAP solutions are still being built like spreadsheet solutions. This is unfortunate because implemented models (aka applications) of any reasonable degree of complexity are usually not self-explanatory. Typically, there isn’t even a full script of the application in the software. Rather, key design decisions are reflected in disjoint outline structures, dialogue boxes, radio buttons, and other mouse clicks. Once the application is built, any disputes about derivations or other functionality may be difficult to resolve because the requirements were insufficiently specified. Then, after a few years have gone by and everyone who built the original models has moved on, anyone subsequently charged with altering the model may be in for an unpleasant foray into application archeology. The good thing about design repositories is that the basic technology for creating and maintaining them is available in word processors, charting tools, and simple databases. Given all the energy that goes into developing and then fixing analytical applications, I believe that full model design documentation should be a requirement for projects of any reasonable degree of complexity—if only to maintain clarity of communication between developers, users, and management. In this respect, there are two basic types of path directions: top down or bottom up, and user back or source forward. Of course, they may be combined. A design may proceed top down for a bit, then
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proceed from the user back, then drill down a bit more, then incorporate source information, then go bottom up, and so on. Since the purpose of this section is to make sure you can think through the various issues surrounding the design of an OLAP solution, since I openly advocate the use of design documentation as a part of the solutions process, and since the top-down approach is frequently the easiest one to understand for communication purposes, I use it to organize this section.



HIGH- AND LOW-LEVEL LOGICAL MODELS



AM FL Y



A logical multidimensional model spans several levels of abstraction that, if you are coming from the relational world, might be thought of as different things. A high-level logical model represents the essential elements of the model as understood by its users. For example, a typical entity relationship diagram represents a high-level logical model outlining the basic entities, attributes, and relationships in a model. This is illustrated in Figure 11.4. A low-level logical model contains sufficient detail to design a physical model. For example, the set of normalized relations shown in Figure 11.5 contains all the logical elements of the model. Every key and nonkey attribute as well as every datum or data point is represented in this low-level logical model.



TE



284



makes



company



vehicles



defines comes_in



mfg_price is_part_of



allocates



models



set_for sales_ territory



dealer



sets sold_as



has



is_in



dealer_price model_unit



located_at



covered_by



concludes



sold_at address



dealership sales_tx



sales_visit



prospect



makes



works_for manages



contacts employee



works_at



is_a



creates task



assigned_to works_on



work_history



Note: Due to space constraints, only the tables corresponding to the shaded boxes are attached.



Figure 11.4 A typical entity relationship model.
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dealer dealer_no integer4 1



dealer_name varchar(30) versailles ford



number_of_dealerships integer 2



address_no integer4 1



civic_address varchar(30) 123 street 1



city vhar(30) city1



zip char(10) 123



address_no integer4 1



dealership_name name varchar(30)



address state char(3) CA



country tel fax char10 char12 char12 USA 111.213.3333 111.1112222



dealership dealership_no dealer_no integer4 integer4 1 1 dealer_price dealer_no integer4 1



price_class_no start_date integer4 date 1 1/1/19



end_date date 1/1/40



price money $2,000



vehicle_no integer4 1



company_no integer4 1



vehicle_line_name varchar(30) Cadilac



launch_date date 1/1/89



vehicle_no integer4 1



model_no integer4 1



model_name varchar(30) DeVille



model_options varchar(30) OptionPack111



person_no integer4 1



SSN Lname varchar(10) char(30 111-1111-111 Antonuk



Fname char(30) Ferengi



Gender char M



person_no integer4 1



dealership_no employee_no integer4 integer4 1 1



manager_no integer4 1



hire_date date 1/1/90



vehicles



models



person Age integer 35



employee



Figure 11.5 A low-level schema. Whereas entity relationship models and table schemas are typically considered to be different models, the high- and low-level logical views that they define are all a part of any one logical multidimensional model. In the multidimensional world, cubes, dimensions, and hierarchies form the high-level, user-oriented picture of the model. Members, their relationships, and formulas paint the low-level logical picture. Furthermore, typical relational schemas whether high- or low-level do not depict the data transformations that take place. In contrast, a multidimensional model more explicitly represents the entire data transformation process.



Cubes and Dimensions The first thing you need to design is the logical cube and dimension structure for the model. Even if you are using a hypercube product, which may force you to put all data that needs to interact in a single physical cube, it is useful to see the logical cube structure
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of your data. The benefit to seeing the logical structure is that it reveals more about the representation, transformation, and viewing of data than any physical structure. Although one can talk about designing cube structures without mentioning variables and although OLAP tools let you create dimension structures and connect them to form cubes absent of any information about the variables, since the purpose of the dimensions (or types used as locators) is to individuate the values of the variables, you need to think about the variables in order to properly identify the dimensions. Variables (or types used as contents) are what get represented, stored, accessed, manipulated, and otherwise vary according to some set of dimensions. The way to proceed is to identify the variables or types of things tracked, measured, or otherwise calculated, and group them according to the locator dimensions by which they vary. For example, while keeping things to single domain models, with a sales application, the variables might include sales, costs, and units sold, while the dimensions might be time, market, and product. With a financial application, the variables might include account balance and credit rating, while the dimensions might be account number, branch number, account type, and time. With a budget planning application, the variables might include projected revenues, head count, overhead, and allocated expenses, while the dimensions might be organizational unit, time, and scenario. If you are talking to users, they should be able to tell you what the basic contents are and how they vary. If you are looking at data sources in a table form consisting of key columns and attribute columns, look for the nonkey attributes as indicative of the variables and look for the keys as indicative of the dimensions. If all the data seems to be in one column, which would likely be called a data or value column, then look for one of the columns (generally immediately to the left of the value column) to be a variables dimension consisting of names of variables.4 If your starting point includes base tables, you can pull some, if not all, the basic dimensions from the base tables using links. (Recall from Chapter 8 that there may be dimensional information that is table wide and thus not captured in any table.) For example, if you are given a table with stores, time, product, sales, and costs, you would most likely define stores, times, and products as dimensions, and define sales and costs as members of a variables dimension. The only differences between the types of tools are whether you define stores, time, and products as dimensions in an OLAP system or as lookup table dimensions with an SQL database, and whether costs and sales are members of a variables dimension or are treated as individual variables to be dimensioned by stores, time, and product. Either way, they mean the same thing. Some OLAP products even build the cube for you once you have the source data in table form. That table form may vary between vendors, but will generally be either type zero or type one. Sometimes a base table holds the leaf-level data and some other tables hold hierarchy information so the source tables get connected to the leaf level of the dimensions as defined in the hierarchy tables. If there are multiple tables, look at them and ask yourself whether the facts in each table belong with each other. Is there some key, like time, place, or scenario, that is implicit in one table but explicit in the other? Are the key columns between the tables related to each other in a way that it would make sense to have them combined into a single cube? Does one table deal with the Northwest while another table describes the
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South? If there are multiple tables and you cannot figure out how to merge their key structures, and the data between the two tables cannot be brought into a common set of dimensions, chances are the tables should be modeled as separate cubes. To be sure, you should perform the density test that was introduced in Chapter 5. If your source data is in spreadsheets, think about how the dimensions are expressed in the spreadsheets. Are there pages or worksheets, or distinct areas within a worksheet? The values that identify each page, sheet, or file may form a dimension. For example, each page may represent a separate store. Spreadsheets need not be so regular, however. A single worksheet may contain multiple axes, levels of granularity, and even cubes worth of data. See the PDF appendix “Building an OLAP Solution from Spreadsheets” on the companion Web site. Building an OLAP solution is like building a bridge connecting two sides of a gorge. One side has user requirements in the form of use cubes; the other side has data sources in the form of source cubes. The model is the bridge connecting the two sides. When working on what is clearly a multicube model where there may be multiple source cubes, multiple intermediate cubes, and multiple end-user cubes, I nearly always start with one of two endpoints: sources or uses. It reduces the chance for error. Recall from Chapter 6 that when there are multiple cubes, those cubes need to be joined along identically structured common dimensions for any kind of cross-cube analysis. Sometimes, especially if the OLAP work follows a datawarehousing program, the common dimensions used for joining different cubes will be or have been identically structured, in which case they are typically called conformed. But what do you do when those common dimensions are not identically structured? I prefer to model all variables that share the same dimensions—even when they do not share the same cells—as a part of the same cube. This kind of logical reduction reduces the number of cubes in my model. (Some multicube models that employ five or ten physical cubes can be logically represented as one or two cubes. In these cases, the physical cubes come closer to representing physical partitions than information content differences.) Assuming one can create derivations of the different variables that map them to the same locations within the cube, it highlights the fact that data residing in the same cube can be meaningfully compared. (This is why the schemas shown throughout the application section of this book are written in a staggered fashion with contents that vary in a subset of the schemas’ total set of dimensions—but are applicable to all the dimensions—shown indented and below those contents that vary in all the dimensions.) For example, consider modeling a data set consisting of international sales data and macroeconomic information. Imagine that the sales data is collected at the store level every week, while the macroeconomic information is collected at the national level every month. Depending on the multidimensional tool you were using, you may wind up creating a different cube for each data set. But logically speaking, when designing a model, I would always find it simpler to define them as a part of the same cube. Furthermore, being in the same cube, it is easy to see how I can compare the sales data with the macroeconomic data by aggregating my store and week level sales data to the country by month level and then meaningfully compare changes in national level sales with changes in macroeconomic indicators.
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Although data may belong in the same logical cube, performance considerations such as refresh requirements, cube-necessitated network transfers, or data set sizes, combined with the fact that a memory-based tool may force you to load an entire model into memory, may dictate keeping the data in separate physical cubes. You also need to be aware of what are called attributes. Recall from Chapters 5 and 7 that an attribute is just a content that varies mostly—but not entirely—as a function of the members of one dimension. They are usually found in lookup tables associated with, or as a part of, dimension tables. Most applications make heavy use of attributes. OLAP tools differ significantly in their support for attributes. (See the guideline questions in Chapter 18.) In a retail model where stores, time, product, and variables are dimensions, there will be many facts about the members of each of the dimensions. With stores, for example, the facts might include square footage, rent, address, manager names, phone number, and so on. Logically speaking, these variables or facts belong at the all-product-by-store-by-sometime level of the cube. They belong at the store level because facts like address vary from store to store. They belong at the allproduct level because the address of a store is independent of the products carried by the store, but they belong at the sometime or not-totally-specified time level because the facts can change over time. Addresses change, managers change, rents change, and square footage can change, and you may want to keep a history of the values. Depending on how tightly integrated your OLAP solution is to a backend data warehouse, you may simply leverage the warehouse attribute tables, you may want to create separate attribute cubes, you may load the attributes as constants (but be prepared to convert them to yearly or quarterly variables as they change), or if tracking the changes are important, you may want to maintain them in a time-stamped attribute table. The thing to keep in mind is that given a set of dimensions cross-joined in a schema, contents may and frequently do vary by any combination of the dimensions (as with fourth normal form relations and what are called M to N relations in the datawarehousing world (see Chapter 16). So make sure you are open to seeing contents vary by any combination of dimensions. If, after that, you see that there are large numbers of contents that, for the purposes of the model you are building, effectively only vary in one dimension, and you like the term attribute, then by all means use it. At the end of this step, you should be able to identify all the cubes that define the model and all the dimensions that make up each cube. Figure 11.6 illustrates what a cube structure may look like. Notice, this is a high-level logical view of a model. It shows the number of variables, the number of locator dimensions, and the approximate number of members in each dimension. It does not show any information about the number of levels per dimension or any information about data flows. Figure 11.7 shows the same high-level information for a multicube model. Before moving onto the next step, you should also create a dynamic image of the proposed solution. In addition to knowing the cube-defining collections of dimensions and variables, you also need to have an understanding of the data flows between the cubes and a rough idea of the amount of data each cube represents. Figure 11.8 shows the same kind of high-level information displayed in Figure 11.7, plus information about flows, sparsity, and data set sizes. The view in Figure 11.8 shows that exchange rate information from the exchange cube is used to calculate derived values in the pur-
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Figure 11.6 A high-level view of your model.
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Figure 11.7 A high-level MTS view of a multicube.



chases cube (presumably converting input local prices to derived dollar prices) and that information from the recipe cube is used to determine how much inventory is required to meet given amounts of production. The figure shows purchases flow into inventory, which flow into production, and that the amount of data held in the exchange and recipe cubes is smaller than for the other three.



Refining the Number of Dimensions Whether you defined your cubes based on existing data sources or whether you defined them based on what you think you want to model, you should spend some time reviewing the dimensional choices you made before proceeding to solidify them
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Figure 11.8 A high-level MTS view of a multicube with data flows and data set sizes.



with hierarchies and members. The main way you modify the dimensional structure of a cube is by adding and subtracting dimensions. If one or more cubes are very sparse and the dimensional combinations that produce the sparsity are nominal, and if the tool you are working with does not provide automatic support for sparsity management, you may want to combine two or more dimensions whose intersections are not everywhere meaningful into a single dimension composed exclusively of valid intersections and a higher cardinality than either of the two original dimensions. The benefit of combining dimensions is to eliminate meaningless values and lower the growth of derived data in the cube. The main downside of combining dimensions is the loss of efficiency when dealing with changes that occur in a single dimension (such as needing to make multiple formula entries in a dimension where one entry would have sufficed if the dimensions would have been broken out). The two main reasons for adding dimensions are ■■



To take into account some factor that was previously unaccounted for, such as time or place



■■



To represent co-factors present in a single list of elements with separate dimensions that can vary independently of one another



As for unaccounted-for information, your source data may come from multiple tables where each table represents a different time or place. In such cases, the time or place of the data may be implicit to the data and thus not explicitly included in any fields associated with the table (other than, perhaps, the table name). There is no real downside to taking this information into account. If you didn’t, you would not be able to put it into a single cube.
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Regarding co-factors, you might have a table whose attribute columns are labeled actual direct sales, actual indirect sales, actual salaries, actual material costs, actual other costs, planned direct sales, planned indirect sales, planned salaries, planned material costs, and planned other costs. All your sales and cost information is either actual, planned, or a calculated variance. Every actual and planned value is for a sales value or a cost value. Sales and costs, which can be thought of as members of an accounts dimension, are thus co-factors along with actuals and plans, which can be thought of as members of a scenario dimension. By representing this information in terms of the two dimensions accounts and scenario, it is easier to define formulaic relationships that pertain to accounts or scenarios and it is easier to visually represent accounts and scenarios along separate axes on a display screen. If the number of original members is very large, say, one million, and if the number of members in each of the two created dimensions is roughly equivalent, then the number of members in each of the two new dimensions will be approximately equal to the square root of the number of original dimension members. In other words, one dimension with 1,000,000 members could be represented by two dimensions with 1,000 members per dimension.



When Dimensions Change over Time There is a Buddhist saying that the only thing constant is change. The real question for each dimension is, What is the rate of change? At one extreme, some dimensions may not change during their lifetime in a single model, especially if that model is a single server-based application of short duration. But for models that evolve with the users, change in at least one dimension is certain. The most dramatic changes usually occur with product dimensions, organization dimensions, employee dimensions, and marketing geography dimensions. For example, products are added and subtracted, product lines are reorganized, employees come and go, and corporations change their reporting hierarchies. There is no one right way to model these changes. You can keep multiple copies of dimensions and build separate cubes for each dimensional version. You can keep a single dimension in a single cube that represents the union of each dimension version. You can also keep explicit dimension versions in a single cube. The second and third options require direct support from a product. The first you could implement with most any product. The datawarehousing world has long dealt with changing dimensions. Ralph Kimball wrote about various methods for tracking these changes.5 An OLAP application that works with changing dimensions whose definition resides in external tables, typically data-warehouse-based, needs to refresh its dimension structures from those tables. However, you still need to decide how the OLAP application is going to handle comparisons that involve the dimensions in two or more states. For example, if the changing dimension in question is a product dimension and you want to perform any kind of time-based analysis, you need to decide how to deal with the fact that some products that existed for the early time periods were discontinued and some products that didn’t exist during the early time periods were subsequently introduced. Clearly, there will be some kinds of questions that are meaningless given the changing dimension. For example, any query for a growth rate in sales over the time period in
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question for a product that did not exist for the entire time period will be meaningless. (It violates the application range of the sales variable.) Although queries about specific products may be meaningless, a way to make use of the sales information about all the products that did not exist for the full length of time is to abstract the individual products that do not exist for the full time range into groups that do, and then perform intertemporal comparisons on the groups. Thus, for example, while specific women’s shoes may have been introduced and discontinued over time, the category women’s shoes remained stable. Queries about the growth rate of women’s shoes are perfectly meaningful even though the specific shoes that comprise the category have changed.



Links Assuming that you can identify the source data, that the source data corresponds to the leaf level of the model, and that there are no references to higher levels of aggregation in the source tables, it is useful to give the links from the cube to the data source a trial run at this stage.



N OT E If your source tables have aggregation levels defined in them or if some of the source data represents aggregate information, you will need to have defined these levels in the cube prior to linking, or you will need to use a tool capable of defining levels through the linking process. The good thing about bringing in some or all of the data at this stage is that it gives you the ability to test the dimensionality of the model you have created before you have defined a lot of other structures that might all have to be revised in the event that the dimensionality of the model needs to be changed. Since the data is there, it also lets you define and test variable formulas. With most of the hierarchies not yet present, there should be no danger of a time- and storage-consuming database explosion complicating the picture. The more you are sure of the hierarchies that need to be created in each dimension as well as of the dimensions themselves, the less difference it makes whether you define the links and bring in data before or after defining the hierarchies.



Dimension Hierarchies As you saw in Chapter 5, dimensions may, but do not necessarily, have a hierarchical structure. For example, products, time, and place usually have hierarchical structures. Scenario typically does not have a hierarchical structure. The question remains: What kind of hierarchical structure do the dimensions have? Again, as you saw in Chapter 5, most hierarchies have more of a ragged or leveled nature. Most tools have either a ragged or leveled bias. If you are working from hierarchical source tables, the types of dimension hierarchies may already be given to you. If you are working from data tables and there are levels in the tables, they will be found as the names of columns in the base data tables or in lookup or dimension tables associated with the base tables. Any levels that were used in the situation as you found it have to be accounted for somewhere in the sys-
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tem. It also may be the case that users want you to implement levels that were not a part of their base data. If this is so, you need to learn the parent/child relationships that define each level. For an initial pass, it will suffice to know the dimension to which a level applies and its relative hierarchical position. In other words, region as a geographical level may be defined as in between cities and states. If your source tables are ragged, look for specific parent-child tables to use to define the dimension hierarchy. If you know that hierarchies need to exist in the OLAP model that do not exist in the source tables, ask yourself what those hierarchies are based on. Frequently, they are based on attribute groupings such as price, color, size, or weight for a product dimension. They may also be based on business requirements not yet electronically encoded as, for example, with a marketing analyst’s new way of grouping competitors or channels. At the end of this second stage, you will still have a high-level logical model, but it will contain more detail relative to the end of the first stage. Think of the process as similar to increasing the magnification on a microscope that is focused on an onion skin. Starting from a relatively high level where many cells are in view, as the magnification is increased, at first everything blurs, but then a new, more detailed view of the interior of a cell comes into focus. There are fixed levels of detail at which interesting structures appear. The same is true with a dimensional model.



Multiple Hierarchies When the instances of a dimension need to be aggregated by different groupings, you need to create multiple hierarchies. Most tools allow for multiple aggregation paths. The grouping principle for each path should be identified and the hierarchies named. (Even in a dimension with a single hierarchy, the principle should be identified.) For example, products may be grouped by generalizations of product type, by classifications of size or color, by demographic groups they are targeted to, and so forth.6 Attributes associated with the members will provide clues to useful hierarchies. Tools vary substantially in their support for multiple hierarchies. Since tools may support different types of hierarchy structures depending on the type of dimension, identifying the aggregation paths needed will help to form the strategy later on for expressing the structure and computations. Some tools require the designation of one of the hierarchy paths as the consolidation path; other paths can exist to organize members, but do not play the same role in computing aggregations. When forming the hierarchies, depending on a tool’s structuring capabilities, you may need to decide whether to create multiple root members to define the hierarchies. For example, you may consider the typical grouping of products by levels of generalization of product type to be the primary aggregation path of interest, and may be interested in aggregating up to an all-product member. In the same dimension, you could have other aggregation paths that group products by the demographic group for which they are designed by pricing or size categories, for example. If all leaf members feed into the product-by-price-category path, then an all-product-by-price-category member will generate an aggregation redundant with the all-product-by-type member’s. However, the highest-level by-price-category members will appear in the model to each be a separate path, practically indistinct from the highest-level by-size-category path members as well.
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Deciding between Multiple Levels in a Dimension and Multiple Dimensions



AM FL Y



Imagine a data table whose columns consisted of products, stores, and product groups. Clearly, you would keep products and stores as separate dimensions. But would you do the same with product groups? What would make you decide? Generally, you want to examine the cardinality relationship between the members of the columns, in this case, product groups and products. The more that relationship is M to N, the more it makes sense to treat product groups as a separate dimension. In contrast, the more their relationship is 1 to N, the more it makes more sense to treat product groups as a separate level of the products dimension. Cardinality relationships, like dimensionality, are sometimes in the eye of the beholder. Look at the following data set, shown in Table 11.1, for an imaginary company that produces six products belonging to three categories. At first, it may seem that a 1-N relationship exists between product categories and products, specifically that there are two products for every one product category, and thus that product categories belong as a level within an overall product dimension. But notice that there is the same number of products within each product category. Instead of thinking of each product as an individual with a unique name, you could think of each product as a relatively numbered member of a product category. This is shown in Table 11.2.
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Table 11.1 Products and Product Categories PRODUCT



PRODUCT CATEGORY



Triglets



Foobars



Spiglets



Foobars



Derbots



Doobars



Berbots



Doobars



Crumpets



Goobars



Flumpets



Goobars



Table 11.2 Relative Numbering of Products PRODUCT



PRODUCT CATEGORY



1



Foobars



2



Foobars



1



Doobars



2



Doobars



1



Goobars



2



Goobars



Team-Fly®
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Table 11.3 Products and Categories as Separate Dimensions CATEGORY FOOBARS PRODUCT



DOOBARS



GOOBARS



1 2



By re-representing the products as relatively numbered within each category, we have converted a 1-N relationship between product categories and products into an M-N relationship. As an M-N relationship, products and product categories could be represented as two separate dimensions (see Table 11.3). The thing to watch out for is whether the lower-level members—in this case, individual products—can be beneficially represented as relatively enumerated items within a higher-level grouping. To answer yes, there should be some similarity between products that have the same relative enumeration per category. Perhaps products are organized within each category by price or margin, so that it makes sense to talk about products 1 or 2 in general. Also, if adding a product 3 at a later time would mean adding a product 3 to each product category, then products and categories make better candidates for separate dimensions. One of the potential benefits (assuming you answered yes to the previous question) of splitting up levels into separate dimensions is the ability to represent them on separate axes of a display screen. In other words, most OLAP tools are not able to display two levels of one model dimension in two dimensions on a computer screen. You also need to ensure that there are roughly the same number of relatively enumerated items in each higher-level grouping; otherwise, you will generate a lot of meaningless intersections. Time is an example of a dimension whose levels are frequently represented as separate dimensions, especially weeks and months where weeks are cast as the first, second, third, and fourth week of the month.



Disconnected Hierarchies So far, the dimensions we have looked at in this book have either been loose collections of elements, such as those found in a variables dimension, or they have been composed of one or more hierarchies. The implicit assumption with hierarchical dimensions that contain multiple hierarchies is that the hierarchies are connected through at least some of the members. You should be aware that this need not be the case. A single product dimension with a hierarchical structure sometimes splits into two or more disconnected hierarchies. This could be the result of a product reorganization where, for some period of time, a new product division did not feed into the main product root. It could also be the result of a mistake; perhaps an intermediate product category was inadvertently deleted. In either event, a situation would be produced where the root member of the dimension did not connect to all the leaf nodes in the dimension. This may not be apparent with large dimensions. So when you are working with large dimensions, you
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need to verify that either all the leaf members do indeed connect to the root member or that the dimension contains an intentionally disconnected hierarchy.



When a Dependent Member Is a Parent versus a Peer How should you represent a dependent member, such as a total cost that depends on a variety of particular costs? Should you represent it as a parent of the individual costs or as a sibling to the individual costs? Does it make any difference? Most of the time with dimensions like time, products, geography, and employees, you define levels within a dimension and portray dependent members as relative parents within a hierarchy. The biggest single reason why it is worth the effort to define hierarchies is because they funnel the masses of individual members into the higher-level categories that we think about for decision making. In a product dimension with 30,000 individual products, 100 product categories, and 10 brands, it is easier and more natural to think about and define rules for the 100 product categories and 10 brands that are the basis for most of our decision making than to think about and define rules that explicitly consider the 30,000 individual products. When there are not too many members in the dimension, you will have more flexibility if you represent them. This commonly occurs in variables and scenario dimensions. For example, some OLAP products make it difficult to have data enter at a nonleaf level. If you have some data that is not normally provided at the most detailed level or you need to enter estimates by hand for some of the dependent members for which you do not yet have data, it would be easier if the member was a leaf-member rather than a nonleaf member. Also, it may be easier to compute members without needing to override built-in aggregation formulas if the members are all peers. Figure 11.9 shows a simple variables dimension in two forms. Figure 11.9a shows all the members as peers and Figure 11.9b shows the dependent members as parents.



a. All members as peers dir costs



ind costs



tot costs



dir sales



ind sales



tot sales



Easier when: more irregular edits, more complicated formulas, fewer of them.



b. Dependent members as parents margins tot costs dir costs



ind costs



total sales dir sales



ind sales



Easier when: more regular edits, simpler formulas, more of them. Figure 11.9 Showing dependents as parents or as peers.
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Dimension Members If you want to think of a dividing line between higher- and lower-level multidimensional models, a good place to imagine that line is at the boundary between hierarchies and individual members. In a dimension like products or customers, there may be five or ten levels or generations, while there may be thousands or even millions of baselevel members. A diagram of all 2,000,000 customers serves no practical purpose, certainly not as an abstraction. There are too many members. A useful model needs to be a scaled-down version of the real thing, not a replica. It may be useful to list a representative sample of the members of a dimension to make sure that there is no confusion, or it may be useful to define a test model with a sample list of members. But when it comes to working with all the members in a dimension with many members, the best you can do is assure yourself that the member list is sufficiently clean. If it is a customer list, for example, you want to be confident that the same customers are not listed multiple times. As discussed in Chapter 1, data (or in this case what some would call meta data) cleansing is a part of the warehousing process. To reiterate, the techniques presented in this book on multidimensional systems assume that the base data exists and is of good quality. In a typical large model, no more than one or two dimensions have such high cardinality. This means that most cubes have one or more low-cardinality dimensions. Scenario and market dimensions are generally of low enough cardinality that it is useful to enumerate all of their members. For example, there may only be ten markets into which a particular group of products is sold or there may only be four scenarios for the purposes of budgeting. In addition to distinguishing between low- and high-cardinality dimensions, it is useful to keep the variables dimension separate from all the others—assuming you are using a tool that purports to treat all dimensions generically and keeps the names of contents or variables in a variables (or more properly variables name) dimension. Remember, the members of the variables dimension, whether there are 5 or 500, will have most of the nonsummation formulas in the cube. They are, after all, the things whose values you are tracking in the model. Even if there are 500, as with a large chart of accounts, whoever is using that information will need to be aware of each of the 500 accounts. Variables usually need to be dealt with on an individual basis. Looking over the base tables, there are two basic ways (as shown in Chapter 8) that the dimension member information can be represented: embedded within data tables, in which case the dimensional information will be represented by column headings in a level-based way, or free standing in parent-child tables. The cells defined by the intersections of dimension members times the number of variables per cell will be at least as numerous as the number of base data points to enter the system. In cases where the source data represents transactions such as actual products sold, the number of data points brought in to a model may only be a small percentage of the total number of cells in the model. The cube in this situation would be called sparse.



Relationships between Members For each of the dimensions in the cube you are designing, how do the members relate to each other? Assume you are working with a stores dimension. What is the relationship
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between stores? Are they simply enumerated members in a list, or is there some additional information that serves to differentiate them? The reason you would want to capture this information is for the purpose of pattern searches, extrapolations, and other analyses. (Recall the distinctions made in Chapter 5 between nominal, ordinal, and cardinal orderings and the analysis distinctions in Appendix D for Chapter 11.) For example, if you know how your sales have changed by month for the past three years, you could make a projection for the next month based on past experience. This is because time intervals are cardinally ordered. You can define a formula that says sales , timex+1 = (sales , timex)+ (projected change in sales , timex)



You could not define such a formula for a dimension where the members were just nominally ordered elements of a list. Nor could you explore correlations between variables unless your identifier dimensions were cardinally ordered.



Changing Names of Members Sometimes dimension members have coded names, like SKU codes, in the source tables that end-users do not want to be forced to work with. You should verify for all the dimensions whether the member names need to be given aliases for the benefit of end-users. If you feel it is necessary, you should make sure that aliases are supported by whatever OLAP tool you invest in and check to see what the impact is of changing names on your existing model structures. For example, with some products, you would need to manually change all formulas that depend on members whose names have changed. In such cases, you want to define your aliases as early in the model design process as possible.



The Decision Context The previous steps have led to a dimensional structure for your data. The task of defining formulas remains. Before launching into them, you may want to step back for a minute and ask yourself, perhaps more thoroughly than you have before, the following questions: What is the purpose of the model you are building? What kinds of formulas are you defining to achieve that purpose? Are you trying to construct a picture of what is going on in your company or organization? Are you trying to analyze certain events such as the decrease in market share of your product in order to discover what may have been the cause? Are you trying to predict how sales, costs, and margins are going to evolve over the next twelve months? Are you, perhaps, trying to come up with policy recommendations? Recall the discussion in Chapter 1 of the four stages of decision functions: descriptive, explanatory, predictive, and prescriptive. Although OLAP tools were seen to focus on derived descriptions, your application needs may require additional decision functions. Assuming a single domain model, you would build all decision functions within a single cube. The movement from descriptive formulas to prescriptive formulas represents a series of incremental increases in analytical complexity within the same cube. Prescriptive formulas rely on inferential or predictive formulas that rely on explanatory formulas that rely on descriptive formulas. There is no way to build a predictive for-
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mula that does not contain, implicitly or explicitly, an explanatory formula and a descriptive formula. All formulas may share the same cube-defined dimensional structure. Of course, if you are working with a multidomain model, there may be many cubes in general, and your decision functions may be spread across all of them.



Formulas A major factor that affects the analyses you will need to create is whether you are the end-user or whether you are defining a system for end-users to perform their own analyses. If you are preparing a system to be used by others, your goal should be to create an environment that facilitates analysis. If you are the end-user, you will still want to perform your ad hoc analysis on top of more basic, preparatory analysis. Either way, you need to perform basic aggregations and analysis. A key component of multidimensional modeling is the definition of formulas or derivations, especially aggregation formulas. A formula can be as simple as the sum of two numbers of a single variable organized according to a single dimension or as complex as a multicube system of chained, conditionally weighted equations. For most applications, the majority of formulas are basic sums and averages. Figure 11.10 shows an MTS view of simple aggregation formulas across three hierarchical dimensions for data entering at the leaf level. There is no a priori calculation order for models. As you saw in Chapter 7, you need to know what you are trying to calculate in order to determine precedence order on a formula-by-formula basis. Thus, although you will typically perform aggregations before other types of calculations, and they are presented first in the text that follows, there are so many exceptions to this ordering. I wouldn’t even call it a rule of thumb. Be careful, however, if you know that you need to perform leaf-level derivations prior to aggregating. Not all products support leaf-level calculations.



Aggregation Formulas When creating a logical model, you need to identify all the dimensions that are principally used for aggregation. With the exception of scenarios (and variables if using a
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Figure 11.10 Showing aggregation dimension formulas in the MTS.
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variables dimension), most dimensions, such as products, customers, time, geography, and departments, are hierarchical and responsible for generating simple aggregations. A typical aggregation definition that you might find or have occasion to define in an OLAP tool for the dimension products might state that all products sum into their parents. Recalling that derivation is an attribute of data and not of members, you should realize that this actually means that all data (in the absence of overriding formulas) sums across products. Since OLAP models can become quite complex, I recommend incrementally verifying them (and if need be, debugging them). Toward that end, I suggest that you test out the basic aggregation functions before putting in the fancier stuff. A good way to do this is to compute aggregates along dimensions for which the aggregation function is a pure and simple function, like sum, for variables (that is, members of the variables dimension) that have no attached formula.



Basic Variables and Other Nonaggregation Formulas Once you have assured yourself that the basic aggregation functions are working, it is time to add any further formulas that are a part of the core model. The core model in this sense means any data that ■■



Most users will want to look at



■■



Is most frequently queried



■■



Is a part of your first deliverable



■■



Might feed further analysis



Typically, such formulas are found in the variables (dimension) as ratios, products, and differences. They can also occur in the time dimension where it is not unusual to see interperiod ratios. Unless your formulas are complex within single dimensions, you may not want to test them on a dimension-by-dimension basis except for verifying that the syntax is correct and that they say what you think they are supposed to say. Of course, it is possible to run aground anywhere, but it is more likely that if problems are going to arise, they will arise when formulas in one dimension intersect with formulas in another dimension (as discussed in the section on formula precedence in Chapter 7).



Functions Attached to Dimensions versus Functions in Rules/Scripts The decision to attach functions to the members of a dimension as opposed to in a separate calculation rule or script is related to the product that you use, but exists for all products. If the computation you want to express is summation, then the choice is likely arbitrary since all products support summation in the hierarchies and could be
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driven by performance considerations. If the computation is a ratio or involves several terms with different operators, it may not be possible to express this in the dimension structure as opposed to a script.



Qualified Referencing of Data As you are writing formulas, be aware of all the hierarchically qualified references. For example, the formula Margin ⫽ Sales ⫺ Cost in a two-dimensional cube whose other dimension is geographical involves nonhierarchical references. At the store level, store margins are calculated in terms of store sales and costs; at the city level, they use city sales and costs. You should also keep in mind when you are making relative hierarchical references—as is the case with the term parent—and when you are making absolute hierarchical references—as is the case with any named level such as cities or brands. Consider the formula Contribution ⫽ Sales/ (Sales, Geog.parent). At the store level, in a hierarchy where cities follow stores, this formula calculates the ratio of one store’s sales to all the sales made in the city. Conceptually, it is straightforward, but unless you’ve been writing OLAP applications before, it is easy to introduce a mistake. There may be cases in an asymmetric hierarchy where stores connect to cities in some places, but to states or regions in others. If what you want to calculate at the store level is the contribution of the store to the city, then you will get the wrong answer for stores that connect directly to states. (The correct answer would be the number one as opposed to the fraction of state or regional sales accounted for by the store.) In such a case, you would want to either add a city node to your geography hierarchy or define a conditional formula for contribution.



Calculation Precedence Recall from Chapter 7 that the need to decide calculation precedence arises whenever the formulas that originated in different dimensions produce different results as a function of the order in which they are applied. The common case is a summation formula in one dimension intersecting with a ratio formula in another dimension. The sum of a set of ratios is not equal to the ratio of a set of sums. It is easy to make mistakes here. On the positive side, when mistakes are made, numbers are usually thrown off by a large factor and are therefore easy to spot as erroneous when performing a manual check. You should initially look for incorrect results in a trial calculation by reviewing aggregates whose values you can associate with a particular range. For example, an average employee age may need to fit between 18 and 65. A value of 2,500 would signal an aggregation error. The most common error is due to incorrect precedence. Frequently, a variable that needed to be averaged got summed. As described in Chapter 7, there are many operational combinations such as summing and dividing where the operational precedence makes a difference. Unlike the testing of simple aggregations where the aggregation function is given by the formula attached to the aggregation dimension, the aggregation function needs to be determined in cases where operational precedence is an issue. I suggest working through the calculation of a small number of cells when there is doubt.
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Formula Complexities Unlike formula precedence issues that can arise in an otherwise exceptionless cube, formula complexities generally arise from the existence of known exceptions to the regularity defined by a cube. For example, the market value of a stock means something different for a private portfolio (where it is a function of the number of shares held in the stock multiplied by the price per share) than for an industry basket such as the Dow Jones Industrial Average or the S&P 500 (where it is a function of the number of shares issued and outstanding of the stock multiplied by the price per share). Certain managers may need to be alerted if a flow indicator drops below a certain level. The price charged to a customer might be a function of the cumulative sales to that customer. In cases of missing values for some variables and not others, tests for existence may be required to combine them or aggregate correctly. A pool of bonus funds may only be available if actual sales exceed plans by a certain amount. Some members of a particular dimension, such as the shirt member of a product dimension, may have values for attributes, such as color, that do not apply to other members of that dimension, such as wrenches. As you saw in Chapter 7, there are many types of formula complexities, and errors here will usually be more subtle than with incorrect precedence so you should manually verify, at least for a few cases, that any formula complexities are working properly.



Deciding When and Where to Compute This topic was discussed in Chapter 10 and it is one of the areas where there is a large divergence between types of tools. Tools that work with SQL databases, for example, generally handle issues of pre-aggregation differently from MDDB tools. You may need to create tables of aggregates in SQL and then connect the aggregate tables to the associated OLAP tool. Several tools provide aggregation materialization assistance. Most OLAP tools—with the exception of those tools that operate entirely on dynamically calculated results—provide an option that lets you define certain aggregations to be performed at request time. Whatever tool you use, you will want to give some thought as to which aggregates need to be precalculated and which do not.



More Complex Aggregations and Analysis As stated at the beginning of this chapter, there are many different ways you can sequentially proceed with the design and implementation of an OLAP model. Depending on your situation, you may or may not need to think through more complex issues. On average, however, you will most likely have to first work through all the issues of basic aggregation. The issues placed in this section were the ones that I felt arise for some of the people some of the time. This section does not discuss analytical techniques such as how to create a decision tree, perform a cluster analysis, or define a constrained optimization. Rather, it focuses on issues of derived descriptions that appear in multidimensional environments and can hinder the analytical process.



Practical Steps for Designing and Implementing OLAP Models



Nonleaf Input Data Data does not always enter a cube at the leaf or base level. In Chapter 7, we looked at some examples of cost allocations running down the same product hierarchy for which sales information was aggregated. The cost data entered the cube at the top of the hierarchy (in the form of total allocatable costs) and was allocated downwards. Remember that the attributes input and derived are a function of data and not dimension members. From a practical perspective, you need to be able to spot data that does not enter the cube at the base level, and you need to know when formulas rely on input data that come from a nonleaf level, especially when leaf-level data exist. One reason for being aware of data that need to enter at a nonleaf level is that not all products are equally graceful at accepting nonleaf level input data. As discussed earlier in this chapter, there are many occasions where data that all share the same dimensional structure do not all share the same aggregation levels. Recall the example of a sales cube where sales data were entered at the store level and where macroeconomic information was entered at the national level. Assuming your product can handle nonleaf level inputs, there shouldn’t be any problem here so long as the data only enters at the nonleaf level. Things get trickier when data for the same variable enter at both a leaf and nonleaf level. Think about a sales model where sales data normally enters a cube at the store level and aggregates upwards. Now imagine that the VP of sales needs to make a presentation that includes current figures for all regional sales and their aggregates, but that all of the relevant store level data has not yet entered the system. The easiest solution is for each regional sales manager to manually enter a best guess for the regional sales totals and then aggregate those regional sales guesstimates to the national level. To do this properly, an multidimensional system would need to be able to aggregate sales from the regional level only where the estimates were placed; if the system took the base-level data it had and ignored the estimates, it would get incorrect results. You may also need to suppress the aggregation of base-level sales data until all stores have reported their sales. Again, you need to be sure that it is important to you that the tools you use offer this option. When formulas need to access data from multiple levels within the cube, I find it useful to write formulas, if only for my own mental model, that include the aggregation level of the inputs to the formula. For the previous example, I would write the following formula: Sales , Geography.countries. = Sum (Sales , Geography.regions.)



Nominal versus Ordinal versus Cardinal Analysis In a cube with a store, time, product, and sales variables dimension, you could compare sales across any combination of stores, products, and time. In this sense (and as we saw in Chapter 7), the analysis of variables takes place relative to the cube’s dimensional structure. The question remains: What about more sophisticated analyses?
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Your ability to perform more sophisticated analyses, such as correlations, regressions, clusterings, and projections, is limited by the quantitative structure of your dimensions and your data. (Please see Chapter 20 for a discussion of dimensional analysis.) In other words are your data and dimensions nominal, ordinal, or cardinal? Typically, with the exception of a time dimension that generally has a cardinal or quantitative structure, all your dimensions are nominal. This means that there is no quantitative relationship between the members of the dimension. In contrast, and with the exception of ranks and other groupings, all of your numeric data will be cardinal. Since nominally, ordinally, and cardinally ordered data look the same, you need to be careful. The most important thing is to make sure that you do not try to perform an analysis that requires cardinal dimensions and data, such as a regression, with anything other than cardinal dimensions and data. For example, you would not want to run a regression of sales against costs along a typical nominally structured product dimension. You would get a result, but it would be meaningless.



Sparsity



Most multidimensional models contain some sparsity. Sparsity was treated in Chapter 6. When designing and implementing an OLAP system, you need to know the following information:
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■■



How sparse is the data?



■■



Which dimensional combinations are the sparse ones; which are the dense ones?



■■



What kind of sparsity exists?



Depending on the tool you are using, you may or may not have to deal with the first and second questions. Some tools automatically figure out the amount of sparsity in the data and adjust the storage accordingly (see Chapter 10). Other tools make you decide whether or not your data is significantly sparse and if so, which dimensional combinations are the most sparse. You can answer the first question by calculating the number of intersections at the base level of the model (which equals the product of the number of leaf elements in each dimension times) and dividing that into the number of data points at the base level per variable. This will give you the sparsity at the base level of the model on a variable-by-variable basis. The second question is tougher to answer, and may not have a clean answer. Another way of phrasing it is as follows: What dimensions can you use to partition the cube such that you are left with relatively dense subcubes? The dimensions of the dense subcubes are then called the dense dimensional combinations and the dimensions used for partitioning are called the sparse dimensional combinations. In any event, it helps to have an understanding of the data in order to address the question. You can take a stab at the third question by finding the sparse entries, substituting the terms zero, missing, and not applicable, and seeing which one makes the most sense. As with the second question, you may need to know something about the data in order to figure out what the sparsity means. In a retail model, for example, where
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you might see a sparse intersection at widgets, January, Florida, and sales, you might guess that the sparsity meant the number zero. It probably would. But without a meta data description defining the meaning of sparse intersections, it could have meant anything. It could be that widgets are not sold in Florida or that the data for widgets or Florida is missing or that zero widgets were sold in Florida in January. Typically, for retail data, sparse intersections refer to zeros. If, however, there is a customer dimension, the sparse intersections will most likely denote not applicable. This is because most customers only do business with a small number of outlets. With financial data, sparse intersections frequently refer to nonapplicable indicators such as change in share price over the last 12 months for a company that has only been public for 6 months. In marketing and transportation models sparsity is also frequently a measure of nonapplicability. There may be certain products that are not sold through certain channels and transportation segment combinations for which no transportation exists. In socioeconomic models, sparse intersections frequently denote missing data. Make sure you understand any assumptions made by your tool regarding the interpretation of absent cells and zero-valued cells. Products that don’t distinguish between zero and meaningless can run into problems when batches of data whose value is zero are loaded into the system as an update or correction to previously loaded data for the same set of cells whose initially loaded value was not zero. (Imagine loading on Friday afternoon corrections to home furnishings product sales entries made Friday morning where, for some home furnishings, sales of $2,000 were incorrectly reported, and the correct value of zero was keyed in later that day.) The product may treat the zerovalued cells as meaningless and ignore them and thus fail to overwrite the initially entered nonzero valued cells. Here again, if you are not sure of what you are doing, first check to make sure that there is sparsity in the data. Whereas for storage purposes, you can ignore sparsity of less than 30 percent or so, for calculation purposes, even one sparse cell can throw off your calculations. Since some products assume that sparse intersections mean a zero value, you need to verify what they really do mean. Then after you have defined your aggregation functions, manually verify that the aggregates make sense. Since you need to look at every input number to perform a manual check, you should carve out a small enough slice that you can check each number. Once you have carved out a working slice, check to make sure that if sparse cells are nonapplicable, they were left out of the calculation. This means that they do not enter the denominator in a calculation of averages. In a calculation of sums, you should also do a count of meaningful cells so that the viewer of the aggregate results knows what percentage of the underlying cells went into the aggregate. If working with missing data, check to make sure that proxies were used for the missing values or that the missing values were eliminated from the calculation.



Auditing The last topic that will be dealt with is the creation of auditable models. When someone is using the model, you want her/him to be able to easily discover for any piece of data whether it is input or derived.
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If it is input, ask the following questions: ■■ Where did the data originate? ■■ Are there multiple sources? ■■ Are there conflicts between sources? ■■ How often is the source data refreshed? ■■ Who has write authority for that data? ■■ Who has read permission?



■■



If it is a derived data value, ask the following questions: ■■ Who defined the formulas? ■■ What is the type of formula? ■■ What kind of formula complexity is there? ■■ What kind of change history for the formula is there?



You will want to know if there are any comments related to any part of the model, such as dimensional structures, hierarchies, aggregation formulas, and so on. The best thing you can do is keep track of all relevant meta data as you are designing the model, and be aware of the meta data you lack and how you intend to acquire it. Since not all products offer the same support for auditing and annotation, you should check to see whether your product offers audit trails in the form of dependency tracking and, if so, to what level of detail dependencies are tracked. (Dependency tracking is the tracing of inputs to a particular cell and/or outputs from a particular cell.)



Summary You have by this point defined the logical schema for the multidimensional model that will serve as the basis of your proposed solution. During the course of defining the model, you have figured out, or generated the necessary information to figure out, how many distinct cubes will be required, how much base data there is per cube, how much data will be derived, the sources for the base data, how often the base data will be refreshed, how many calculations will be performed, how many of the calculations will be complex, and how much sparsity is at the base level. You have also prepared to document the formulas and the pedigree of your data as it flows through the model.
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Preface to the Second Edition Those readers who are familiar with the first edition of OLAP Solutions may recall that it used actual software against real data sets and took the reader through a keystrokeby-keystroke tutorial in each of the application chapters. In this edition, by contrast, there is no such live tutorial. Although many readers enjoyed the hands-on tutorials (and I am a firm believer in connecting theory and practice), there are enough major differences in the way Online Analytical Processing (OLAP) products work that it is difficult to teach the fundamentals of OLAP application design (such as dimension, hierarchy, and multidomain formula definitions) while using any one product. I tried in the first edition to encourage the reader to abstract from the specific steps taken in the product used for that book. But without the existence of different OLAP products to use for contrast, the hands-on tutorials, though certainly better than no hands-on experience at all, were closer to a product lesson than a technology lesson. These days, there is an increasing number of after-market OLAP tool-specific books, at least for the more popular products. In this edition, I have tried to provide the best of both worlds: product-neutral application descriptions (defined in the Located Contents [LC] language), which should hone your application building skills if you think along with the dialog (in Chapters 13 through 17) and comparisons of some of the major products and languages commercially available (in Chapter 19). Towards that end, the next several chapters take you through the major steps and concomitant thought processes of designing an enterprisewide OLAP solution for a
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vertically integrated international producer of foodcakes. Chapter 17 (the answers to which are on the companion Web site) is one big fully integrated multicubelet calculation example. (Here cubelets are multidimensional cubes with all the structural complexity of full cubes, but with just enough dimension members and data points to support a small number of manually performable calculations.) The chapter takes you on a cross-enterprise journey from an activity-based management perspective beginning with product sales and ending with materials purchasing in order to calculate the earnings or losses incurred by a company during the sale of a particular product. In contrast, each of Chapters 13 through 16 represents the working through of the dimension and cube design and the key formula creation for a particular business process (specifically sales and marketing, purchasing, materials inventory, and activity-based management). Each of these chapters begins with basic issues and moves on to more advanced topics. Because the more advanced application material builds on the simpler material that precedes it, I suggest that advanced readers at least skim the early sections of each application chapter, so they have sufficient context to follow at whatever entry point they choose.



Introduction to the Foodcakes International Application Foodcakes International (FCI) is a privately held, vertically integrated company that produces and sells two lines of foodcakes: fish based and vegetarian. FCI purchases raw materials in over 20 countries, has manufacturing facilities on 3 continents, and has 300 distribution centers in over 75 countries from where it sells its products to over 10,000 stores. Last year, for the first time, FCI’s annual revenues topped $500,000,000 (U.S.). The company has a well-known, reputable brand image and good market penetration in most of its operating countries. FCI would like to go public. However, product quality is inconsistent, the company is slow to adopt to changing markets, and earnings are erratic relative to other packaged food-producing companies of similar size. The company was warned that until they improve the consistency of their operations, the public would be unlikely to support an IPO. In an effort to improve the company’s operating performance consistency prior to going public, FCI initiated a datawarehousing project. All facets of the company were involved in the project. Operational systems from purchasing, materials and product inventory, production, materials and product distribution, human resources, sales and marketing, customer relations, and financial management contributed in an orderly fashion to FCI’s data warehouse. Some of the queries that the data warehouse was intended to support, and the subject area in the warehouse from which the query is answered, are as follows: Purchasing: ■■



How much raw material was purchased per time period?



■■



How much raw material was purchased per market?
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Materials inventory: ■■



How much of some raw material is there in inventory for some date?



■■



How much raw material arrived in inventory on some date?



■■



How much of some raw material left inventory during some time period?



Production: ■■



How much of some binder ingredient was consumed during some time period for some manufacturing plant?



■■



How much of some fish was consumed producing some kind of fishcake in all plants for some time period?



■■



How much of some kind of veggie cake was produced in some plant for some time period?



Distribution: ■■



How long does it take to transport foodcakes between some production facility and some distribution center?



■■



When did a particular shipment of foodcakes leave inventory?



■■



How much quality deterioration happens with fish transported from some market to some inventory center?



Sales: ■■



How many kilos of some foodcake were sold for some time period?



■■



How many kilos of foodcakes were sold to some group of stores for some time period?



■■



How much revenue occurred for some foodcakes for some time period?



During the course of the datawarehousing project as FCI analysts and managers continued to share their information requirements with the application developers, it became clear to at least one senior manager, whom we’ll call Jane, that many of the important questions that FCI needed to, but could not answer, were multidomain derivations that crossed business processes, time, and space. These questions included “How much does FCI actually earn from the sale of a particular foodcake?” and “What are the major drivers of production cost variance?” Although the basic query and reporting tools that were a part of the original warehousing project specification provided minimal OLAP functionality in the form of pivot tables and drill-down capabilities, Jane knew they were not capable of providing all the information that FCI decision makers needed. As soon as she realized there were important classes of queries whose support was not anticipated in the initial design (and recognizing that now wasn’t the time to voice her concerns), she got together quietly with her senior analysts and did some brainstorming on important decisions that the company needed to make before floating an IPO and on the types of information
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that would help to improve those decisions. Some of those decisions and associated information requirements are found in the list that follows: Important, More Regularly Occurring Decisions Include Decision type How to distribute fish purchases across markets ■■



Information requirements Factors influencing the relative cost of fish



■■



Sources Purchasing, exchange rates, materials distribution , production requirements



■■



For example Should we temporarily stop buying sole from France?



Decision type How to reduce inventory waste ■■



Information requirements Track fish aging and sales by fish



■■



Sources Purchasing, production, inventory, sales



■■



For example What fishcakes do we need to increase production of, and which can we sell for the highest margins, so as to use up the most cod?



Decision type How to improve production employee productivity ■■



Information requirements Track employee type and production qualitys



■■



Sources Human resources, mill level production process, production Quality Assurance (QA)



■■



For example Which employees have the greatest positive impact on veggie cake production costs?



Decision type How to reduce earnings volatility per foodcake ■■



Information requirements Sales volume and discounts, distribution costs per fishcake, production costs, inventory costs, purchasing costs, exchange rates, labor and physical asset depreciation



■■



Sources All subject areas



■■



For example Which fishcakes should we stop regularly producing because of unacceptably high volatility in earnings?



Important, Less Regularly Occurring Decisions Include Decision Where to build the next product distribution center ■■



Information requirements Product transportation costs, growth trends for stores



■■



Sources Production, distribution, sales, and marketing



■■



For example Should we increase the size of our distribution center in Hartford or build a new distribution center, and if so where?



Decision Where to seek new outlets ■■



Information requirements Dynamic market characteristics, production and distribution costs
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Sources All subject areas



■■



For example Should we look to sell to stores in Brazil though we have no distribution center near that part of the world or should we expand our presence in Japan?



Given how clearly Jane and her analysts could see that FCI desperately needed solid multidomain query and analysis capabilities, Jane asked the CEO for permission to engage in a skunk-works project whose goal was to implement a working prototype of a full-fledged, enterprisewide, activity-based-management-style OLAP solution. Once completed, it would be demonstrated to the senior management team. Assuming the prototype is a success, it would then be fully implemented as a part of FCI’s overall datawarehousing environment. The CEO was thrilled and gave Jane and her team his full support. As Jane and her team knew that FCI managers need, above all, to understand the drivers of earnings volatility (whether a function of raw materials chosen, purchasing site, production method, distribution, marketing, or sales), the application developers will need to fully connect all links in the corporate value chain so that top-level questions can be answered on a timely and accurate basis. With no room for error, Jane contacted FCI’s two most senior and respected application developers, Lulu and Thor, and made them equally responsible for designing and implementing the prototype solution. Because Lulu and Thor typically work as senior design architects with sole design responsibility, they are not used to having to work on an equal footing with a colleague. As a result, they frequently took and argued for different approaches during the prototype design process. You, the reader, will learn the most from these application chapters by following along with their dialogue and reasoning through the issues on your own, especially when the text tells you to think about it. Because the purpose of this section is to illustrate how OLAP technology can be used across the enterprise and to help you think more effectively about modeling both single and multidomain areas (as opposed to working through a detailed treatment of all subject areas as would be necessary if this were a data model resource book), I have tried to maintain a balance between detail and illustration. Of the nine modules identified as a part of FCI’s enterprise schema, which are illustrated in Figure 12.1 (and which are already a simplification over what would exist in reality), I selected four modules for detailed treatment in this section: ■■



Sales and marketing



■■



Purchasing and currency exchange



■■



Inventory throughput and costing



■■



Activity-based management



Because the activity-based management analysis depends on data derived from all of the other eight modules, I included summary treatments in that chapter for each of the business processes not given a chapter of its own, namely ■■



FCI’s raw materials transport from purchasing sites to materials inventory colocated with production centers
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MANAGEMENT



Material Purchasing & Exchange



Transaction Systems



Material Shipping



Transaction Systems



Material Inventory



Production



Transaction Systems



Transaction Systems



Product Shipping



Transaction Systems



Product Inventory



Transaction Systems



Product Sales & Marketing



Transaction Systems



indicates data flow indicates possibly connected transaction systems



Figure 12.1 FCI’s business process relationships.



■■



FCI’s machine-level production



■■



FCI’s product distribution from production center to distribution center



■■



FCI’s finished product inventory at its distribution centers



■■



FCI’s product distribution from its distribution centers to its customers, the retail stores



The criteria for deciding whether a module was to be given full or passing treatment was based on length and relevance. For reasons of length, I could only afford to include four detailed modules at the most. As to relevance, I picked for detailed treatment those four modules that I believed would be the most relevant to the reader in terms of developing OLAP problem-solving skills. As to working through the examples, because I included a fully computational model of FCI in Chapter 17 (at least as it relates to calculating the total costs and earnings for a particular batch of foodcakes sold on a particular day in a particular store), the other chapters in this section rely on numerical illustrations. Keep in mind that the formulas are correct (or at least are intended to be), so you will be able to apply what you learn in these chapters to your own design efforts. I simply didn’t include enough numerical data points for you to manually calculate the variety of query results whose query formulations are described in Chapters 13 through 16. Thus, the data in the result set views that follow most of the queries in Chapters 13 through 16 are illustrative.
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Background Issues Foodcakes International (FCI) purchases fish in over 100 markets in 20 countries. Fish are purchased in local currency for which local bank accounts are established. Currently, expenditures are reported in local currency on a monthly basis and converted to dollars at headquarters using average monthly exchange rates. Although local purchasing agents are attuned to the day-to-day price fluctuations of fish and other materials, FCI corporate managers realize that the total purchasing cost of fish is a function of the local price and the exchange rate relative to U.S. dollars, and that day-to-day fluctuations in exchange rates can be just as large as the daily movements in local currency-denominated material prices. Furthermore, they also realize that local purchasing agents maintain local currency-denominated bank accounts whose cost relative to U.S. dollars is more a function of the price at which the currency was bought than of the exchange rate on the day the currency was spent. Thus, FCI wants to add a currency exchange module that distinguishes exchange rates from cost of currency. The exchange rate used needs to be the same one used by the local banks with which FCI’s purchasing agents conduct business. When implemented, the module will enable corporate managers to compare relative material prices across countries and markets, and make corporate decisions to shift purchasing between locations on a timely/daily basis.1
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The two sources of purchasing data are bills of sale that record actual purchasing transactions and exchange rate tables that record official exchange rates. Since FCI initiated its data warehousing project, it has transformed the bill-of-sale data from a collection of transaction header and detail tables to the purchasing fact table, and associated dimension tables shown in Figure 13.1. Note how the process of transforming the bill-of-sale data added location information. This is because out on the wharf where FCI’s purchasing agents are scrambling for the best fish they can find, the bills of sale they exchange with local fishermen do not include such obvious information as town and country. Location information, which is implicit at the source, clearly needs to be incorporated into the system for subsequent use. In contrast, every bill of sale includes the name of the supplier, such as Max’s Fishing Boats, which is left out of the purchasing table because FCI typically buys fish from several sources in each town where it conducts business, and physically aggregates all the fish for each type of fish purchased before sending the fish to its materials distribution center. So from a business process perspective, FCI is not capable of tracking the supplier for a particular day’s purchase. FCI does perform quality testing at the docks, however, and has always felt comfortable with its ability to identify quality problems from specific suppliers before the fish is aggregated with the fish of other suppliers. The key point to take away here is that many information-modeling decisions reflect underlying business processes. You can’t always change one without changing the other.
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Purchasing Facts Time Market Food source Qty. purchased Price {$/kg} Local_currency_spent {Lcurr}



Figure 13.1 Global purchasing fact table.
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Food source



Purchasing and Currency Exchange



Exchange Rates Building an exchange rate cube is a new endeavor for FCI. Prior to this warehousing initiative, FCI only kept a table of current exchange rates at HQ for accounting purposes. In order to implement the currency exchange module as described, FCI needed to input daily purchases for local currency relative to $US, from each of the banks with whom FCI buys and sells currency.



Purchases Cube Since FCI is starting with a fact table, there is already an explicit LC structure that we can leverage for defining a purchases cube. As you can see from the purchases fact table, there are three locator dimensions: Time, Market, and Foodsource. The three measured contents are quantity purchased, price per kilogram in the local currency, and local currency spent. These are discussed in the following sections.



Locator Dimensions Time Although Time is by nature a cardinally ordered type, for FCI there are enough hierarchies and attributes associated with Time that are not formulaic (and which thus need to be explicitly stored), such as the dates of holidays and the demarcation of fiscal periods (which change from country to country), that FCI treats Time as an explicit dimension by storing actual instances of time at all levels of granularity. This enables FCI to store irregular attributes in a classic time dimension attribute table. FCI also chose to represent time as a date data type with formulaic extension capabilities, rather than as a character string, thus enabling it to define time-based formulas that rely on time’s inherent cardinal properties. The central accounting department is responsible for the maintenance of all fiscal period definitions. (Parts of FCI’s business resulted from acquisitions of companies that continued to be run as wholly owned subsidiaries with their own fiscal periods.) Corporate human resources (again, in conjunction with the appropriate local divisions) is responsible for the maintenance of holiday periods.



Geography Since the Geography dimension is composed of the names of places as opposed to their longitude and latitude, FCI represents it as an explicit, nominally ordered dimension called Geog.Market. Figure 13.2 lists a few of the attributes that FCI associates with its geography dimension.
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Geog.Market Name_of_Agent Address_of_Agent Phone_Number_of_Agent Population Currency Figure 13.2 Geog.Market attributes.



Foodsource FCI started its life as a fishcake manufacturer whose daily purchases were predominantly fish. It’s not that they didn’t use flour and flavorings, but these ingredients were purchased from a much smaller number of suppliers and locations, and because these other ingredients did not spoil so readily, they were purchased on a much more infrequent basis as well. Then, FCI expanded production to include vegetarian cakes whose ingredients, while not fish, were still often exotic, purchased from many different countries, especially the spices, and were more time-sensitive than other filler ingredients. Thus, the food_source dimension represents the union of what had been the fish dimension plus an earlier materials and later vegetarian dimension. Although most of the dimension is explicitly defined, FCI has traditionally maintained a formulaically defined alternate hierarchy based on price. A few of the attributes FCI maintains for its Foodsource dimension are listed in Figure 13.3. With the three purchasing dimensions defined and with their instance sources explicitly defined, FCI can create an empty cube with the following schema. (Geog. 䊟 Foodsource. 䊟 Time.) ~



Foodsource Calories Fat Vitamins Carbohydrates Seasonal Figure 13.3 Foodsource attributes.
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Input Contents There are three contents normally input into the purchases cube: local price, quantity purchased, and local currency spent. Each of the contents is defined in the following code. Following standard practice, Thor defined the content’s source first. Each content or variable definition includes on the first line the name of the content in double quotes (as is standard with SQL), and the root metric or units in curly braces { }. Subsequent lines, which are indented one tab, define the application range restriction with one type’s restriction per line. On the same line as the last application range restriction, the identity or linking function is included with the source. "Local_price" {Lcurr/kg}, Time.day. , Geog.market. , Fish.individual_fish., "1995Q3"+ Actual->"1995Q4") * 2.3; ENDIF; ELSE IF (@ISDESC("1996") OR @ISMBR("199606YTD")) // allocate to the months based on 1996 budget Forecast =((Actual->"1995Q3"+ Actual->"1995Q4") * 2.3) * (Budget->Channel / Budget->Channel->"1996"); ENDIF; ENDIF; ELSE IF (@ISDESC("1996") OR @ISMBR("199606YTD")) IF (@ISMBR("Sales In Units", "Cost In Dollars", "Dollar Sales")) // allocate to the stores based on year-to-date actuals Forecast=@PARENTVAL(Customer,Forecast) * (Actual->"199606YTD" / @PARENTVAL(Customer,Actual>"199606YTD")); ENDIF; ENDIF; ENDIF; . . .



TE



534



Figure 19.3 Essbase code from APB-1 forecast calculation.



precalculate portions of an Essbase database, other syntax is available to confine the application range of a formula. Let us look now at Oracle’s implementation of the APB-1 in Express 6.3. The relevant section of Express Stored Procedure Language (SPL) is shown in Figure 19.4. Like the Essbase formula, Oracle’s Express formula begins by identifying a scope and then defining the calculation to take place over that scope. Rather than being computed entirely on-the-fly through a run-time formula, Express is precalculating values. Thus, this is a script that is run, and the LIMIT command is being used to limit the scope within the script. This fragment of script uses entities that aren’t necessary from a logic point of view but help increase its speed (this was a performance benchmark, after all), and we won’t discuss them in detail. Note the statement limit CUST to CUST_LEVEL ‘Retailer,’ which sets the CUST dimension to all members corresponding to the retailer level; CUST_LEVEL is an Express relation that connects all members to their appropriate level.
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limit PROD to PROD_TOP_R limit CHAN to CHAN_TOP_R limit CUST to CUST_LEVEL 'Retailer' limit MEASURE to all limit TIME to '1996' _TimePer1 = '1995Q3' _TimePer2 = '1995Q4' "



Compute first step of annualized second-half sales:



XFCST = ( ACTUAL( TIME _TimePer1) + ACTUAL( TIME _TimePer2) ) * 2 * 1.15 " Compute CUST_TOP: aggregate XFCST using FCST_C_AGG limit CUST add CUST_TOP_R " ‘Allocate to months, qtrs, ytd in 1996 based on the 1996 budget.’ limit TIME to descendants using TIME_TIME '1996' limit TIME add '1996Ytd' _TimePer1 = '1996' XFCST = XFCST(TIME _TimePer1) * (BUDGET/BUDGET(TIME _TimePer1)) " 'Allocate to the stores from retailer based current YTD actuals.' limit TIME add '1996' limit CUST to CUST_LEVEL 'Store' push TIME limit TIME to '1996Ytd' T_RATIO_TC = ACTUAL/ACTUAL(CUST CUST_CUST) pop TIME XFCST = XFCST(CUST CUST_CUST) * T_RATIO_TC ...



Figure 19.4 Oracle Express code from APB-1 forecast calculation.



After setting LIMITs on dimensions to the right scope, the first calculation step computes the value of an X_FCST variable to the annualized total of Q3 and Q4 increased by 15 percent. In this implementation, ACTUAL is an Express variable that represents all data for the actual scenario. The command aggregate XFCST using FCST_C_AGG then performs an aggregation of this to the all-customer level (from the retailers). Then, the top customer is added into the scope through the limit CUST add CUST_TOP_R statement, and the time members in scope are changed to those below 1996 and the year-to-date member. Within this scope, the first allocation stage is performed by
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another equation for XFCST. The scope is then modified by adding 1996 back in and resetting customers to the store level only. The time scope is then saved, the ratio for actuals to 1996 year-to-date actuals is calculated, and then the time scope is restored and the ratio applied. Note in the last line of Express code that the XFCST(CUST CUST_CUST) refers to the XFCST data at the parent level of the current customer, which in this database is the associated retailer. Although the syntax is different and the dimensional constructs also different, the operations and logic in one tool can be recognized clearly in the other. Let us look at the same calculations in Microsoft’s version of MDX. This implementation was created by us in the DSS Lab for our own use and, unlike the foregoing two examples, does not represent a vendor implementation. Microsoft provides a feature called cell calculations in their product, where each cell calculation specifies a formula to execute over a region of a cube. The initial calculation and the first two allocations are shown in MDX in Figure 19.5. In each CREATE CELL CALCULATION statement that declares a calculation formula, the FOR clause at the beginning specifies the region of the cube over which the calculation is in effect. The calculation named [Step 1] is applied to the 1996 member of Time, the All members of Product and Channel, the retailer level of the Customer dimension, the forecast scenario only, and across all measures. (Cell calculations are subject to formula precedence in the same way as other calculations, so this doesn’t mean that all measures will be calculated by this formula. The SOLVE_ORDER number at the end of the statement controls the precedence.) As with the other implementations, the number is calculated as 2.3 times the sum of actuals for Q3 and Q4 of 1995. The calculation named [Step 2] is applied to all descendants of 1996 for retailers, forecast, across all measures, and the All members of the Product and Channel dimensions. It calculates its results as the 1996 value allocated by the ratio of budget to 1996 budget, as required. In order to draw its 1996 data from [Step 1], it uses Microsoft’s CalculationPassValue() function to retrieve data from the prior calculation pass, which is the calculation defined in [Step 1]. It is defined as using CALCULATION_PASS_NUMBER 3, whereas [Step 1] uses CALCULATION_PASS_NUMBER 2, so it follows the calculation of [Step 1]. The calculation named [Step 3] is applied to the same range as [Step 2], except that it applies to the Retailer level of the Customer dimension, and it allocates data from the retailer-level ancestors of the customers according to actual year-to-date values. It draws from the results of [Step 3] by being placed in the next calculation pass (4) and using CalculationPassValue() to retrieve results from the [Step 3] pass (pass 3).



Application Ranges in Joined Cubes For Microsoft’s AS2K, within any regular cube, all measures are dimensioned in the same way. Within a virtual cube, while every measure appears in the meta data to be dimensioned by all of the dimensions of the virtual cube, data values will only be found within a space corresponding to their base cube’s dimensionality. For Express, each variable and formula represents a hypercube. A formula or other equation that incorporates a dimension that one of its component variables or formulas



Product Language Comparisons



CREATE CELL CALCULATION CURRENTCUBE.[Step 1] FOR '( {[Time].[1996]}, {[Product].[All Product]}, [Customer].[Retailer].MEMBERS, {[Channel].[All Channel]}, {[Scenario].[Forecast]}, {Measures.ALLMEMBERS} )' AS 'CalculationPassValue ( ( ([Time].[1995Q3], [Scenario].[Actual]) + ([Time].[1995Q4], [Scenario].[Actual]) ) * 2.3, -1, RELATIVE )', SOLVE_ORDER = 10, FORMAT_STRING = '0.000', CALCULATION_PASS_NUMBER = '2'



CREATE CELL CALCULATION CURRENTCUBE.[Step 2] FOR '( DESCENDANTS([Time].[1996]), {[Product].[All Product]}, {[Customer].[Retailer].MEMBERS}, {[Channel].[All Channel]}, {[Scenario].[Forecast]}, {Measures.ALLMEMBERS} )' AS 'CalculationPassValue ( [Time].[1996] * [Scenario].[Budget] / ([Scenario].[Budget], [Time].[1996]), -1, RELATIVE )', SOLVE_ORDER = 10, FORMAT_STRING = '0.000', CALCULATION_PASS_NUMBER = '3'



CREATE CELL CALCULATION CURRENTCUBE.[Step 3] FOR '( DESCENDANTS([Time].[1996]), {[Product].[All Product]}, [Customer].[Store].MEMBERS, {[Channel].[All Channel]}, {[Scenario].[Forecast]}, {[Measures].ALLMEMBERS} )' AS 'CalculationPassValue ( Ancestor ( [Customer].CurrentMember, [Customer].[Retailer] ) * [Scenario].[Actual] / ([Scenario].[Actual], [Time].[199606Ytd]), -1, RELATIVE )', SOLVE_ORDER = 10, FORMAT_STRING = '0.000', CALCULATION_PASS_NUMBER = '4'



Figure 19.5 MDX for APB-1 forecast calculation.
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Figure 19.6 Application ranges for the Sales variable when combined with Returns.



does not have will access that data regardless of where in the dimension the data is accessed. For example, Figure 19.6 shows the application range for the sales variable when it is combined with the returns variable across the return reason dimension. In OLAP services, sales is only available at the All Return Reason member of the return reason dimension, while in Express the same sales value is replicated across every return reason. What does this mean for the consumer of the combined data? Each system has its pros and cons. In AS2K, if you want to be able to combine the sales amount from a return reason, you need to specially reference it (usually with Microsoft’s ValidMeasure() function, which exists for this purpose). In Express, you don’t need to do this. However, in Express, when you are referencing the sales value across the returns dimension, you have no clue (other than going back to the meta data) that sales was not dimensioned by the return reason dimension as well.
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Summary This chapter showed how different OLAP environments, regardless of their vendor of origin, need to deal with the same set of core issues such as providing for the following: ■■



Rich dimensional structuring and referencing



■■



Application ranges



■■



Ways to deal with sparsity



■■



Ways of specifying formula precedence



It also, by way of example, gave you a taste for the different ways that vendors have tried to solve the same set of problems. Although there are many other aspects to fullblown OLAP products that were not discussed, the differences in these core modeling areas impact any application you might ever build.
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Chapter 1 described the various recursively linked functions that are required to connect data with decisions: descriptive, explanatory, predictive, and prescriptive. It then went on to show: ■■



How the core operations or data manipulation language (DML) of OLAP or multidimensional systems corresponds to what may be called derived descriptions



■■



That what is typically called data mining or statistics corresponds to the combination of explanatory and predictive modeling



■■



That what is typically called decision analysis or optimization corresponds to prescriptive modeling



Since all of these functions need to be performed in order to connect data with decisions, it should come as no surprise that single decision support applications [whether the product of a single vendor or of multiple vendors working through appropriate Application Programming Interfaces (APIs)] ought to provide for the entire suite of decision support functions. Furthermore, most classic business problems, such as capital budgeting, product marketing, customer relationship management, mix variance for production, site selection for physical premises, activity-based management, and the creation of key performance indicators, require a combination of at least OLAP, data mining, decision analysis, and visualization to be properly solved. Although reasonable strides have been taken during the past 10 years, and more products are more integrated now than ever before, currently I am not aware of any publicly available fully unified decision support system. Perhaps the best example
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today is that of the family of DB products coming from the intelligent database laboratory at the University of Illinois at Urbana-Champaign under the direction of Jiawei Han. In this chapter, I add four additional logical decision support dimensions to the recursive decision function dimension described in Chapter 1: ■■



Media



■■



Something that might be called the degree of data-versus model-drivenness



■■



Degree of relevance



■■



Level of abstraction or degree of inferenceability



The resulting framework (itself a multidimensional model) encompasses all decision support functionality, including what is more typically called knowledge management (which I subsume under the rubric of Decision Support System [DSS]). In other words, any particular decision support application covers some decision function for some media with some degree of data-versus model-drivenness at some level of abstraction with some degree of relevance and some internal and external physical design (physical design being another dimension in decision support applications, which was discussed in Chapter 10). Furthermore, one can speak of integration along the decision function dimension, along the media dimension, along the data/model dimension, along the abstraction dimension, along the relevance dimension, and/or along the physical dimension. Since the need for and challenges of creating unified decision support applications is by far more logical than physical, I will focus on the five logical dimensions in this chapter. Since within the logical challenges, the industry is closest to providing for integration along the decision function dimension, and since I would like this chapter to point ahead but not too far ahead, I will spend the most time with decision function integration as well. Thus, this chapter: ■■



Provides an overview of a unified decision support framework



■■



Shows a variety of small, concrete examples of partial integration



■■



Describes a single example, coming from retail sales, of more fully integrated decision support application



As there is still much work to be done in the decision support arena, the content of this chapter is a mix of things that are being done now and things that would be nice to do or see but are still a bit too cumbersome to perform using off-the-shelf tools.



Overview of a Unified Architecture In this section, I present in incremental stages a unified framework for decision support. The framework leverages material presented in Chapters 1, 8, 9, and 11 through 17. It will then be used to contextualize or explain the specific examples that follow in the subsequent sections.
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The Decision Function Dimension For compactness of representation (and in keeping with the spirit of MTS), let’s portray the decision function dimension described in Chapter 1, as an annotated line segment. This is shown in Table 20.1.



The Media Dimension To this we now add a media dimension (covering the main media found in decision support applications) and show in Table 20.2 the combination of the two along with some typical functions for those intersections that have them. In Located Contents (LC), of course we have simply created the following schema: (Decision function. 䊟 Media.) ~ Functions



The diagram shows how the decision function dimension is most fully represented along the decision function dimension for numeric media. This is true even though multiple kinds of products are required to cover the full set of decision functions and even though those products, as you will see in this chapter, are insufficiently integrated. (Recall the counterproductive relationship between OLAP and data mining vendors described in Chapter 1.) You can also see (as I showed in Intelligent Enterprise, November 1998, Volume 1, #2) how the functional boundaries in the figure need not correspond to product boundaries as product features may extend beyond their principal categories.



Table 20.1 The Decision Function Dimension DESCRIPTIVE



EXPLANATORY



PREDICTIVE



PRESCRIPTIVE



Table 20.2 Combining the Decision Function and Media Dimensions DESCRIPTIVE



EXPLANATORY
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PRESCRIPTIVE



Numbers



Aggregation



Clustering



Model management



Monte Carlo



Text



Term extraction



Vectorspace dot product



Images



Edge detection



Feature comparison



Spatial Images



Polygon mapping



543



Chapter 20



Internal and External Representation Dimensions Now let’s add, as shown in Figure 20.1, two additional and orthogonal features described in Chapters 8 and 9: ■■



Physical design or internal representation



■■



Visualization or external representation



AM FL Y



What this diagram shows is that representation is orthogonal to both decision function and media. Visualization, or more properly external representation, is not a function that can or should only occur at some point in a decision support application. Everything at all times can be (and to a large extent is) externally represented. As you learned in Chapter 9, sometimes it is best to use a diagrammatic or visual method of representation and sometimes it is best to use a numeric display. Whichever form of representation is being used, regardless of whether a person is interacting with it, something is being used. We can certainly speak of the method of representation used for any and all decision functions or media. You should realize that this means that the media chosen for external representation need not match the media of the data input. Thus, we can use words to represent pictures, pictures to represent words, pictures to represent sounds, or sounds to represent words. By the same token, physical design or internal representation is also independent of decision function and media while at the same time every combination of media and decision function must have some physical representation.
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Figure 20.1 Decision function, media, and representation.
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Source versus Derived Expressions Now let’s add, as shown in Figure 20.2, the distinction between source- or operationsoriented models and decision-oriented models that was made in Chapters 1 and 6 and relied upon in Part 3 (Chapters 11 thru 17). For simplicity of exposition I show only two source-oriented models connecting to a single decision-oriented model here.



The DEER Cycle Now let’s contextualize, as shown in Figure 20.3, the entire representation process (within limits and) within the decision-execution-environment-representation or DEER cycle introduced in Chapter 1. What you can see from this diagram is that all of the decision support functions discussed so far belong to the representation stage of the DEER cycle. At the end of the day the information derived through all the decision support analyses is still only in support of a decision whose maker (that is the decision maker) may or may not follow the information derived. A manager, for example, is free to ignore any and all analytical reports. Once taken, the decision still needs to be executed, and its execution, occurring in an environment, may or may not produce the intended consequences that in turn need to be represented.1
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Figure 20.2 Source event versus decision-oriented modeling.
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Decision Representation External Representation or Visualization
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Figure 20.3 Adding the DEER cycle.



Conflict Resolution Using Degrees of Confidence Although it is beyond the scope of this book to look at the various factors governing the proper execution of decisions once taken, or of the factors that govern what actually happens once they are executed, I do want to spend a few words on the first link: what happens between the derived information recommending a particular course of action to a particular decision maker and the decision taken by that same decision maker. Consider the following example. You are tasked with creating sales forecasts for a particular store for your boss, the head of regional operations for a chain of retail outlets. Your boss needs to decide whether to increase the size of that particular store. Toward that end, you have access to and have analyzed literally trillions of data points. You’ve designed and implemented a sophisticated OLAP model and performed highquality data mining to determine the most stable associations upon which to make your sales forecasts. After several weeks of serious effort, you’ve determined that sales are likely to increase by 20 percent during the next 12 months. At that rate of increase, your boss is likely to decide to increase store size. However, unexpectedly, your boss chooses not to increase the store size. You later learn that during a corporate meeting of regional operations managers, your boss stated that she believed that sales were going to increase a few percentage points over the next few months and then plateau, remaining flat and possibly even decreasing, for at least the subsequent 12 months. When questioned why such a gloomy forecast in the face of rapid historical growth,
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she replied, “My intuition tells me that Bill’s Bargain Basement is going to open a competitive superstore in the empty mall a mile down road.” Four months later, that’s exactly what happened. Does your boss overriding your predictive model invalidate the notion of decision functions? Think about it. To see why your boss’s actions are consistent with the notion of decision functions, consider Figure 20.4, which uses a combination of the DEER cycle (showing just the representation and decision) and decision functions to represent the sequence of events just described. First you progressed through descriptive and explanatory functions to arrive at a predictive model for sales. This sequence is labeled A. At the same time, however, your boss was creating her own predictive model labeled B. So what happened is that there were two different predictive models: one you created that was data-driven, and one your boss had in her head that we’ll call, for the moment, modeldriven. Furthermore, these two predictions did not agree and your boss had more confidence in her prediction than in yours. As a result of going with a sales growth prediction of zero as opposed to 20 percent, your boss then made the decision to not expand the store size.



Reconciling Data- and Model-Driven Predictions The existence of both data-driven and model-driven predictions reflects the fact that any decision function can be either data- or model-driven,2 which is why it gets treated as a dimension of a unified decision support framework. Many people, whether in daily life or, for some, in their roles as managers, use anecdotal evidence, primitive assumptions, convictions, core beliefs, and axioms (not to mention such undesirable forms of model-driven behavior as prejudice and stereotyping) to supply either modeldriven descriptions, explanations, or predictions.
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Figure 20.4 Reconciling data- and model-driven predictions.
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When data- and model-driven expressions are the same, the decision support process can continue unfettered. But when data- and model-driven expressions do not agree, how are the source conflicts reconciled? When should model-based expressions override data-driven expressions? When should data-driven expressions override model-driven ones? There are no absolute answers here for the same reasons that nothing can be absolutely certain. That we need to treat some things as certain within the context of a particular argument or program or model is an entirely different matter.3 However, before saying anything, we need to look a little more closely at what it means to be model-driven.



Model-Driven Is Knowledge-Based A synonym for model-driven that I could have used but intentionally did not because of all its connotations was knowledge-driven or simply knowledge-based. The main connotation that gets in the way, but that will be dealt with now, is that of knowledge having something to do with text, whereas data has something to do with numbers. Although few readers may have ever found themselves saying these particular words, they are implicit in the data and knowledge management industries. So-called knowledge management software, whether playing in the workgroup enabling space, the portal space, the personal information manager space, or the document management space, is geared more toward working with textual information, while business intelligence or decision support software is more focused on working with numbers. Can this be true? Is the relationship between data and knowledge roughly equivalent to the relationship between numbers and text? Think about it. Since a real unification of decision support requires the integration of so-called business intelligence and knowledge management systems, I will use this section to show that the relationship between data and knowledge has nothing to do with the distinction between numbers and text. Rather, the distinction is the media and decision function invariant (which is why I treat it as yet another dimension in a unified decision support framework). The remainder of this section is based on a column I wrote for Intelligent Enterprise in April 2000 called simply “Data and Knowledge.”



Levels of Abstraction Dimension Consider the following example-pairs intended to show that the distinction between data and knowledge has nothing to do with whether the information is numeric or textual, or even visual. Each example pair shows a representative sample of what would typically be called data in the A section, and what would typically be called knowledge in the B section. The three example pairs represent numeric, textual, and visual media.



Numeric Media Numeric So-Called Data 02/02/02 Sales Cambridge $10,000
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This is a typical example of numeric data as it might appear in any query or reporting tool or spreadsheet. The $10,000 is the so-called numeric data, measure, fact, or variable; it represents the amount of sales in Cambridge on 02/02/02. Other examples include just about any fact table in a data warehouse: dollars spent as found in an expense report, budget dollars entered into spreadsheets, entries in the general ledger, and just about all filled cells in multidimensional databases. Numeric So-Called Knowledge Sales(tn) ⫽ x1 ⫻ Sales(tn-1) ⫹ x2 ⫻ ⌬ interest rates ⫹ x3 ⫻ ⌬ prices Another, somewhat wordy, but still essentially numeric, example would be: “Stores with less than 10,000 products have top quintile earnings per product in areas where population density is less than 200 persons per square mile.” Most relationships as discovered through data mining or statistics represent numeric knowledge. This knowledge includes everything from sales forecasts, unemployment drivers, and price elasticity of demand to market-basket association coefficients, options pricing models, and customer segmentation analyses. Vast amounts of corporate knowledge are in numeric form.



Textual Media Textual So-Called Data ■■



Customer Bob Jones had a bad encounter with service representative Charley Johnson at 3:00 p.m. on 02/02/02.



■■



The weather in Cambridge on 02/02/02 was sunny.



It’s easy to see how each of these examples could have been portrayed as dimensional grids with a qualitative or text variable in the cells, namely the type of encounter in the first example and the type of weather in the second. In fact, most qualitative attributes for the dimensions in a data warehouse would qualify as textual data. This includes, for example, package type, product color, the name of the store manager, customer address, sex, and family status. Textual So-Called Knowledge ■■



All of our competitors that are growing faster than us have poorer customer service.



■■



All plants absorb CO2 and emit O2.



Snippets of wisdom, rules of thumb, business procedures, best practices, and customs typically find their expression in textual form. A lot of textual-form corporate knowledge goes up and down the elevators every day. Collecting and sharing it is more of a cultural than technical challenge.
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Visual Media Visual So-Called Data Although the information in Figure 20.5 is visual and we typically think of visual information as portraying knowledge and insight, in this case it shows no more than two simple data points. Visual So-Called Knowledge In Figure 20.6, the visual information shows relationships between product prices, earnings, and location. This graph is a classic example of visually represented knowledge. These examples show that data and knowledge can come in any medium or form. The term “data” does not mean numeric, and the term “knowledge” does not mean textual. So, medium plays no role in distinguishing data from knowledge, but what does? From these examples, you can see that the concept of generality, abstraction, or inference support seems to play an important role in distinguishing knowledge from data. Single facts or assertions such as, “The Paris store sold 100 pairs of shoes yesterday,” would seem to have very low inference support and thus their support for decisionmaking would seem to be limited. Given only this sales figure, for example, the only decision you could make is how many shoes sold on that day in Paris. Regardless of



Time Dec. 2, 1999
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Cambridge Store



Boston Store



Figure 20.5 This information is visual, but not knowledge.
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Figure 20.6 A classic example of visually represented knowledge.
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the medium of expression, single facts or assertions with low inference support typically function in the context of decision-making as what we typically call data. In contrast, statements of the type, “Women’s shoes are selling much faster than expected in Europe,” are far more general, applying to many situations. They could thus enable all sorts of stocking and drill-down decisions for those stores where women’s shoes are not selling well. General facts or assertions with high inference support typically function in the context of decision-making as what we typically call knowledge.



Data Versus Knowledge Dimension Certainly, all of the preceding knowledge examples are more general in their scope than the corresponding data examples. So the degree of generality or abstraction does appear to be a factor in distinguishing data from knowledge. But is it the defining factor? Think about it as you consider the following two examples. Imagine you are a midlevel analyst with a national security service and you witnessed some events including secret information being copied and handed over to foreign agents by the head of your agency. You now know that the head of the service is a secret agent for a foreign country. This piece of information is very specific; it has low inferencing capability, just like data. But it is very important. This one simple fact—no more general than “Bob Jones is a loyal customer”—if believed, would generate an entire sequence of actions: secret meetings with associates, attempts to discover the scope of the infiltration, possibly an assassination attempt, and certainly a search for the real president. By any normal use of the term knowledge, the fact that the head of a national security agency is a mole would be considered vital, strategic knowledge and would deserve a place in your knowledge management system (albeit with tight access privileges). So a statement doesn’t have to have high inferencing capability to be knowledge. Now imagine you are VP of marketing for an automobile company and you’ve just attended a seminar (albeit a rather low-quality seminar) where you learned that “small children don’t buy your products.” This statement has an extremely high inferencing capability. There are a huge number of small children in the world. For every small child you might encounter, you could infer that that child will not buy your cars so don’t waste your resources marketing to that child. However, it is fairly irrelevant because it would never apply to any decisions you are likely to make. I doubt you would store and manage this piece of information in your knowledge-management application.



Knowledge Defined Thus, the notion of abstraction or generality is neither a necessary nor a sufficient condition for considering a piece of information as knowledge. In practical terms, in other words, you would not want to expend energy collecting, storing, verifying, or managing it for decision-making purposes. I’m not trying to suggest that we load our knowledge bases with masses of specific facts or that high inference-supporting assertions aren’t extremely useful. Rather, I am
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trying to bring home the point that pragmatically speaking, knowledge4 should be thought of as comprising that body of assertions, both specific and general, that we believe to be true and that are most relevant to the decisions we need to make. So the difference between data and knowledge is not a matter of media or abstraction. The difference is functional. Consider the following examples of knowledgeplaying assertions used for decision-making.



Examples of Knowledge Used for Decision Making ■■



A set of rules for calculating the likelihood that a potential borrower defaults on a loan, which may have been generated with a data-mining package, is relevant knowledge for deciding whether or not to loan someone money. In practice, data about a person would be submitted and, through the use of loan knowledge, a decision would be reached regarding whether to loan the money.



■■



A set of formulas, which may have been created in an OLAP environment, for calculating how to determine the earnings a product generates is relevant knowledge for making decisions about whether to increase or decrease production of that product.



■■



A set of procedures, which may have been created in a marketing document, for displaying packages in stores is relevant knowledge for making decisions about where to display products or even which stores to work with.



Concluding Remarks on Data and Knowledge Metaphorically speaking, the relationship between data and knowledge is akin to that between a river and its bank. The former is best represented as a continuously moving flow of information or assertions, while the latter is best represented as a set of constraints that at any given time determines the direction of that flow. Furthermore, over time, the river will change the form of the bank. Our knowledge is constantly being affected by new data, and if you look close, you will see that the river contains pieces of the bank and the bank contains water from the river. In that sense the concept of pure data or pure knowledge is as much a theoretical limit as the notions of pure river or pure bank. Thus, knowledge, especially the abstract component of knowledge that comprises the slowly changing local regularities derived from explanatory modeling, needs to be constantly tested and maintained. (Whether that testing is done hourly or yearly is, of course, a function of the specific domain.) Knowledge is embedded in many different places within today’s corporate information systems: formulas in OLAP systems, triggers in relational databases, visual patterns in GIS systems, predictive models in data-mining packages, classification rules and personal profiles in text engine-based applications, business procedures in rules-automation systems, and drivers in decision-analysis tools. All the various sources need to be integrated for unified decision support systems.
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Concluding Remarks on a Unified Decision Support Framework In this section, you’ve seen OLAP as defined by the data definition language (DDL) and DML described in this book contextualized within a larger decision support framework that includes the set of functions required to connect data to decisions, various media, degrees of abstraction and relevance, and differences between input and derived data, which itself was bundled within a DEER cycle that encompasses the representational activity within a cycle of decisions, executions of decisions, the environment, and representation.



Smaller, Multifunction Tasks Although no product may provide fully integrated capabilities, many products and applications have provided for some integration across some dimension(s). A sample variety of discrete multifunction capabilities that are either directly provided by some products or that can be done using today’s tools and a bit of elbow grease is briefly outlined in the following section. The discussion begins with functions that integrate OLAP and data mining or statistics.



Integrating OLAP and Data Mining or Statistics Testing for Independence between Dimensions In practice, we are always viewing and analyzing variables (y’s) with respect to locator dimensions (x’s). We may view the value of a sales variable for some product dimension value and some time dimension value, or we may analyze changes in sales as a function of changes in product or time. All analysis can be built from these simple beginnings. Viewing or specifying the change in some variable as a function of changes in some dimension is equivalent to defining a partial derivative for the variables function. Add a little complexity and you can specify the second order derivative as the change in change of some variable with respect to the change in change of some dimension. Going further, one can specify the ratio, or change in ratio, or change in change of ratio between two or more variables, still for some dimension, change in dimension, or change in change in some dimension. In other words, all views and analyses of variables are relative to some dimension value or location. This location serves the role of framework for viewing and analysis. Now what happens if you are trying to analyze for some customer how sales to that customer varied across stores in a sales data set where store and customer are identifier dimensions, and it turns out that customer and store are correlated? What would it mean to analyze how sales to a customer varied exclusively across stores? You might
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get an answer such as sales were at some value for one store, and zero for all other stores. But this isn’t meaningful information about sales trends per customer. (Would you now go about trying to increase sales across the stores that experienced zero sales to that customer? Probably, you would not take such a course of action.) Rather, the information confirms that the customer shops at a particular store (which is to say that customer IDs are correlated with store IDs), and that changes observed for the variable sales are not totally attributable to changes in store. You will not be able to look at an accurate partial derivative of customer sales on a store until the influence of the store’s correlation with customers has been totally compensated for, or else eliminated. For the purposes of dimension-specific analysis of variance, it is important that changes in the values of any locator dimension are uncorrelated with changes in the values of any other locator dimension. To the degree that the locators are interdependent, they can no longer serve as separable factors. The independence or dependence between different locator dimensions is a function of the use of the dimensions in a particular data set. In other words, two dimensions that may be independent in one data set can be dependent in another. So the best way to look at the degree to which your dimensions are independent is to examine the data sets from whence they came. In general, and always relative to a particular data set, two dimensions can be coexistent and independent, coexistent and interdependent, or noncoexistent. In order to discover the degree to which your dimensions are independent, I suggest drawing a diagram of the cross product of the two dimensions. If the two dimensions are totally independent, every one of the possible intersections will be valid as shown in Figure 20.7. If there are some dependencies between the two dimensions, this will show in a reduction of the number of valid intersections as depicted in Figure 20.8. If the two dimensions are totally dependent, their relationship will appear as a line within the matrix as shown in Figure 20.9. I also suggest using scatter plots and parallel coordinates to look at the dependencies between dimensions. Recall the use of parallel coordinates in Chapter 9. Focusing for the moment on just two dimensions, if the dimensions are independent of each other, they can both be used as locators. When there is interdependence, any one should be used as a locator, and the other one as variable. For example, if store and
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Figure 20.7 Independent dimensions.
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Figure 20.8 Some dependencies between dimensions.
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Figure 20.9 Interdependent dimensions.



customer are correlated, you can treat stores as the dependent dimension with customer as the independent dimension or vice versa. You might look at store facts per customer as a function of customer facts. This tells you information about the stores that different types of customers like. Alternately, you can treat customers as the dependent dimension with stores as the independent dimension. Here you would look at customer facts per store like the income and education distribution of the customers for store x. By treating customer and store as interdependent, you succeed in squeezing a maximum amount of information from your data set. Of course, things get more complicated as the number of dimensions increases because the degree of independence of two dimensions may be a function of the values of the other dimensions. Furthermore, dimensions may only be independent of other dimensions for a subset of their possible values. Some products may be correlated with some stores. Some customers may be correlated with some products. Some store may be correlated with some times. Nevertheless, the principle of looking at interdependencies remains the same.
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Combining OLAP Dimensions with Statistical Ordering Regardless of the area, most analyses are performed with the aide of mathematics such as algebra, calculus, statistics, geometry, and sets. Different mathematical analyses have different requirements that the data needs to meet in order for the analysis to be performed. For example, given a list of 500 persons and their political affiliation, it makes no sense to calculate the average political party of the group. Political parties are values of a categorical or nominal variable. There is no way to take the average of a categorical variable because you cannot add or divide categories. You could, however, count the number of persons in each political party, create a histogram of those counts from which you could sort the political parties by their count, and identify the mode or political party having the highest count. This section describes the interplay of ordering and statistical analysis.5 It explores how the ordering of dimensions and variables affects the types of analyses that can be performed, and looks at how the process of analysis changes the ordering of the dimensions and variables (which in turn changes the types of analyses that can subsequently be performed). Recall the distinction made in Chapter 5 between nominally, ordinally, and cardinally ordered types. Since these orderings apply to types, they affect both locators and contents. Since expressions are combinations of locators and contents, any combination of ordering is possible. Thus, for example, you could have a cardinally organized nominal variable, such as the political party of the president (a nominal variable) represented over time (a cardinal dimension), or you could have a nominally organized cardinal variable such as the average income of registered voters (a cardinal variable) per political party (a nominal dimension). Furthermore, the functions available to analyze data vary with the ordering of both the locators and the contents. Thus, the time series of the political party of the president would be analyzed differently from the party-organized income data. Typical OLAP models are composed of nominally ordered locator dimensions such as products, stores (or rather the way products and stores are typically treated), one cardinally ordered dimension, time, and a set of cardinally ordered variables such as sales and costs. This is due to the domains where OLAP usage has sprung up and to the limitations of OLAP products. Looking ahead, OLAP environments will need to make greater use of cardinally ordered dimensions as well as nominally and ordinally ordered variables if they are to serve the needs of the enterprise business and analytical community. Cardinally ordered dimensions are critical for analysis of variance, and nominally ordered variables are commonly found in analytical models. Orderings Change during the Analytical Process An important part of the analytical process is the incorporation of newly learned information into the model. For example, you may start off with a nominally ordered list of countries and the per capita incomes in each country. Then, if you want to compute the per capita income for the region, you need to find out the population of each country so you can create correctly weighted average incomes. In doing this, however, you have added information to your country dimension. Instead of just a list of names you
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now have a list of cardinal values, the population figures, attached to those names. A list of population-weighted countries is a cardinal dimension for which you can quantify the relationship between any two countries. Country A is twice the size of country B, et cetera. This means for any variable you believe is correlated with country population, it makes sense to explore what that relationship is through the use of correlations and regressions. For example, it might be that you want to predict what the demand for roads or schools will be in some new country of a known population. Sometimes, as was first described in Chapter 7, we need to transform variables by scaling the values of a variable so they fit between zero and one, or by taking the log of a set of values because that correlates better with something. For example, the log of a typical growing bacteria count has a linear relationship with time. Sometimes these new weightings, scalings, or logarithms permanently stick to the dimension. When they become incorporated, we get to use the new ordering to view and analyze other information. Figure 20.10 presents a matrix of dimension or locator
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Figure 20.10 Ordering combinations and the analyses that work with them.
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orderings by variable or content orderings. For each intersection, such as nominal dimension by ordinal variable, a data set that exhibits those characteristics is described in the upper region of the cell (above the dotted line) and the names of standard statistical analyses that require at least that amount of ordering (if there are any) are listed in the lower region (below the dotted line). The statistical terms are described below the table. (Note that statistical routines can always work on data sets that are more ordered than the minimum amount of required ordering.) Here are descriptions of the analysis terms: ■■



Count. Compute the number of instances of each value. This is perhaps the most general operation. It works with nominal data. You can count colors, genders, races, and religions. It doesn’t assume anything about how the instances are ordered.



■■



Histogram. Graphical technique of plotting the counts associated with each value. Ordinal and cardinal dimensions may indicate relevant relationships among the various counts.



■■



Mode. Determines the most frequently occurring value.



■■



Ordinal rank. Assigns a relative ranking to the data values (as in assigning medals to race times at a track meet).



■■



Percentile rank. Like an ordinal rank, but carries additional proportion-of-set information, as the percentile rank for a value in the set is the percentage of values in the total set that the value of interest is greater than.



■■



Median. Finds the middle value for the given values of the variable. The values of the variable generate the ordering required; hence, it can be used with nominally ordered dimensions.



■■



Kruskal-Wallis test. Tests for differences in the rank location of data that are grouped by some single classification. This lets you see if there is some significance to the relative rankings that the values get, based on the classification.



■■



Wilcoxon two-sample test. Tests to see if there are significant differences between two sets of data based on their ranks.



■■



Kendall’s correlation coefficient of rank. Computes a coefficient of correlation between ordinal data values and their ordinal position within a dimension. Any correlation activity is correlating values of a dependent variable with their locations along an independent dimension, hence the need for this operation to use ordinal data in an ordinal dimension.



■■



Sum. Adds together all of the values for the variable. The ordering of the dimension should have no effect on the sum obtained.



■■



Chi-square test. Tests the significance of differences in values of a variable distributed across nominally divided baskets. Note that if this is performed on variables organized by an ordinal or cardinal dimension, the dimension must be divided into essentially nominal sets for the test to work.



■■



Mean. Computed by dividing the sum of the values by the count of the values. As with sums, the ordering of the dimension has no effect on the average
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obtained. However, when you are averaging aggregates of unequal size (like averaging per capita income across several countries), you will generally want to weigh the averages by the size-determining factor of the aggregates. ■■



Standard deviation. Computed using the mean of the values and the values themselves. Describes the variation between the values. Since it depends on the mean, it requires its input values to be suitable for means.



■■



Regression. Computes the coefficients of a function connecting the values of cardinal variables to their position along the dimension. The dimension needs to be cardinally ordered, so that change in variable per change in dimension position can make sense as an operation.



■■



Logistic regression. Computes the correlation between changes in the values or state of nominal variables and a cardinal-independent dimension. Basic logistic regression assumes one binary state variable. Other forms work with multistate variables and multiple variables.



Multilevel Correlations Most correlations can apply to more than one level of abstraction. For example, affinity coefficients can be evaluated at any level in any kind of product hierarchy. Financial account information can be obtained by almost any time granularity such as day, month, or quarter. This is a classic example of integration between OLAP and directed data mining for the purposes of predictive modeling.



Cluster Levels Most types used as a dimension in some schema are associated with a significant number of attributes. A representative customer dimension and associated attributes are shown in Figure 20.11. When this is the case, and on a level-by-level basis, the dimension members can be clustered, as illustrated in Figure 20.12, according to patterns of similarity in their attribute values. The resulting grouping of dimension members can be used as a defining principle for both creating a set of members (the clusters) that represents a new level in the dimension, and for classifying new events as belonging to one new level member or another. The enhanced dimension with the cluster-defined
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Figure 20.11 Connecting less directed mining and OLAP.
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Figure 20.12 Using clusters for OLAP levels.



Time



Aggregated sales values



C1 C2 C3 C4



customer dimension



Figure 20.13 Aggregating data with cluster-based levels.



level can then be used, for example, to aggregate other data as illustrated in Figure 20.13. This is a classic example of integration between OLAP and undirected data mining for the purposes of alternate aggregations.



Business-Driven Analytical Segmentation Most businesses that have been around for a while have, through accumulated knowledge, manually segmented their world in a number of dimensions and a particular set of members and hierarchies in those dimensions. These are typically the same ones they use for business analysis. In other words, a business that chooses to roll up their product dimension into three basic kinds of products—clothing, furniture, and acces-
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sories—has manually segmented their data into these three categories for reporting and analytical purposes. This manual segmentation accomplishes the same purpose as statistical methods such as clustering. When manually generated business segmentations are used to partition statistical models, it is a classic example of integration between OLAP and data mining. Ideally, there should be some interplay between the manual and statistically driven methods of segmentation.



MD Visualization Traditionally, the province of scientific computing, the combination of data visualization and multidimensional meta data has begun appearing in some visualization products. For example, many visualization products provide for drill down and pivoting directly on the graphical representation (Sufer examples I 2, T5). These capabilities are classic examples of integration between OLAP and data visualization.



MD Arrays for Text Retrieval Documents are typically stored and retrieved using specialized text management systems. At the heart of any text management system is a method of calculating term and document relevance. These methods can be expressed, optimized, and run on relational and on multidimensional databases. Although running text analysis applications on relational databases provides for far superior data management and security features than are native to text systems, running those same text analysis applications on multidimensional databases provides for far more ways the original documents could be organized.6



MD Arrays for Data Mining Jiawei Han showed in “Metarule-Guided Mining of Multi-Dimensional Association Rules Using Data Cubes” that association rules could be most efficiently mined when the data was kept in multidimensional arrays.7



A Single More Fully Integrated Example8 Since the most common examples of DSS integration leverage OLAP, data mining, and visualization, I will focus on these with this last example. Imagine you have recently been hired as director of marketing for a chain of grocery stores with the mission of increasing storewide sales through improved customer service. Although the company has implemented a data warehouse for which there is extensive point-of-sale (POS) data, many transactions are anonymous, so you don’t know the identity of your customers. You do, however, have an OLAP system in place that store and product managers are using to report and analyze sales, and you’d like to add data-mining tools to your arsenal of DSS technology. All you need is a good business problem whose solution would benefit from the use of data mining.
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After calling around, you learn that one store is already using data mining to design promotions. The store manager is applying affinity analysis on POS data to discover which products sell well together.9 The results of affinity analysis may take the form of discovered rules or associations, such as: “If a customer buys tofu patties, there is a 60 percent chance that the customer will also buy buns.” The support for this rule is 20 percent. Support refers to the ratio of the times tofu patties were purchased relative to the total number of transactions. Assuming that the store makes more money selling its own brand of bun than it does selling tofu patties, the affinity analysis may prompt the store manager to advertise a sale on tofu patties and put the buns near them. You say to yourself, this information is useful, but it seems more tactical than strategic. Are there any broad patterns that you might be able to detect in your POS data that could lead you to a better understanding of your customers? How about trying to understand the reasons why customers shop at your store, as reflected in the collection of items they purchase in one visit? If you could understand your customers’ goals when they enter your store, you might be able to help them fulfill their goals better and turn them into appreciative, loyal customers. After seeing how much you care about them, they might also be more willing to sign up for the customer cards you want to distribute. Because you don’t know what buying patterns you’re seeking—just that you want to find actionable, homogenous groups—you would probably want to use a less directed data-mining technique, a technique that doesn’t need to be told what to look for. Traditional neural nets wouldn’t work in this situation because they require some type of training pattern. A k-means approach, on the other hand, is relatively undirected; you can use it to cluster market baskets according to their similarities. Although there is no such thing as a wrong number of clusters, the patterns you discover and their usefulness to you are a function of the number of clusters you pick. So, even with a (supposedly) undirected algorithm, such as k-means, you must know something about your data (that is, you need to have already done some descriptive modeling before trying to mine it). If you are creating clusters purely for exploratory



K-MEANS The k-means algorithm works as follows: Given a set of k initial-seed centroids (a kind of multidimensional mean) that can be composed of randomly chosen records, a k-means algorithm assigns each record to the cluster that is closest to it (as defined by the distance between the record and the centroid of each cluster). The centroid is, as you might expect, the spot at the center of the cluster. The algorithm makes a series of passes through the data. On each pass, it assigns every record to a cluster and recalculates the centroid of each cluster. Each new pass may change the cluster to which some records belong, and the process ends when the clusters no longer move between records.10 (Note that the preceding discussion assumed a particular type of k-means algorithm in which every record is assigned to one and only one cluster. These are sometimes called hard or nonoverlapping clusters. There are also soft, overlapping, or probabilistic clustering algorithms, which assign a probability function to each record so that it is assigned to every cluster with a different probability per cluster.)
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analysis, you should be prepared to apply your clustering algorithm repeatedly using a different value for k each time. So how do you apply this k-means algorithm to your POS data? Think about what you are trying to do: discover regular buying patterns that reflect different customer intentions. This is a pretty high-level pattern. To see this kind of pattern, you should work with partially aggregated data leveraging the aggregate members of your product dimension as defined in your OLAP application. Your OLAP application has been aggregating POS data in as many ways as you can imagine. You can view sales by product, product category, brand, or by group for individual days, weeks, months, quarters, or years across individual stores or any combination of these. At one aggregate level of the product dimension, your OLAP environment distinguishes produce, meat, fish, cheese and dairy, coffee and tea, drinks, grains and pastas, convenience food, health products, and flowers. These are meaningful, highlevel categories that represent business-driven segmentations of how your company reports and analyzes its data. Before going any further, you need to segment your data into at least two parts: training and testing. Because you intend to use the groupings you discover through the k-means approach to track customer behavior, you should be sure that the detected clusters are representative of your data as a whole and will efficiently classify your customers’ behavior. The most effective way to ensure this is to train the algorithm on one piece of your data, run it again on a second piece, and then compare the clusters found in the two trials. You can compare them with a multivariate, means-testing algorithm, such as Hotelling’s.11 For our example in Figure 20.14, the data can be used without scaling or weighting because every variable is measured in dollars, and a dollar spent on any product is, for our purposes, as valuable as a dollar spent on any other. If you did scale the variables in this example, your results could be misleading because you would be treating dollar differences in flower purchases 10 times higher than dollar differences in meat purchases. (However, because the range between minimum and maximum dollar amounts spent on meat was 10 times the range of amounts spent on flowers, differences in meat purchases will probably account for more cluster boundaries than differences in flower purchases.) After applying scales and weights as necessary, you must choose how many clusters to use for your analysis. In our example, because you are looking for broad classes of customer behavior, a small k value, such as five, is appropriate. (Remember, you can always change k and run the algorithm again.) Figure 20.15 lists six POS transactions and shows the amounts paid for products in each of the 10 categories. The sales amount within each product category can then be



Convenience Paper Goods Produce Dairy Meat/Fish Total Purchases Trans. ID 101 22 12 0 18 7 70 102 30 0 0 20 9 85 16 103 0 0 0 2 18 0 104 5 3 10 8 31 0 105 40 8 0 6 75 10 106 22 2 8 9 51



Figure 20.14 Sample of dollar amounts purchased per category per transaction.
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Cluster Meat/Fish Dairy 13 20 1 55 10 2 5 5 3 35 37 4



Drinks 10 45 12 25



Health 8 1 8 23



Grains/Pastas 6 5 8 33



Produce 10 10 5 45



Paper Goods Convenience Coffee/Tea 1 15 1 20 10 2 5 30 5 5 12 3



Snacks 5 40 20 10



Figure 20.15 Centroid dollar values per customer.
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treated as a separate variable for the purposes of clustering and used as input into a kmeans algorithm. As you are preparing your data for analysis, you will need to decide whether to scale and/or weight your variables (as was discussed in Chapter 7). Kmeans, like most algorithms, is sensitive to these issues. For example, if you are creating a cluster on customer attributes and you have columns for age, income, marital status, and job description, you need to map each of the variables to a common scale (say a linear normalized scale of zero to one). In addition to scaling the data, you must also determine the importance of the attributes relative to one another, such as age versus income. Figure 20.15 is a table of the computed centroid values for each category of product by cluster. Although you could analyze the clusters to see if there are discernible homogeneous purpose groups revealed through the clustering, the differences between the clusters (for reasons described in Chapter 9) are likely to show up better graphically than in a table of numbers. Insert I.9 is a graphic representation of the computed centroid values. It makes use of a technique called parallel coordinates that represents the value scale for each variable with a separate vertical line. It’s akin to the MTS diagrammatic method used to show variable values. Since, in our example, all the variables were measured in dollars, the segments don’t have to be scaled or weighted. If you look at the graphic image, you can identify distinct profiles that represent different inferred reasons for shopping. The line labeled A shows high values for meat and fish, drinks, paper goods, and snacks. Can you speculate what kind of purpose someone who bought those amounts of those items might have had? How about cookout parties? The line labeled B has high amounts for most categories and by far the highest amounts for produce. Maybe those are weekly shoppers. The line labeled C shows small amounts for everything but drinks and convenience foods. Maybe these are our lazy chefs! The line labeled D shows small amounts, though more than for the lazy chefs, for most items. Maybe these are single meal shoppers. (In practice, there would also be an E line representing market baskets whose profile was different from the four to which we could attach significance.) Now that we’ve identified these clusters, we can use them as a new purpose dimension, in our OLAP environment, as shown in Figure 20.16 in order to further aggregate our sales data. Next, you may want to mine this newly aggregated sales data to discover if there are any interesting correlations between dollars spent shopping and some combination of shopping purpose, time and/or store. Using an association rules algorithm, you may discover that most shopping by weekly shoppers occurs on the weekends while most single meal shopping occurs during the early evening near the end of the week and lazy chefs are most prominent in the urban areas. Taking what you’ve learned from
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Figure 20.16 Sales per trip purpose.



your analysis, you may feel ready to begin to design a promotional strategy for your company. Let’s review for a minute what you’ve done. In support of a single business problem, namely promotion development, you used the following: ■■



An OLAP environment to partially aggregate transaction data according to your business-based aggregate product categories



■■



A data mining environment to cluster the partially aggregated data



■■



A data visualization environment to interpret the data mining results



■■



An OLAP environment to incorporate the cluster-based dimension for the purpose of aggregating the sales data



■■



A data-mining environment to look for patterns in the cluster-dimension aggregated sales data



In other words, you needed to use, at least, OLAP, data mining, and visualization to solve a single problem. I keep using the qualifier at least because in a real application there are even more technologies, as mentioned in the first section to this chapter, that can and ought to be brought to bear, even on this example of promotion development. For example, in the retail world, there exists purchasable product affinity data (the result of extensive data mining), organized by what’s called lifestyle segment where each lifestyle segment represents a different product affinity cluster. You can also get a hold of the count of families per lifestyle segment living in a particular area. Those areas can be quite small, such as census-sized block groups. To fully leverage this information, you would typically use a geographic information system to store the base
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data, calculate the predominant lifestyle segments per block group, calculate the distance each block group or more aggregated zone is from each store, and thus also calculate, given the types of products sold in your store, the areas of greatest concentration of families who have an affinity for the kinds of products you sell and who are close enough to your store to be or become customers. Figure 20.17, for example, shows the block groups surrounding three of your stores and the dominant lifestyle segment per block group. Typically, you would bring calculated variables such as distance to store into your numeric warehouse environment where they would get picked up by either OLAP or data mining routines and used, for example, to create dimensional groupings representing either distances traveled (short, medium, long) and/or type of community (urban, rural), which in turn would get used for aggregations as illustrated in Figure 20.18. Thus, GIS should certainly be a part of your unified DSS infrastructure. The appropriate use of decision analysis (mentioned first in Chapter 1) would also help you create effective promotions. For example, after discovering what you believe are reasonably stable patterns in your data so that you can create targeted promotions, you still need to figure out how to allocate limited marketing dollars to the suite of



Figure 20.17 Dominant segments.
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Figure 20.18 Sales by urban and rural.



promotions you could create so as to maximize the likely bang for the buck. Towards that end, you would need to take into account possible actions by competitors, possible changes in the price of supplies, the costs and effectiveness of different channels for promotion (newspaper, radio, flyers, and so forth), any discounts you may wish to apply, and so on. Figure 20.19 shows a typical view from a decision analysis package where you identify the endogenous variables that you control, the exogenous variables you don’t control along with expected probability distributions for the possible outcomes for each of the exogenous variables, and the goal, in this case, profit. After running a few simulations you may come to the conclusion that the best promotional strategy is to hand out flyers in small neighborhoods with high concentrations of lazy chefs, and use a combination of radio and in-store promotions to reach the weekly shoppers, cookout party makers, and single meal shoppers.



Summary This chapter presented an overview of a unified architecture for decision support, described a variety of small, real-world examples of partial DSS integration, and finished by more deeply exploring a single example taken from retail sales. Within the chapter you learned that the distinction between OLAP, data mining, and decision analysis, made first in Chapter 1, represents only one of several dimensions that together describe decision support applications. The other dimensions included the kind of media, degree of abstraction, degree of relevance, and whether the data was
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Figure 20.19 An influence diagram.



more source- or decision-oriented. Furthermore, the entire representational framework was subsumed in a single, representational stage of a holistic decision-making framework that included the decision made, the execution of the decision, and the environment within which the consequences of the executed decision occur in addition to the representation. When all these pieces are in place and work smoothly together (whether through the heroic efforts of your end-user and/or IT organization or through the efforts of a single vendor or that of many), organizations will be able to fully represent all relevant aspects of their world and make optimal decisions that reflect their locality and slowly changing nature, as well as the sensitivity to current facts of that bundle of regular and multilevel patterns we call knowledge.
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A Formula Index



Auditing defining a data check variable, 13.6 inventory, 14.4 with reconciliation, 14.22 Derived variable definitions aggregate inventory productivity, 14.29–30 local price, 13.4–6 time-shared inventory storage, 14.25–28 effective variables exchange rate, 13.24–25 iterative quantity sent, 14.17–18 other distinct_number_of_countries_ from_which_fish_is_bought, 13.15 recursive quantity on hand, 14.10–11, 14.19–21 relative exchange rate, 13.22 local price, 13.9–13



truth and existence values, true/false Booleans, “out of stock,” 14.12 Dimensions Business Asset, 16.11 Business Process, 16.11 Hfoodcake, or Foodcake-Batch, 16.6 Fact feeds from sources inventory, 14.16 list price, 15.7 local price, 13.4 market share and marketing cost, 15.17–18 quantity sold, 15.4 accounting for time-lagged flow, 15.10 Queries aggregate inventory age, 14.23 inventory loss, 14.6–8 complex distribution cost for an order, 16.24 dynamic time ranges, 16.32
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materials storage cost for a batch, 16.33 multiple rankings, 15.12 nested expressions: high-revenue stores, 15.12–13 result sets defined by tuples, 14.13–14 specific: product storage cost for two orders from two batches, 16.21–22 materials storage cost for a batch, 16.33 other full sales and marketing cube view, 16.13 marketing costs, 15.18–20 value-state enhanced, 15.26 variance, 15.14–15 Schemas complex M-N relationships discussion of, 16.3–5 instances of, see multiple subschemas discussion of cumulative costs, 16.36 currency exchange, 13.20 earnings, 16.2–3



inventory, 14.3 production, 16.27 sales and marketing, 15.2, 16.6, 16.9 split into costs and revenue, 16.5 embedded 1–N relationships materials inventory (3 schemas), 16.29–30 materials shipping (2 schemas), 16.34–35 product inventory (2 schemas), 16.18 in product inventory transport, 16.14, 16.16 production (2 schemas), 16.25–26 sales and marketing, 16.12 transport from product inventory to stores (3 schemas), 16.14 transport from production to product inventory (3 schemas), 16.22–23 with embedded logic, 13.18 generic, 15.21 generic value-state, 15.21 multiple subschemas in materials shipping, 16.34 in production, 16.26
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B Standards in the OLAP Marketplace Standard: Something established by authority, custom, or general consent —Merriam-Webster’s Collegiate Dictionary, Electronic Edition 1.5



As with many other areas of computing, different OLAP vendors’ products were first created to serve different niches and were based on different underlying techniques. Within their individual niches, there was no need to do things in the same way as was done in other niches, and if two vendors were aware of each other in the same niche, they were not inclined to collaborate on anything. Standards were eventually put in place in many other areas of computing (networking, relational access languages, storage communication protocols, system busses, and so forth), but standards have continued to prove elusive within the OLAP space. The tide is changing and perhaps strong standards will be available by the time the third edition is written, but as of the writing of this second edition, only some rather contentious beginning steps have been taken. What kinds of standards are relevant? Standards are most relevant in three key areas: data models, application programming interfaces (APIs), and benchmarks. A standard data model allows developers and users to work with applications without suffering from the incompatibilities between different vendors’ tools, particularly in multivendor environments. A standard API allows programmers to build applications that can be run on the products from different vendors. (To be an effective standard, an API presupposes a good standard data model too.) Standard benchmarks allow organizations to effectively compare product offerings for tasks, and are also very helpful for assisting the physical implementation of a particular system.
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Data Models As described in Chapter 2, OLAP or multidimensional modeling and analysis products sprang up independently of any particular data model. Once established as products, individual vendors had little self interest looking for or supporting a model that might indicate functionality gaps in their products. As described in Chapter 4, there are numerous benefits to having a well-grounded model. The LC model used throughout this book (whose core modeling constructs existed well before the development of the industry buzzword OLAP) represents my best attempt to provide such a standard model. I hope you have found it useful in this book. Time will tell how well it (or some other attempt) succeeds.



APIs Significant effort has been expended in API standardization, albeit with mixed results. The OLAP Council, an organization that was formed to promote awareness of OLAP and standards for it, released two iterations of an API specification (MDAPI) that worked hard to minimize the effort required for any vendor to implement it, but for various reasons was ultimately only implemented by one server vendor and one client vendor. Several members of the OLAP Council went on to form a Java Community Process working group for an API called JOLAP, which is a spiritual successor to the MDAPI. The process was begun in June 2000, and drafts of the API specification have not been made public as of October 2001. The strongest effort towards standardizing APIs has been made by Microsoft, with its OLE DB for OLAP and XML for Analysis specifications. OLE DB for OLAP is an extension to Microsoft’s OLE DB, and specifies data structures and function interfaces along with the MDX language for executing DDL and DML. As a COM-based interface, it will only run on Win32 platforms, which are predominant among end-users. The programmatic aspect of OLE DB for OLAP allows client applications to retrieve dimension and cube metadata, initiate the execution of queries and commands, and retrieve results from cube queries. The MDX language provides a rich set of primitives for dimensional navigation (examples which you saw in Chapter 19), and a data model that is in some ways tightly connected to the data model for Microsoft’s Analysis Services, and in some ways expands on it. (However, even here Microsoft breaks the rules of its own MDX language specification in nontrivial ways.) OLE DB for OLAP is a quasi- or near-standard in that, by general consent, a number of vendors are supporting to varying degrees on both the client side and, notably, the server side. It is a proprietary specification in that it is solely Microsoft’s to keep or alter as it sees fit, but it is an open specification in that it is specified in detail and freely available for anyone to implement clients or servers for as they desire. (The specification is available at www.microsoft.com/data/oledb.) Microsoft has solicited input from vendors and end-users as it developed and evolved the specification, and the specification does have a few features in it that are not pertinent to its own products, but relevant to those from other vendors.



Standards in the OLAP Marketplace



Currently, most OLAP tool use is by persons interacting with information. Circa 2000, the majority of these human beings were sitting down to computers running Microsoft Windows-family operating systems on Intel-based CPUs (Wintel machines). Going forward from 2001, more and more humans will be sitting down to non-Wintel machines (such as hand-held computers of many stripes). Additionally, more and more of the analytical functionality will not be accessed by humans, but by other computers, especially over the Internet. These machines will be running other operating systems for which the probability that Microsoft ports its APIs is essentially zero, including Solaris, Linux, HP/UX, AIX, and other Unix variants. To address these needs in one stroke, Microsoft together with Hyperion Software is also sponsoring the XML for Analysis specification as a standard. XML for Analysis is essentially OLE DB for OLAP, where the data structures are expressed in XML format rather than binary format. It is based on the simple object access protocol (SOAP), which provides a generalized way to invoke operations on a remote service and retrieve results, all through the exchange of XML. Interestingly, SOAP doesn’t depend on any particular lower-level transmission protocol, so while HTTP is the most likely protocol for sending and receiving, file transfer protocol (FTP) and simple mail transport protocol (SMTP) implementations exist, and others could be used if necessary. XML for Analysis may add features over time in comparison with OLE DB for OLAP; as this is written, the 1.0 specification exists and beta software exists, but there have been no commercial releases.



Benchmarks Standard benchmarks are available in many areas of information processing. CPU performance is benchmarked in a number of ways, relational database performance benchmarked for different applications, desktop systems benchmarked for application suite performance, and so on. Some benchmarks have been specified through industry consortia, and others have been individually developed and become somewhat standard through wide application. The OLAP arena has had one significant effort to date to create a standardized benchmark, which has had some limited success. Benchmarks are useful for at least three purposes: ■■



Ascertaining performance for a given hardware/software combination



■■



Validating the correctness of an application implemented in a given hardware/ software combination



■■



Providing data points from which to estimate a suitable hardware/software combination



Standard benchmarks allow for different vendors’ offerings to be compared within these three purposes. Note that the first and second purposes listed each have a different focus. Performance in terms of speed and bytes consumed is usually important (see Chapter 10 for considerations), and a great deal of attention sometimes needs to be spent in raising the speed and reducing the bytes. Equally important is whether or not the hardware/software combination can achieve the results at all as bogus results no
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matter how rapidly returned, are always unacceptable. Since running benchmarks can be time consuming, a scientific analysis of a few benchmark results can be used to achieve the third purpose. In the relational database world, there are several standard benchmarks maintained under the auspices of the Transaction Processing Performance Council (TPC). The TPCC benchmark is oriented towards transaction processing, while the TPC-H and TPC-R benchmarks (spinoffs of what was initially a single TPC-D benchmark) are oriented towards decision-support queries. The nature of the interaction with the database is different in each of the benchmarks, as they reflect different types of applications. In the OLAP world, the only public standard benchmark to date has been the Analytical Processing Benchmark (APB-1), produced by the OLAP Council. The benchmark was the instrument of performance claims between Applix, Hyperion, and Oracle during the late 1990s, and subsets of it have been run by other vendors seeking to establish their performance rankings as well. The benchmark was also used by a number of vendors to determine whether they provided sufficient OLAP functionality to be able to brand themselves as OLAP product vendors. The benchmark tests calculation and query performance for an OLAP server. Implementing the benchmark requires a server to be able to handle different structures of data in source tables, and to implement a moderately sophisticated set of allocations in the calculation logic. It uses a smaller number of dimensions (products, customers, channels, time, and scenario). The size of the dimensions can be varied for each run of the benchmark, and the density of the generated data can be adjusted as well. This allows different sizes of databases to be used. Additionally, the number of simultaneous client sessions can be specified. This allows testers to evaluate performance for large data set sizes independently from performance for large numbers of users. To be published according to APB-1 guidelines, the results of the benchmark must be audited, ensuring that the results are actually meaningful. However, one benchmark is not enough, as there are many other types of applications and usage scenarios in addition to the one modeled in the APB-1. Additionally, the APB-1 specifies that calculations must take place on the server and not on the client tier, which reflects a desire to make it a benchmark of server performance, but limits its usefulness as an application benchmark. Real-world applications can require many other data structures and calculations than those reflected in the APB-1. For example, it is very common to have ranking queries (top 10 products) in the real world, to specify sorting of results, to specify data-based conditions for data retrieval, and to make use of lower dimensional data (like so-called attributes—such as customer address). Real-world application configurations are usually more sophisticated than simply relying on a single powerful server. For example, if an OLAP vendor’s product distributes its processing on multiple tiers, including the client tier, then this should be allowable in an application benchmark. One of the notable aspects of the APB-1 benchmark has been that due to the requirements of the calculations, many OLAP-oriented servers have been unable to run the benchmark in its entirety. Many applications have less sophisticated requirements as well, and a benchmark that has fewer computational requirements would allow standard comparison of a greater variety of tools. Additionally, budgeting and forecasting is one of the oldest applications for OLAP
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Standards in the OLAP Marketplace



tools. A real-world budgeting and forecasting system requires some degree of transaction processing within the analytical environment as well as perhaps sophisticated multidimensional calculations. It is my hope that standard benchmarks will emerge that more fully reflect the needs of real users across a wider variety of applications and domains.
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C LC Language Constructs



This appendix summarizes, without explaining, the LC syntax used throughout the book.



Operators and Markers Unary {T.}:



every instance of T .



Using dot notation, as introduced in Chapter 5, the specification of a member set may take place through the use of multiple term specifiers beginning with the name of the type followed by a dot followed by a further restriction such as the name of a level or specific instance. A dot at the end of a term specification string denotes the fact that what is specified, as for example with Geog.USA.atunder. is a set of instances and that all such instances are to be used/returned/considered. If the final token used to identify an instance set returns a single instance, there is no need to terminate the string with a dot. {n/a,m,a,p} : logical status markers



577



578



Appendix C



As introduced in Chapter 6, it is important for an application to be able to distinguish between missing and meaningless data. The four logical LC status tokens accomplish this. Specifically 'n/a'



means not applicable



'm'



means missing



'a'



means applicable and



'p'



means present



They are appended to the end of a content specification and refer to whatever set of instances are specified to that point. For example, (Sales.m , Geog.USA.atunder.) says that sales values are missing for the USA and all its descendents. {},



: Units or metric specifiers



As introduced in Chapter 7, it is good practice to specify the units of every variable. Commonly used units or metrics in this book were Integers {I} Rationals {R} Nominals or names {N} Dollars {$} Currency {Curr} Local currency {Lcurr} Dollars per kilogram kilometer {$/Kg-Km} Dollars per kilogram day {$/Kg-Day}



Binary Operators ■■



Assignment assignment (1-1, yields, fill with, equals)



{~} : The instances on the right-hand side of the operator are assigned a oneto-one correspondance with the instances on the left-hand side. {⬎⬎} : The expression on the left-hand side yields the result on the righthand side. {⬍⬍} : The schema on the left-hand side is filled with values taken from the source on the right-hand side. {⫽} : Standard equality {F} ■■



Standard assignment



Arithmetic {+, -, *, / , < , >} : standard arithmetic



■■



Structuring



LC Language Constructs



{䊟}:



cartesian product



{~ 
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