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Abstract The On-Chip Communication Network (OCCN) project provides an eﬃcient framework, developed within SourceForge, for the speciﬁcation, modeling, simulation, and design exploration of network on-chip based on an object-oriented C++ library built on top of SystemC. OCCN is shaped by our experience in developing communication architectures for diﬀerent System-on-Chip. OCCN increases the productivity of developing communication driver models through the deﬁnition of a universal Application Programming Interface (API). This API provides a new design pattern that enables creation and reuse of executable transaction level models across a variety of SystemC-based environments and simulation platforms. It also addresses model portability, simulation platform independence, interoperability, and high-level performance modeling issues.  2003 Published by Elsevier B.V.



1. Introduction Due to steady downscaling of CMOS device dimensions, manufacturers are increasing the amount of functionality on a single chip. It is expected that by the year 2005, complex systems, called Multiprocessor System-on-Chip (MPSoC), will contain billions of transistors. The canonical MPSoC view consists of a number of processing elements (PEs) and storage elements (SEs) connected by a complex communication architecture. PEs implement one or more functions using programmable components, including generalpurpose processors and specialized cores, such as digital signal processor (DSP) and VLIW cores, as well as embedded hardware, such as FPGA or application-speciﬁc intellectual property (IP), analog front-end,
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Fig. 1. MPSoC conﬁgured with on-chip communication architecture, processing, and storage elements.



peripheral devices, and breakthrough technologies, such as micro-electro-mechanical structures (MEMS) [16] and micro-electro-ﬂuidic bio-chips (MEFS) [52]. As shown in Fig. 1, a global On-Chip Communication Architecture (OCCA) interconnects these devices, using a full cross-bar, a bus-based system, a multistage interconnection network, or a point-to-point static topology [35]. OCCA bandwidth and data transfer parameters, e.g. acquisition delay and access time for single transfer or burst, often limit overall SoC performance. OCCA provides the communication mechanisms necessary for distributed computation among diﬀerent processing elements. For high performance protocols, cross-bars are attractive, since they avoid bottlenecks associated with shared bus lines and centralized shared memory switches. Currently there are two prominent types of OCCA. • Traditional and semi-traditional on-chip buses, such as AMBA [2], STBus [44,45], and Core Connect [31]. Bus-based networks are usually synchronous and oﬀer several variants. Buses may be reconﬁgurable, hierarchical (partitionable into smaller sub-systems), might allow for exclusive or concurrent read/write, and may provide multicasting or broadcasting facilities. • The next generation network on-chip is able to meet application-speciﬁc requirements through a powerful communication fabric based on repeaters, buﬀer pools, and a complex protocol stack [3,23,35]. Innovative network on-chip architectures include LIP6Õs SPIN [23], MITÕs Raw network [39], and VTTÕs Eclipse [21]. The Spin NOC, proposed by the University of Pierre and Marie Curie––LIP6, uses packet switching with wormhole routing and input queuing in a fat tree topology. It is a scalable network for data transport, but uses a bus network for control. It is a best-eﬀort network, optimized for average performance, e.g. by the use of optimistic ﬂow control coupled with deﬂection routing. Commitment is given for packet delivery, but latency bounds are only given statistically. However, input queuing causes head-of-line blocking eﬀects, thus being a limiting factor for providing a latency guaranty for the data network. The Raw network tries to implement a simple, highly parallel VLSI architecture by fully exposing lowlevel details of the hardware to the compiler, so that the compiler (or the software) can determine and implement the best allocation of resources, including scheduling, communication, computation, and synchronization, for each possible application. Raw implements ﬁne-grain communication between local, replicated processing elements and, thus, is able to exploit parallelism in data parallel applications, such as multimedia processing. Embedded Chip-Level Integrated Parallel SupErcomputer (Eclipse) is a scalable high-performance computing architecture for network on-chip (NoC). The PEs are homogeneous, multithreaded, with dedicated instruction memory, and highly interleaved (cacheless) memory modules. The interconnect is a
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high capacity, 2-d sparse-mesh that exploits locality and avoids memory hotspots (and partly network congestion) through randomized hashing of memory words around a moduleÕs memory banks. The programming model is a simple lock-step-synchronous EREW PRAM model. OCCA choice is critical to performance and scalability of MPSoC. 1 An OCCA design for a network processor, such as MITÕs Raw network on-chip, will have diﬀerent communication semantics from another OCCA design for multimedia MPSoC. Furthermore, for achieving cost-eﬀectively OCCA scalability, we must consider various architectural, algorithmic, and physical constraint issues arising from Technology [33,36,47]. Thus, within OCCA modeling we must consider architecture realizability and serviceability. Although eﬃcient programmability is also important, it relates to high-level communication and synchronization libraries, as well as system and application software issues that fall outside of the OCCA scope [24]. Realizability is associated to several network design issues that control system parallelism by limiting the concurrency level [25], such as • network topology, size, packetization (including header parsing, packet classiﬁcation, lookup, data encoding, and compression), switching technique, ﬂow control, traﬃc shaping, packet admission control, congestion avoidance, routing strategy, queuing and robust buﬀer management, level of multicasting, cache hierarchy, multithreading and pre-fetching, and software overheads, • memory technology, hierarchy, and consistency model for shared memory, and architecture eﬃciency and resource utilization metrics, e.g. power consumption, processor load, RTOS context switch delay, delays for other RTOS operations, device driver execution time, and reliability (including cell loss), bandwidth, and latency (including hit ratios) for a given application, network, or memory hierarchy, • VLSI layout complexity, such as time-area tradeoﬀ and clock-synchronization to avoid skewing; an open question is ‘‘for a given bisection bandwidth, pin count, and signal delay model, maximize clock speed and wire length within the chip’’. The new nanometer technologies provide very high integration capabilities, allowing the implementation of very complex systems with several billions of transistors on a single chip. However, two main challenges should be addressed. • How to handle escalating design complexity and time-to-market pressures for complex systems, including partitioning into interconnecting blocks, hardware/software partitioning of system functionality, interconnect design with associated delays, synchronization between signals, and data routing. • How to solve issues related to the technologies themselves, such as cross-talk between wires, increased impact of the parasitic capacitance and resistors in the global behavioral of system, voltage swing, leakage current, and power consumption. There is no doubt that future NoC systems will generate errors, and their reliability should be considered from the system-level design phase [18]. This is due to the non-negligible probability of failure of an element in a complex NoC that causes transient, intermittent, and permanent hardware and software errors, especially in corner situations, to occur anytime. Thus, we characterize NoC serviceability with corresponding reliability, availability, and performability metrics.
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SoC performance varies up to 250% depending on OCCA, and up to 600% depending on communication traﬃc [32].
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• Reliability refers to the probability that the system is operational during a speciﬁc time interval. Reliability is important for mission-critical and real-time systems, since it assumes that system repair is impossible. Thus, reliability refers to the systemÕs ability to support a certain quality of service (QoS), i.e. latency, throughput, power consumption, and packet-loss requirements in a speciﬁed operational environment. Notice that QoS must often take into account future traﬃc requirements, e.g. arising from multimedia applications, scaling of existing applications, and network evolution, as well as cost vs. productivity gain issues. • System dependability and maintainability models analyze transient, intermittent, and permanent hardware and software faults. While permanent faults cause an irreversible system fault, some faults last for a short period of time, e.g. non-recurring transient faults and recurring intermittent faults. When repairs are feasible, fault recovery is usually based on detection (through checkpoints and diagnostics), isolation, rollback, and reconﬁguration. Then, we deﬁne the availability metric as the average fraction of time that the system is operational within a speciﬁc time interval. • While reliability, availability and fault-recovery are based on two-state component characterization (faulty, or good), system performability measures degraded system operation in the presence of faults, e.g. increased congestion, packet latency, and distance to destination when there is no loss (or limited loss) of system connectivity. The rapid evolution of Electronic System Level (ESL) methodology addresses MPSoC design. ESL focuses on the functionality and relationships of the primary system components, separating system design from implementation. Low-level implementation issues greatly increase the number of parameters and constraints in the design space, thus extremely complicating optimal design selection and veriﬁcation eﬀorts. Similar to near-optimal combinatorial algorithms, e.g. travelling salesman heuristics, ESL models eﬀectively prune away poor design choices by identifying bottlenecks, and focus on closely examining feasible options. Thus, for the design of MPSoC, OCCA (or NoC) design space exploration based on analytical modeling and simulation, instead of actual system prototyping, provides rapid, high quality, cost-eﬀective design in a timecritical fashion by evaluating a vast number of communication conﬁgurations [1,8,9,17,33,34,37,38,51]. The proposed On-Chip Communication Network methodology (OCCN) is largely based on the experiences gained from developing communication architectures for diﬀerent SoC. OCCN-based models have already been used by Academia and Industry, such as ST Microelectronics, for developing and exploring a new design methodology for on-chip communication networks. This methodology has enabled the design of next generation networking and home gateway applications, and complex on-chip communication networks, such as the STMicroelectronics proprietary bus STBus, a real product found today in almost any digital satellite decoder [44,45]. OCCN focuses on modeling complex on-chip communication network by providing a ﬂexible, opensource, object-oriented C++-based library built on top of SystemC [48]. We have also developed a methodology for testing the OCCN library and for using it in modeling various on-chip communication architectures. Next, in Section 2, we focus on generic modeling features, such as abstraction levels, separation of function speciﬁcation from architecture and communication from computation, and layering that OCCN always provides. In Section 3, we provide a detailed description of the OCCN API, focusing on the establishment of inter-module communication reﬁnement through a layering approach based on two SystemC-based modeling objects: the Protocol Data Unit (Pdu), and the MasterPort/SlavePort interface. In Section 3, we also describe a generic, reusable, and robust OCCN statistical model library for exploring system architecture performance issues in SystemC models. In Section 4, we outline a transmitter/receiver case-study on OCCN-based modeling, illustrating inter-module communication reﬁnement and high-level system performance modeling. In Section 5, we provide conclusions and ongoing extensions to OCCN. We conclude this paper with a list of references.
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2. Generic features for NoC modeling OCCN extends state-of-the-art communication reﬁnement by presenting the user with a powerful, simple, ﬂexible and compositional approach that enables rapid IP design and system-level reuse. The generic features of our NoC modeling approach, involving abstraction levels, separation of communication and computation, and communication layering are described in this Section. These issues are also described in the VSIA model taxonomy that provides a classiﬁcation scheme for categorizing SoC models [49]. 2.1. Abstraction levels A key aspect in SoC design is model creation. A model is a concrete representation of functionality for a target SoC. In contrast to component models, virtual SoC prototype (or virtual platform) refers to modeling the overall SoC. Thus, virtual SoC combines processor emulation by back-annotating delays for speciﬁc applications, processor simulation using an instruction set simulator and compiler, e.g. for ARM V4, PowerPC, ST20, or Stanford DLX model, RTOS modeling, e.g. using a pre-emptive, static or dynamic priority scheduler, on-chip communication simulation (including OCCA models), peripheral simulation (models of the hardware IP blocks, e.g. I/O, timers, and DMA, and environment simulation (including models of real stimuli). Virtual platform enables integration and simulation of new functionalities, evaluation of the impact that these functionalities have on diﬀerent SoC architectural solutions, and exploration of hardware/software partitioning and re-use at any level of abstraction. Notice that virtual SoC prototype may hide, modify or omit SoC properties. As shown in Fig. 2, abstraction levels span multiple levels of accuracy, ranging from functional- to transistor-level. Each level introduces new model details [27]. We now describe abstraction levels, starting with the most abstract and going to the most speciﬁc. Functional models usually have no notion of resource sharing or time. Thus, functionality is executed instantaneously, or as an ordered sequence of events as in a functional TCP model, and the model may or may not be bit-accurate. This layer is suitable for system concept validation, functional partitioning between control and data, including abstract data type deﬁnition, hardware or software communication and synchronization mechanisms, lightwave versions of RTOS, key algorithm deﬁnition, integration to highlevel simulation via C, C++, Ada, MPI, Corba, DCOM, RMI, Matlab, ODAE Solver, OPNET, SDL, SIMSCRIPT, SLAM, or UML technology, key algorithm deﬁnition, and initial system testing. Models are usually based on core functionality written in ANSI C and a SystemC-based wrapper. Transactional behavioral models (denoted simply as transactional) are functional models mapped to a discrete time domain. Transactions are atomic operations with their duration stochastically determined.



Fig. 2. Modeling in various abstraction levels.
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Although general transactions on bus protocols can not be modeled, transactional models are particularly important for protocol design and analysis, communication model support, i.e. shared memory, message passing or remote procedure call, RTOS introduction, functional simulation, pipelining, hardware emulation, parameterizable hardware/software co-design, preliminary performance estimation, and test bench realization. Except for asynchronous models, transactional clock accurate models (denoted transactional CA) map transactions to a clock cycle; thus, synchronous protocols, wire delays, and device access times can be accurately modeled. This layer is useful for functional and cycle-accurate performance modeling of abstract processor core wrappers (called bus functional models), bus protocols, signal interfaces, peripheral IP blocks, instruction set simulator, and test benches, in a simple, generic and eﬃcient way using discrete-event systems. Transactional CA models are similar to corresponding RTL models, but they are not synthesizable. Register-transfer level models (RTL) correspond to the abstraction level from which synthesis tools can generate gate-level descriptions (or netlists). RTL systems are usually visualized as having two components: data and control. The data part is composed of registers, operators, and data paths. The control part provides the time sequence of signals that evoke activities in the data part. Data types are bit-accurate, interfaces are pin-accurate, and register transfer is accurate. Propagation delay is usually back annotated from gate models. Gate models are described in terms of primitives, such as logic with timing data and layout conﬁguration. For simulation reasons, gate models may be internally mapped to a continuous time domain, including currents, voltages, noise, clock rise and fall times. Storage and operators are broken down into logic implementing the corresponding digital functions, while timing for individual signal paths can be obtained. Thus, an embedded physical SRAM memory model may be deﬁned as: • a collection of constraints and requirements described as a functional model in a high-level general programming language, such as Ada, C, C++ or Java, • implementation-independent RTL logic described in VHDL or Verilog languages [29], • as a vendor gate library described using NAND, ﬂip-ﬂop schematics, or • at the physical level, as a detailed and fully characterized mask layout, depicting rectangles on-chip layers and geometrical arrangement of I/O and power locations. 2.2. Separation of communication and computation components System-level design methodology is based on the concept of orthogonalization of concerns [22]. This includes separation of • function speciﬁcation from architecture, i.e. what are the basic system functions vs. how the system organizes software, ﬁrmware and hardware components in order to implement these functions, and • communication from computation (also called behavior). This orthogonalization implies a reﬁnement process that eventually maps speciﬁcations for behavior and communication interfaces to the hardware or software resources of a particular architecture, e.g. as customhardware groupings sharing a bus interface or as software tasks. This categorization process is called system partitioning and forms a basic element of co-design [35]. Notice that function speciﬁcation, i.e. behavior and communication, is generally independent of the particular implementation. Only in exceptional cases, speciﬁcation may guide implementation, e.g. by providing advice to implementers, or compiler-like pragmas. Separation between communication and computation is a crucial part in the stepwise transformation from a high-level behavioral model of an embedded system into actual implementation. This separation
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allows reﬁnement of the communication channels of each system module. Thus, each IP consists of two components. • A behavior component is used to describe module functionality. At functional speciﬁcation level a behavior is explained in terms of its eﬀect, while at design speciﬁcation level a behavior corresponds to an active object in object-oriented programming, since it usually has an associated identity, state and an algorithm consuming or producing communication messages, synchronizing or processing data objects. Access to a behavior component is provided via a communication interface and explicit communication protocols. Notice that this interface is considered as the only way to interact with the behavior. • A communication interface consists of a set of input/output ports transferring messages between one or more concurrent behavior components. The interface supports various communication protocols. Behaviors must be compatible, so that output signals from one interface are translated to input signals to another. When behaviors are not compatible, specialized channel adapters are needed. Notice that by forcing IP objects to communicate solely through communication interfaces, we can fully de-couple module behavior from inter-module communication. Therefore, inter-module communication is never considered in line with behavior, but it is completely independent. Both behavior and communication components can be expressed at various levels of abstraction. Static behavior is speciﬁed using untimed algorithms, while dynamic behavior is explained using complex simulation-based architectures, e.g. hierarchical ﬁnite state machines or Threads. Similarly, communication can be either abstract, or close to implementation, e.g. STMicroelectronicsÕ proprietary STbus [44,45], OCP [27], VCI interfaces [49], or generic interface prototypes. Moreover these C++-based objects support protocol reﬁnement. Protocol reﬁnement is the act of gradually introducing lower level detail in a model, making it closer to the real implementation, while preserving desired properties and propagating constraints to lower levels of abstraction. Thus, reﬁnement is an additive process, with each detail adding speciﬁcity in a narrower context. 2.3. OSI-like layering for inter-module communication reﬁnement Communication protocols enable an entity in one host to interact with a corresponding entity in another remote host. One of the most fundamental principles in modeling complex communication protocols is establishing protocol reﬁnement. Protocol reﬁnement allows the designer to explore model behavior and communication at diﬀerent level of abstractions, thus trading between model accuracy with simulation speed. Thus, a complex IP could be modeled at the behavioral level internally, and at the cycle level at its interface allowing validation of its integration with other components. Optimal design methodology is a combination of top–down and bottom–up reﬁnement. • In top–down reﬁnement, emphasis is placed on specifying unambiguous semantics, capturing desired system requirements, optimal partitioning of system behavior into simpler behaviors, and reﬁning the abstraction level down to the implementation by ﬁlling in details and constraints. • In bottom–up integration, IP-reuse oriented implementation with optimal evaluation, composition and deployment of prefabricated architectural components, derived from existing libraries from a variety of sources, drives the process. In this case, automatic IP integration is important, e.g. automatic selection of a common or optimal high-speed communication standard. As shown in Fig. 3, communication reﬁnement refers to being able to modify or substitute a given communication layer, without changing lower communication layers, computational modules, or test benches. In communication reﬁnement, the old protocol is either extended to a lower abstraction level, or
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Communication Refinement Fig. 3. Enabling communication reﬁnement.



replaced by a completely new bus protocol implemented at a similar or lower abstraction level. Intermodule communication reﬁnement is fundamental to addressing I/O and data reconﬁguration at a any level of hierarchy without re-coding, and OCCA design exploration. Communication reﬁnement is often based on communication layering. Layering is a common way to capture abstraction in communication systems. It is based on a strictly hierarchical relationship. Within each layer, functional entities interact directly only with the layer immediately below, and provide facilities for use by the layer above it. Thus, an upper layer always depends on the lower layer, but never the other way round. An advantage of layering is that the method of passing information between layers is well speciﬁed, and thus changes within a protocol layer are prevented from aﬀecting lower layers. This increases productivity, and simpliﬁes design and maintenance of communication systems. Eﬃcient inter-module (or inter-PE) communication reﬁnement for OCCA models depends on establishing appropriate communication layers, similar to the OSI communication protocol stack. This idea originated with the application- and system-level transactions in Cosy [6], which was based on concepts developed within the VCC framework [11,19,20,30,40,41,43]. A similar approach, with two distinct communication layers (message and packet layer) has been implemented in IPSIM, an ST Microelectronicsproprietary SystemC-based MPSoC modeling environment [12,14,15]. • The message layer provides a generic, user-deﬁned message Application Programming Interface (API) that enables reuse of the packet layer by abstracting away the underlying channel architecture, i.e. point-to-point channel, or arbitrarily complex network topology, e.g. Amba, Core Connect, STBus. Notice that the ﬁring rule, determining the best protocol for token transmission, is not speciﬁed until later in the reﬁnement process. • The packet layer provides a generic, ﬂexible and powerful communication API based on the exchange of packets. This API abstracts away all signal detail, but enables representation of the most fundamental properties of the communication architecture, such as switching technique, queuing scheme, ﬂow control, routing strategy, routing function implementation, unicast/multicast communication model. At this abstraction level, a bus is seen as a node interconnecting and managing communication among several modules of two kinds (masters and slaves). 2.4. SystemC communication The primary modeling element in SystemC is a module (sc_module). A module is a concurrent, active class with a well-deﬁned behavior mapped to one or more processes (i.e. a thread or method) and a completely independent communication interface. In SystemC inter-module communication is achieved using interfaces, ports, and channels as illustrated in Fig. 4. An interface (circle with one arrow) is a pure functional object that deﬁnes, but does not im-
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Fig. 4. SystemC module components: behavior and inter-module communication.



plement, a set of methods that deﬁne an API for accessing the communication channel. Thus, interface does not contain implementation details. A channel implements interfaces and various communication protocols. A port, shown as a square with two arrows in Fig. 4, enables a module, and hence its processes, to access a channel through a channel interface. Thus, since a port is deﬁned in terms of an interface type, the port can be used only with channels that implement this interface type. SystemC port, interface and channel allow separating behavior from communication. Access to a channel is provided through specialized ports (small red squares in Fig. 4). For example, for the standard sc_fifo channel two specializations are provided: sc_fifo_in and sc_fifo_out. They allow FIFO ports to be read and written without accessing the interface methods. Hereafter, they are referred to as Port API. An example is shown below. class producer :public sc_module { public: sc_fifo_out out; // define 00out00 port; SC_CTOR(producer) { SC_THREAD(produce); } void produce( ) { const char *str ¼ 00hello world!00; while(*str) { out.write(*str++); } // call API of 00out00 };



3. The OCCN methodology As all system development methodologies, any SoC object-oriented modeling would consist of a modeling language, modeling heuristics and a methodology [42]. Modeling heuristics are informal guidelines specifying how the language constructs are used in the modeling process. Thus, the OCCN methodology focuses on modeling complex on-chip communication network by providing a ﬂexible, open-source, objectoriented C++-based library built on top of SystemC. System architects may use this methodology to explore NoC performance tradeoﬀs for examining diﬀerent OCCA implementations. Alike OSI layering, OCCN methodology for NoC establishes a conceptual model for inter-module communication based on layering, with each layer translating transaction requests to a lower-level communication protocol. As shown in Fig. 5, OCCN methodology deﬁnes three distinct OCCN layers. The lowest layer provided by OCCN, called NoC communication layer, implements one or more consecutive OSI layers starting by abstracting ﬁrst the Physical layer. For example, the STBus NoC communication layer
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Fig. 5. OSI-like OCCN layering model with APIs shown.



abstracts the physical and data link layers. On top of the OCCN protocol stack, the user-deﬁned application layer maps directly to the application layer of the OSI stack. Sandwiched between the application and NoC communication layers lies the adaptation layer that maps to one or more middle layers of the OSI protocol stack, including software and hardware adaptation components. The aim of this layer is to provide, through eﬃcient, inter-dependent entities called communication drivers, the necessary computation, communication, and synchronization library functions and services that allow the application to run. Although adaptation layer is usually user-deﬁned, it utilizes functions deﬁned within the OCCN communication API. An implementation of an adaptation layer includes software and hardware components, as shown in the left part of Fig. 5. A typical software adaptation layer includes several sub-layers. The lowest sub-layer is usually represented by the board support package (BSP) and built in tests (BIT). The BSP allows all other software, including the Operating System (OS), to be loaded into memory and start executing, while BIT detects and reports hardware errors. On top of this sub-layer we have the OS and device drivers. The OS is responsible for overall software management, involving key algorithms, such as job scheduling, multitasking, memory sharing, I/O interrupt handling, and error and status reporting. Device drivers manage communication with external devices, thus supporting the application software. Finally, the software architecture sub-layer provides execution control, data or message management, error handling, and various support services to the application software. The OCCN conceptual model deﬁnes two APIs. • The OCCN communication API provides a simple, unique, generic, ultra-eﬃcient and compact interface that greatly simpliﬁes the task of implementing various layers of communication drivers at diﬀerent level of design abstraction. The API is based on generic modeling features, such as IP component reuse and separation between behavior and communication. It also hides architectural issues related to the particular on-chip communication protocol and interconnection topology, e.g. simple point-to-point channel vs. complex, multilevel NoC topology supporting split transactions, and QoS in higher communication layers, thus making internal model behavior module-speciﬁc. The OCCN communication API is based on a message-passing paradigm providing a small, powerful set of methods for inter-module data exchange and synchronization of module execution. This paradigm forms the basis of the OCCN methodology, enhancing portability and reusability of all models using this API. • The application API forms a boundary between the application and adaptation 1ayers. This API speciﬁes the necessary methods through which the application can request and use services of the adaptation layer, and the adaptation layer can provide these services to the application.
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The OCCN implementation for inter-module communication layering uses generic SystemC methodology, e.g. a SystemC port is seen as a service access point (SAP), with the OCCN API deﬁning its service. Applying the OCCN conceptual model to SystemC, we have the following mapping. • The NoC communication layer, is implemented as a set of C++ classes derived from the SystemC sc_channel class. The communication channel establishes the transfer of messages among diﬀerent ports according to the protocol stack supported by a speciﬁc NoC. • The communication API is implemented as a specialization of the sc_port SystemC object. This API provides the required buﬀers for inter-module communication and synchronization and supports an extended message-passing (or even shared memory) paradigm for mapping to any NoC. • The adaptation layer translates inter-module transaction requests coming from the application API to the communication API. This layer is based on port specialization built on top of the communication API. For example, the communication driver for an application that produces messages with variable length may implement segmentation, thus adapting the output of the application to the input of the channel. The fundamental components of the OCCN API are the Protocol Data Unit (Pdu), the MasterPort and SlavePort interface, and high-level system performance modeling. These components are described in the following sections. 3.1. The protocol data unit Inter-module communication is based on channels implementing well-speciﬁed protocols by deﬁning rules (semantics) and types (syntax) for sending and receiving protocol data units (or Pdus, according to OSI terminology). In general, Pdus may represent bits, tokens, cells, frames, or messages in a computer network, signals in an on-chip network, or jobs in a queuing network. Thus, Pdus are a fundamental ingredient for implementing inter-module (or inter-PE) communication using arbitrarily complex data structures. A Pdu is essentially the optimized, smallest part of a message that can be independently routed through the network. Messages can be variable in length, consisting of several Pdus. Each Pdu usually consists of various ﬁelds. • The header ﬁeld (sometimes called protocol control information, or PCI) provides the destination address(es), and sometimes includes source address. For variable size Pdus, it is convenient to represent the data length ﬁeld ﬁrst in the header ﬁeld. In addition, routing path selection, or Pdu priority information may be included. Moreover, header provides an operation code that distinguishes: (a) request from reply Pdus, (b) read, write, or synchronization instructions, (c) blocking, or non-blocking instructions, and (d) normal execution from system setup, or system test instructions. Sometimes performance-related information is included, such as a transaction identity/type, and epoch counters. Special ﬂags are also needed for synchronizing accesses to local communication buﬀers (which may wait for network data), and for distinguishing buﬀer pools, e.g. for pipelining sequences of non-blocking operations. In addition, if Pdus do not reach their destinations in their original issue order, a sequence number may be provided for appropriate Pdu reordering. Furthermore, for eﬃciency reasons, we will assume that the following two ﬁelds are included with the Pdu header.  The checksum (CRC) decodes header information (and sometimes data) for error detection, or correction.  The trailer consisting of a Pdu termination ﬂag is used as an alternative to a Pdu length sub-ﬁeld for variable size Pdus. • The data ﬁeld (called payload, or service data unit, or SDU) is a sequence of bits that are usually meaningless for the channel. A notable exception is when data reduction is performed within a combining, counting, or load balancing network.
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Basic Pdus in simple point-to-point channels may contain only data. For complicated network protocols, Pdus must use more ﬁelds, as explained below. • • • • •



Remote read or DMA includes header, memory address, and CRC. Reply to remote read or DMA includes header, data, and CRC. Remote write includes header, memory address, data, and CRC. Reply from remote write includes header and CRC. Synchronization (fetch and add, compare and swap, and other read-modify-write operations) includes header, address, data, and CRC. • Reply from synchronization includes header, data, and CRC. • Performance-related instructions, e.g. remote enqueue may include various ﬁelds to access concurrent or distributed data structures. Furthermore, within the OCCN channel, several important routing issues involving Pdu must be explored (see Section 1). Thus, OCCN deﬁnes various functions that support simple and eﬃcient interface modeling, such as adding/striping headers from Pdus, copying Pdus, error recovery, e.g. checkpoint and goback-n procedures, ﬂow control, segmentation and re-assembly procedures for adapting to physical link bandwidth, service access point selection, and connection management. Furthermore, the Pdu speciﬁes the format of the header and data ﬁelds, the way that bit patterns must be interpreted, and any processing to be performed (usually on stored control information) at the sink, source or intermediate network nodes. The Pdu class provides modeling support for the header, data ﬁeld and trailer as illustrated in the following C++ code block. template class Pdu { public: H hdr; // header (or PCI) BU body[size]; // data (or SDU) // Assignments that modify & return lvalue: Pdu& operator ¼ (const BU& right); BU& operator[ ](unsigned int x); // accessing Body, if size >1 // Conditional operators return true/false: int operator ¼ ¼ (const Pdu& right) const; int operator! ¼ (const Pdu& right) const; // std streams display purpose friend ostream& operator> (istream& is, Pdu& right); // Pdu streams for segmentation/re-assembly friend Pdu & operator> (Pdu& left, Pdu& right); } Depending on the circumstances, OCCN Pdus are created using four diﬀerent methods. Always HeaderType (H) is a user-deﬁned C++ struct, while BodyUnitType (BU) is either a basic data type, e.g.
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char and int, or an encapsulated Pdu; the latter case is useful for deﬁning layered communication protocols. • Deﬁne a simple Pdu containing only a header of HeaderType: Pdu pk2 • Deﬁne a simple Pdu containing only a body of BodyUnitType: Pdu pk1 • Deﬁne a Pdu containing a header and a body of BodyUnitType: Pdu pk3 • Deﬁne a Pdu containing a header and a body of length many elements of BodyUnitType: Pdu pk4 Processes access Pdu data and control ﬁelds using the following functions. • The occn_hdr(pk, field_name) function is used to read or write the Pdu header. • The standard operator ‘‘ ¼ ’’ is used to  read or write the Pdu body,  copy Pdus of the same type. • The operator s ‘‘>>’’ and ‘‘>pk1; msg1>>pk2; msg1>>pk3;



// // // //



pk0 pk1 pk2 pk3
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contains 13; contains 0abcd0; contains 0efgh0 and msg1 is empty;; is empty since msg1 was empty



//previous three statements are equivalent to msg1>>pk1>>pk2>>pk3; msg2 
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