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To Cynthia Louise Hoffman



Preface The secondedition of this bookcontains several majorimprovements over the first edition. Someof these improvementsinvolve format and presentation philosophy, and someof the changes involve old material which has been deleted and new material which has been added. Eachchapter begins with a chapter table of contents. Thefirst figure carries a sketch of the application used as the exampleproblemin the chapter. Section 1 of each chapter is an introduction to the chapter, whichdiscusses the exampleapplication, the general subject matter of the chapter, special features, and solution approaches. The objectives of the chapter are presented, and the organization of the chapter is illustrated pictorially. Each chapter ends with a summarysection, which presents a list of recommendations,dos and don’ts, and a list of whatyou should be able to do after studying the chapter. This list is actually an itemization of what the student should havelearned fromthe chapter. It serves as a list of objectives, a study guide, and a review guide for the chapter. Chapter 0, Introduction, has been addedto give a thorough introduction to the book and to present several fundamentalconcepts of relevance to the entire book. Chapters 1 to 6, which comprise Part I, Basic Tools of NumericalAnalysis, have been expandedto include moreapproachesfor solving problems.Discussions of pitfalls of selected algorithms have been added where appropriate. Part I is suitable for secondsemester sophomoresor first-semester juniors through beginning graduate students. Chapters 7 and 8, which comprise Part II, Ordinary Differential Equations, have been rewritten to get to the methodsfor solving problemsmorequickly, with less emphasis on theory. A newsection presenting extrapolation methodshas been added in Chapter 7. All of the material has been rewritten to flow moresmoothlywith less repetition and less theoretical background.Part II is suitable for juniors throughgraduate students. Chapters9 to 15 of the first edition, whichcomprisedPart III, Partial Differential Equations, has been shortened considerably to only four chapters in the present edition. Chapter9 introduces elliptic partial differential equations. Chapter10 introduces parabolic partial differential equations, and Chapter 11 introduces hyperbolic partial differential equations. Thesethree chapters are a major condensationof the material in Part III of the first edition. The material has been revised to flow more smoothlywith less emphasison theoretical background.A newchapter, Chapter 12, The Finite ElementMethod, has been addedto present an introduction to that importantmethodof solving differential equations. A new section, Programs, has been added to each chapter. This section presents several FORTRAN programs for implementing the algorithms developed in each chapter to solve the exampleapplication for that chapter. Theapplication subroutines are written in
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a form similar to pseudocodeto facilitate the implementationof the algorithms in other programminglanguages. More examples and more problems have been added throughout the book. The overall objective of the secondedition is to improvethe presentation format and material content of the first edition in a mannerthat not only maintains but enhancesthe usefullness and ease of use of the first edition. Manypeople have contributed to the writing of this book. All of the people acknowledgedin the Preface to the First Edition are again acknowledged,especially my loving wife, Cynthia Louise Hoffman. Mymanygraduate students provided much help and feedback, especially Drs. D. Hofer, R. Harwood,R. Moore,and R. Stwalley. Thanks, guys. All of the figures were prepared by Mr. MarkBass. Thanks, Mark. Onceagain, my expert wordprocessing specialist, Ms. Janice Napier, devoted herself unsparingly to this second edition. Thankyou, Janice. Finally, I wouldlike to acknowledgemycolleague, Mr. B. J. Clark, Executive Acquisitions Editor at Marcel Dekker,Inc., for his encouragement and support during the preparation of both editions of this book.



Joe D. Hoffman



Contents Preface



V



Chapter 0. Introduction 0.1. Objectives and Approach 0.2. Organization of the Book 0.3. Examples 0.4. Programs 0.5. Problems 0.6. Significant Digits, Precision, Accuracy,Errors, and NumberRepresentation 0.7. Software Packages and Libraries 0.8. The Taylor Series and the Taylor Polynomial



1 1 2 2 3 3 4 6 7



Part I. 1.1. 1.2. 1.3. 1.4. 1.5. 1.6. 1.7.



Basic Tools of NumericalAnalysis Systems of Linear Algebraic Equations Eigenproblems Roots of Nonlinear Equations Polynomial Approximationand Interpolation NumericalDifferentiation and Difference Formulas NumericalIntegration Summary



11 11 13 14 14 15 16 16



Chapter 1. Systems of Linear Algebraic Equations 1.1. Introduction 1.2. Properties of Matrices and Determinants 1.3. Direct Elimination Methods 1.4. LUFactorization 1.5. Tridiagonal Systems of Equations 1.6. Pitfalls of Elimination Methods 1.7. Iterative Methods 1.8. Programs 1.9. Summary Exercise Problems



17 18 21 30 45 49 52 59 67 76 77



Chapter 2. Eigenproblems 2.1. Introduction 2.2. MathematicalCharacteristics of Eigenproblems 2.3. The Power Method



81 81 85 89 vii



viii 2.4. 2.5. 2.6. 2.7. 2.8. 2.9.



Contents The Direct Method The QR Method Eigenvectors Other Methods Programs Summary , Exercise Problem



101 104 110 111 112 118 119



Chapter 3. Nonlinear E uations 3.1. Introduction 3.2. General Features Root Finding 3.3. Closed Domain(1 ~racketing) Methods Open Domain M~Ihods 3.4. Polynomials 3.5. 3.6. Pitfalls of Root F nding Methods and Other Methods of Root Finding 3.7. Systems of Nonli~~ear Equations 3.8. Programs 3.9. Summary Exercise Problem.,



127 127 130 135 140 155 167 169 173 179 181



Chapter 4. Polynomial ~pproximation and Interpolation 4.1. Introduction Properties of Pol’ aomials 4.2. 4.3. Direct Fit Polynoraials 4.4. LagrangePolynonrials 4.5. Divided Differenc Tables and Divided Difference Polynomials 4.6. Difference Tables and Difference Polynomials 4.7. Inverse Interpolation 4.8. Multivariate Approximation Cubic Splines 4.9. 4.10. Least Squares Approximation 4.11. Programs 4.12. Summary Exercise Problems



187 188 190 197 198 204 208 217 218 221 225 235 242 243



Chapter 5. Numerical Differentiation and Difference Formulas 5.1. Introduction ~ Unequally SpacedData 5.2. 5.3. Equally Spaced Data 5.4. Taylor Series Approach 5.5. Difference Formulas 5.6. Error Estimation and Extrapolation Programs 5.7. Summary 5.8. Exercise Prol~lems



251 251 254 257 264 270 270 273 279 279



Chapter 6. Numerical Integration 6.1. Introduction 6.2. Direct Fit Polynomials 6.3. Newton-Cotes Formulas



285 285 288 290



Contents 6.4. 6.5. 6.6. 6.7. 6.8. 6.9.



Extrapolation and RombergIntegration Adaptive Integration Gaussian Quadrature Multiple Integrals Programs Summary Exercise Problems



ix 297 299 302 306 311 ¯ 315 316



PartII. OrdinaryDifferential Equations II.1. Introduction 11.2. General Features of Ordinary Differential Equations II.3. Classification of OrdinaryDifferential Equations II.4. Classification of Physical Problems II.5. Initial-Value OrdinaryDifferential Equations 11.6. Boundary-ValueOrdinary Differential Equations 11.7. Summary



323 323 323 325 326 327 330 332



Chapter 7. One-Dimensional Initial-Value Ordinary Differential Equations 7.1. Introduction 7.2. General Features of Initial-Value ODEs 7.3. The Taylor Series Method 7.4. The Finite Difference Method 7.5. The First-Order Euler Methods 7.6. Consistency, Order, Stability, and Convergence 7.7. Single-Point Methods Extrapolation Methods 7.8. Multipoint Methods 7.9. 7.10. Summaryof Methods and Results 7.11. Nonlinear Implicit Finite Difference Equations 7.12. Higher-Order Ordinary Differential Equations 7.13. Systemsof First-Order Ordinary Differential Equations 7.14. Stiff OrdinaryDifferential Equations 7.15. Programs 7.16. Summary Exercise Problems



335 336 340 343 346 352 359 364 378 381 391 393 397 398 401 408 414 416



Chapter 8. One-DimensionalBoundary-ValueOrdinary Differential Equations 8.1. Introduction 8.2. General Features of Boundary-Value ODEs 8.3. The Shooting (initial-Value) Method 8.4. The Equilibrium (Boundary-Value) Method 8.5. Derivative (and Other) BoundaryConditions 8.6. Higher-Order Equilibrium Methods 8.7. The Equilibrium Method for Nonlinear Boundary-ValueProblems 8.8. The Equilibrium Method on Nonuniform Grids 8.9. Eigenproblems 8.10. Programs 8.11. Summary Exercise Problems



435 436 439 441 450 458 466 471 477 480 483 488 490



x



Contents



PartIII. Partial Differential Equations III. 1. Introduction 111.2. General Features of Partial Differential Equations III.3. Classification of Partial Differential Equations 111.4. Classification of Physical Problems 111.5. Elliptic Partial Differential Equations III.6. Parabolic Partial Differential Equations Ill.7. HyperbolicPartial Differential Equations 111.8. The Convection-Diffusion Equation 111.9. Initial Values and BoundaryConditions III. 10. Well-Posed Problems IlL 11. Summary



501 501 502 504 511 516 519 520 523 524 525 526



Chapter 9. Elliptic Partial Differential Equations 9.1. Introduction 9.2. General Features of Elliptic PDEs 9.3. The Finite Difference Method 9.4. Finite Difference Solution of the Laplace Equation 9.5. Consistency, Order, and Convergence Iterative Methodsof Solution 9.6. Derivative BoundaryConditions 9.7. Finite Difference Solution of the Poisson Equation 9.8. 9.9. Higher-Order Methods 9.10. Nonrectangular Domains 9.11. Nonlinear Equations and Three-Dimensional Problems 9.12. The Control Volume Method 9.13. Programs 9.14. Summary Exercise Problems



527 527 531 532 536 543 546 550 552 557 562 570 571 575 580 582



Chapter 10.1. 10.2. 10.3. 10.4. 10.5. 10.6. 10.7. 10.8. 10.9. 10.10. 10.11. 10.12. 10A3.



10. Parabolic Partial Differential Equations Introduction General Features of Parabolic PDEs The Finite Difference Method The Forward-Time Centered-Space (FTCS) Method Consistency, Order, Stability, and Convergence The Richardson and DuFort-Frankel Methods Implicit Methods Derivative BoundaryConditions Nonlinear Equations and Multidimensional Problems The Convection-Diffusion Equation Asymptotic Steady State Solution to Propagation Problems Programs Summary Exercise Problems



Chapter 11. Hyperbolic Partial Differential Equations 11.1. Introduction 11.2. General Features of Hyperbolic PDEs



587 587 591 593 599 605 611 613 623 625 629 637 639 645 646 651 651 655



Contents



xi



11.3. 11.4. 11.5. 11.6. 11.7. 11.8. 11.9. 11.10. 11.11.



The Finite Difference Method The Forward-Time Centered-Space (FTCS) Method and the Lax Method Lax-Wendroff Type Methods Upwind Methods The Backward-Time Centered-Space (BTCS) Method Nonlinear Equations and Multidimensional Problems The Wave Equation Programs Summary Exercise Problems



657 659 655 673 677 682 683 691 701 702



Chapter 12.1. 12.2. 12.3. 12.4. 12.5. 12.6. 12.7.



12. The Finite Element Method Introduction The Rayleigh-Ritz, Collocation, and Galerkin Methods The Finite Element Methodfor Boundary Value Problems The Finite Element Methodfor the Laplace (Poisson) Equation The Finite Element Methodfor the Diffusion Equation Programs Summary Exercise Problems



711 711 713 724 739 752 759 769 770



References



775



Answersto Selected Problems



779



Index



795



Introduction 0.1. 0.2. 0.3. 0.4. 0.5. 0.6. 0.7. 0.8.



Objective and Approach Organization of the Book Examples Programs Problems Significant Digits, Precision, Accuracy,Errors, and NumberRepresentation Software Packages and Libraries The Taylor Series and the Taylor Polynomial



This Introduction contains a brief description of the objectives, approach,and organization of the book. The philosophy behind the Examples,Programs, and Problemsis discussed. Several years’ experiencewith the first edition of the bookhas identified several simple, but significant, concepts whichare relevant throughoutthe book, but the place to include them is not clear. Theseconcepts, whichare presented in this Introduction, include the definitions of significant digits, precision, accuracy,and errors, and a discussionof number representation. A brief description of software packagesand libraries is presented. Last, the Taylor series and the Taylor polynomial, which are indispensable in developing and understanding manynumerical algorithms, are presented and discussed. 0.1



OBJECTIVE AND APPROACH



The objective of this bookis to introduce the engineer and scientist to numericalmethods which can be used to solve mathematicalproblemsarising in engineering and science that cannot be solved by exact methods. With the general accessibility of high-speed digital computers, it is nowpossible to obtain rapid and accurate solutions to manycomplex problemsthat face the engineer and scientist. The approach taken is as follows: 1.



Introduce a type of problem.
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Present sufficient backgroundto understand the problemand possible methods of solution. Developone or more numerical methods for solving the problem. Illustrate the numerical methodswith examples.



In most cases, the numerical methodspresented to solve a particular problemproceed from simple methods to complex methods, which in manycases parallels the chronological development of the methods. Somepoor methods and some bad methods, as well as good methods, are presented for pedagogical reasons. Whyone methoddoes not work is almost as important as whyanother method does work. 0.2



ORGANIZATION OF THE BOOK



The material in the bookis divided into three mainparts.: I. Basic Tools of Numerical Analysis II. Ordinary Differential Equations III. Partial Differential Equations



:



Part I considers manyof the basic problemsthat arise in all branchesof engineering and science. These problemsinclude: solution of systems of linear algebraic equations, eigenproblems, solution of nonlinear equations, polynomial approximationand interpolation, numerical differentiation and difference formulas, and numerical integration. These topics are importantboth in their ownright and as the foundation for Parts II and III. Part II is devoted to the numerical solution of ordinary differential equations (ODEs). The general features of ODEsare discussed. The two classes of ODEs(i.e., initial-value ODEsand boundary-value ODEs)are introduced, and the two types of physical problems (i.e., propagation problems and equilibrium problems) are discussed. Numerousnumerical methods for solving ODEsare presented. Part III is devotedto the numericalsolution of partial differential equations (PDEs). Somegeneral features of PDEsare discussed. The three classes of PDEs(i.e., elliptic PDEs,parabolic PDEs,and hyperbolic PDEs)are introduced, and the two types of physical problems (i.e., equilibrium problems and propagation problems) are discussed. Several model PDEsare presented. Numerousnumerical methodsfor solving the model PDEsare presented. The material presented in this book is an introduction to numerical methods. Many practical problems can be solved by the methodspresented here. Manyother p[actical problems require other or more advanced numerical methods. Mastery of the material presented in this bookwill prepare engineers and scientists to solve manyof their ex)eryday problems, give them the insight to recognize whenother methodsare required, and give them the backgroundto study other methodsin other books and journals. 0.3



EXAMPLES



All of the numerical methodspresented in this book are illustrated by applying themto solve an example problem. Each chapter has one or two example problems, which are solved by all of the methodspresented in the chapter. This approachallows the analyst to comparevarious methodsfor the same problem, so accuracy, efficiency, robustness, and ease of application of the various methodscan be evaluated.
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Mostof the exampleproblemsare rather simple and straightforward, thus allowing the special features of the various methodsto be demonstratedclearly. All of the example problemshave exact solutions, so the errors of the various methodscan be compared.Each exampleproblembegins with a reference to the problemto be solved, a description of the numericalmethodto be employed,details of the calculations for at least one application of the algorithm, and a summaryof the remaining results. Somecommentsabout the solution are presented at the end of the calculations in most cases. 0.4



PROGRAMS



Most numerical algorithms are generally expressed in the form of a computer program. This is especially true for algorithms that require a lot of computationaleffort and for algorithms that are applied manytimes. Several programminglanguages are available for preparing computerprograms: FORTRAN, Basic, C, PASCAL, etc., and their variations, to namea few. Pseudocode,whichis a set of instructions for implementingan algorithm expressed in conceptual form, is also quite popular. Pseudocodecan be expressed in the detailed form of any specific programminglanguage. FORTRAN is one of the oldest programminglanguages. Whencarefully prepared, FORTRAN can approach pseudocode. Consequently, the programs presented in this book are written in simple FORTRAN. There are several vintages of FORT_RAN: FORTRAN I, FORTRAN II, FORTRAN 66, 77, and 90. The programs presented in this book are compatible with FORTRAN 77 and 90. Several programs are presented in each chapter for implementing the more prominent numerical algorithms presented in the chapter. Each program is applied to solve the exampleproblemrelevant to that chapter. The implementationof the numerical algorithm is contained within a completely self-contained application subroutine which can be used in other programs. These application subroutines are written as simply as possible so that conversion to other programminglanguages is as straightforward as possible. These subroutines can be used as they stand or easily modified for other applications. Each application subroutine is accompaniedby a program main. The variables employedin the application subroutine are defined by commentstatements in program main. The numericalvalues of the variables are defined in programmain,whichthen calls the application subroutine to solve the exampleproblemand to print the solution. These main programsare not intended to be convertible to other programminglanguages. In someproblemswherea function of sometype is part of the specification of the problem, that function is defined in a function subprogramwhich is called by the application subroutine. FORTRAN compilers do not distinguish between uppercase and lowercase letters. FORTRAN programs are conventionally written in uppercase letters. However,in this book, all FORTRAN programsare written in lowercase letters. 0.5



PROBLEMS



Twotypes of problemsare presented at the end of each chapter: 1. 2.



Exercise problems Applied problems
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Exercise problems are straightforward problems designed to give practice in the application of the numerical algorithms presented in each chapter. Exercise problems emphasize the mechanics of the methods. Applied problems involve more applied engineering and scientific applications which require numericalsolutions. Manyof the problems can be solved by hand calculation. A large number of the problems require a lot of computational effort. Those problems should be solved by writing a computerprogramto performthe calculations. Evenin those cases, however,it is recommended that one or two passes through the algorithm be madeby hand calculation to ensure that the analyst fully understandsthe details of the algorithm. Theseresults also can be used to validate the computerprogram. Answersto selected problemsare presented in a section at the end of the book. All of the problemsfor which answers are given are denoted by an asterisk appearing with the corresponding problem numberin the problem sections at the end of each chapter. The Solutions Manualcontains the answers to nearly all of the problems.



0.6



SIGNIFICANT DIGITS, PRECISION, ACCURACY,ERRORS, AND NUMBER REPRESENTATION



Numericalcalculations obviously involve the manipulation(i.e., addition, multiplication, etc.) of numbers.Numberscan be integers (e.g., 4, 17, -23, etc.), fractions (e.g., -2/3, etc.), or an inifinite string of digits (e.g., n--3.1415926535...). Whendealing with numericalvalues and numericalcalculations, there are several concepts that must be considered: , 1. Significant digits 2. Precision and accuracy 3. Errors 4. Numberrepresentation Theseconceptsare discussed briefly ha this section. Significant Digits The significant digits, or figures, in a numberare the digits of the numberwhich are knownto be correct. Engineeringand scientific calculations generally begin with a set of data having a knownnumber of significant digits. Whenthese numbers are processed through a numericalalgorithm, it is important to be able to estimate howmanysignificant digits are present in the final computedresult. Precision and Accuracy Precision refers to howclosely a number represents the number it is representing. Accuracyrefers to howclosely a numberagrees with the true value of the numberit is representing. Precision is governed by the number of digits being carried in the numerical calculations. Accuracyis governedby the errors in the numericalapproximation,precision and accuracy are quantified by the errors in a numericalcalculation.
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Errors The accuracy of a numerical calculation is quantified by the error of the calculation. Several types of errors can occur in numericalcalculations. 1. 2. 3. 4. 5.



Errors in the parameters of the problem(assumednonexistent). Algebraic errors in the calculations (assumednonexistent). Iteration errors. Approximationerrors. Roundofferrors.



Iterationerror is the error in an iterative methodthat approachesthe exact solution of an exact problem asymptotically. Iteration errors must decrease toward zero as the iterative process progresses. The iteration error itself maybe used to determine the successiveapproximationsto the exact solution. Iteration errors can be reducedto the limit of the computingdevice. The errors in the solution of a system of linear algebraic equations by the successive-over-relaxation (SOR)methodpresented in Section 1.5 are examplesof this type of error. Approximationerror is the difference between the exact solution of an exact problemand the exact solution of an approximationof the exact problem. Approximation error can be reduced only by choosing a more accurate approximation of the exact problem. The error in the approximationof a function by a polynomial, as described in Chapter 4, is an exampleof this type of error. The error in the solution of a differential equation wherethe exact derivatives are replaced by algebraic difference approximations, which have mmcationerrors, is another exampleof this type of error. Rouudoff error is the error caused by the finite word length employed in the calculations. Roundofferror is more significant whensmall differences between large numbers are calculated. Most computers have either 32 bit or 64 bit word length, corresponding to approximately 7 or 13 significant decimal digits, respectively. Some computershave extended precision capability, whichincreases the numberof bits to 128. Care must be exercised to ensure that enoughsignificant digits are maintainedin numerical calculations so that roundoffis not significant. NumberRepresentation Numbersare represented in number systems. Any number of bases can be employedas the base of a numbersystem, for example, the base 10 (i.e., decimal) system, the base (i.e., octal) system,the base 2 (i.e., binary) system,etc. Thebase 10, or decimal,system the most commonsystem used for humancommunication.Digital computers use the base 2, or binary, system. In a digital computer,a binary numberconsists of a numberof binary bits. The numberof binary bits in a binary numberdeterminesthe precision with whichthe binary numberrepresents a decimal number. The most commonsize binary numberis a 32 bit number, which can represent approximately seven digits of a decimal number. Some digital computershave 64 bit binary numbers,whichcan represent 13 to 14 decimal digits. In manyengineering and scientific calculations, 32 bit arithmetic is adequate. However,in manyother applications, 64 bit arithmetic is required. In a fewspecial situations, 128 bit arithmetic maybe required. On 32 bit computers, 64 bit arithmetic, or even 128 bit arithmetic, can be accomplished using software enhancements. Such calculations are called double precision or quad precision, respectively. Such software enhancedprecision can require as muchas 10 times the executiontime of a single precision calculation.
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Consequently, somecare must be exercised whendeciding whetheror not higher precision arithmetic is required. All of the examples in this book are evaluated using 64 bit arithmetic to ensure that roundoffis not significant. Except for integers and some fractions, all binary representations of decimal numbersare approximations, owing to the finite word length of binary numbers. Thus, someloss of precision in the binary representation of a decimal numberis unavoidable. Whenbinary numbers are combined in arithmetic operations such as addition, multiplication, etc., the true result is typically a longer binary numberwhich cannot be represented exactly with the numberof available bits in the binary numbercapability of the digital computer.Thus, the results are roundedoff in the last available binary bit. This rounding off gives rise to roundoff error, which can accumulate as the number of calculations increases. 0.7



SOFTWARE PACKAGES AND LIBRARIES



Numerouscommercialsoftware packages and libraries are available for implementingthe numerical solution of engineering and scientific problems. Twoof the more versatile software packages are Mathcadand Matlab. These software packages, as well as several other packagesand several libraries, are listed belowwith a brief description of each one and references to sources for the software packagesand libraries. A. Software Packages Excel Excel is a spreadsheet developedby Microsoft, Inc., as part of Microsoft Office. It enables calculations to be performedon rows and columnsof numbers.The calculations to be performed are specified for each column. Whenany number on the spreadsheet is changed, all of the calculations are updated. Excel contains several built-in numerical algorithms. It also includes the Visual Basic programminglanguage and someplotting capability. Although its basic function is not numerical analysis, Excel can be used productively for manytypes of numerical problems. Microsoft, Inc. www.microsoft.com/ office/Excel. MacsymaMacsymais the world’s first artificial intelligence .based math engine providing easy to use, powerful math software for both symbolic and numerical computing. Macsyma, Inc., 20 AcademySt., Arlington, MA02476-6412. (781) 646-4550, [email protected], www.macsyma.com. Maple Maple 6 is a technologically advanced computational system with both algorithms and numeric solvers. Maple 6 includes an extensive set of NAG(Numerical AlgorithmsGroup)solvers forcomputational linear algebra. WaterlooMaple, Inc., 57 Erb Street W., Waterloo, Ontario, Canada N2L6C2. (800) 267-6583, (519) 747-2373, [email protected], www.maplesoft.com. MathematicaMathematica4 is a comprehensive software package which p,erforms both symbolic and numericcomputations. It includes a flexible and intuitive programming language and comprehensive plotting capabilities. WolframResearch, Inc., 100 Trade Center Drive, Champaign IL 61820-7237. (800) 965-3726, (217) 398-0700, info@ wolfram.corn, www.wolfram.com. Mathcad Mathcad8 provides a free-form interface which permits the integration of real mathnotation, graphs, and text within a single interactive worksheet. It includes statistical and data analysis functions, powerfulsolvers, advancedmatrix manipulation,
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and the capability to create your own functions. Mathsoft, Inc., 101 Main Street, Cambridge, MA02142-1521. (800) 628-4223, (617) 577-1017, [email protected], www.mathcad.com. Matlab Matlab is an integrated computing environment that combines numeric computation, advanced graphics and visualization, and a high-level programming language. It provides core mathematicsand advancedgraphics tools for data analysis, visualization, and algorithm and application development, with more than 500 mathematical, statistical, and engineering functions. The Mathworks,Inc., 3 AppleHill Drive, Natick, MA01760-2090. (508) 647-7000, [email protected], www.mathworks.com. B. Libraries GAMS GAMS(Guide to Available Mathematical Software) is a guide to over 9000 software modulescontained in some80 software packages at NIST(National Institute for Standards and Technology) and NETLIB.gams.nist.gov. IMSLIMSL(International Mathematicsand Statistical Library) is a comprehensive resource of more than 900 FORTRAN subroutines for use in general mathematics and statistical data analysis. Also available in C and Java. Visual Numerics,Inc., 1300W.Sam Houston Parkway S., Suite 150, Houston TX77042. (800) 364-8880, (713) 781-9260, [email protected], www.vni.com. LAPACK LAPACK is a library of FORTRAN 77 subroutines for solving linear algebra problems and eigenproblems. Individual subroutines can be obtained through NETLIB.The complete package can be obtained from NAG. NAGNAGis a mathematical software library that contains over 1000 mathematical and statistical functions. Available in FORTRAN and C. NAG,Inc., 1400 Opus Place, Suite 200, Downers Grove, IL 60515-5702. (630) 971-2337, [email protected], www.nag.com. NETLIB NETLIB is a large collection of numerical libraries, [email protected]. com, [email protected], [email protected]. C. Numerical Recipes NumericalRecipesis a book by WilliamH. Press, Brian P. Flarmery, Saul A. Teukolsky, and William T. Vetterling. It contains over 300 subroutines for numerical algorithms. Versions of the subroutines are available in FORTRAN, C, Pascal, and Basic. The source codes are available on disk. CambridgeUniversity Press, 40 West20th Street, NewYork, NY10011. www.cup.org. 0.8



THE TAYLOR SERIES AND THE TAYLOR POLYNOMIAL



A powerseries in powersof x is a series of the form Y~.anx~ = ao + a~x + azx2 +...



(0.1)



n=O



A powerseries in powersof (x - x0) is given ~ an(x- Xo)"=o +at(x - Xo) + az(x



n=0



-- X0)2 --{ - ¯ ¯



¯



(0.2)
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Within its radius of convergence, r, any continuous function, f(x), can be represented exactly by a powerseries. Thus, f(x) = ~ a,(x - Xo)"



(0.3)



n=0



is continuousfor (x0 - r) < x < (xo + r). A. Taylor Series in One Independent Variable If the coefficients, an, in Eq. (0.3) are givenby the rule: a0 =f(xo) ’ al = ~.f,(xo) ’ a2 1 " x , = ~f (0) ...



(0.4)



then Eq. (0.3) becomesthe Taylor series off(x) at x o. Thus, f(x) =f(xo) ~.f’(xo)(X - Xo) + ~ f" (xo)(X - Xo) 2 +...



(0.5)



Equation (0.5) can be written in the simpler appearing form f(x)



, 1 ,, ~ =fo +f~Ax + -~f~ ~ +. .. +lf(n)Ax ~ n! o + ""



(0.6)



wherefo= f (xo),f (n) = df(") / ", and Ax= (x - Xo)Equation (056)can bewrittenin the compact form f(x) = Y~ ~fot")(x - Xo)"



, (0.7)



n=0 n!



Whenx0 = 0, the Taylor series is knownas the Madaurinseries. In that case, Eqs. (0.5) and (0.7) become (0.8) f(x) =f(0) + f’(O)x + ½ f"(O)x2 +... f(x) =



(n)(0)x~



(0.9)



It is, of course, impractical to evaluate an infinite Taylor series term by term. The Taylor series can be written as the finite Taylor series, also knownas the Taylor formulaor Taylor polynomialwith remainder, as follows: f(x) =/(Xo) + f’(xo)(X - Xo) +l_g f,,(Xo)( x _ Xo)2+... (0.10)



1



+ ~.f(")(Xo)(X n +



Rn+l



where the term Rn+l is the remainder term given by R,+I _ ~1 f(n+l)(~)(x



(n+ 1)!



"+1 - Xo)



(0.11)



where~ lies betweenx0 and x. Equation(0. i0) is quite useful in numericalanalysis, where an approximation off@) is obtained by truncating the remainder term.
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Introduction B. Taylor Series in Two Independent Variables



Powerseries can also be written for functions of morethan one independentvariable. For a function of twoindependentvariables,f (x, y), the Taylorseries off(x, y) at 0, Y0 ) is given



by



f(x,y)



=fo + ~-~fx o(X-Xo)+-~ o(y-yo) + I~x2 °(-xo)~+ oXoylo 2.02( (x ~l/°2flx\



-Xo)(y-yo)+ ~--~f2 o(y-yo)2) "’" (0.12)



Equation (0.12) can be written in the general form f(x,Y)



= n~=o~ (X- Xo)-~x+ (y- yo)- ~ f(x,y)lo



(0.13)



where the term (...)n is expandedby the binomial expansion and the resulting expansion operates on the function f (x, y) and is evaluated at (xo,Yo). The Taylor formula with remainder for a function of two independent variables is obtainedby evaluatingthe derivatives in the (n + 1)st term at the point (¢, r/), where(¢, lies in the region betweenpoints (xo, Yo)and (x, y).
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Systems of Linear Algebraic Equations Eigenproblems Roots of Nonlinear Equations Polynomial Approximationand Interpolation NumericalDifferentiation and Difference Formulas NumericalIntegration Summary



Manydifferent types of algebraic processes are required in engineering and science. These processes include the solution of systems of linear algebraic equations, the solution of eigenproblems, finding the roots of nonlinear equations, polynomial approximation and interpolation, numericaldifferentiation and difference formulas, and numericalintegration. Thesetopics are not only important in their ownright, they lay the foundation for the solution of ordinary and partial differential equations, whichare discussed in Parts II and III, respectively. FigureI. 1 illustrates the types of problemsconsideredin Part I. The objective of Part I is to introduce and discuss the general features of each of these algebraic processes, whichare the basic tools of numericalanalysis. 1.1 SYSTEMS OF LINEAR ALGEBRAIC EQUATIONS Systemsof equations arise in all branches of engineering and science. These equations maybe algebraic, transcendental (i.e., involving trigonometric, logarithmic, exponential, etc., functions), ordinary differential equations, or partial differential equations. The equations maybe linear or nonlinear. Chapter 1 is devoted to the solution of systems of linear algebraic equations of the following form: a] ix1 + al2x 2



-q- al3x3 q- ¯ .. + alnXn = b~ a21xI q- a22x2 q- a23x3 q- ¯ ¯ ¯ q- a2,xn = b2



(I.la) (I. lb)



anlX1 q-- an2x2 q- an3X3 q- ...



(I. 1n)



q- annXn = n b
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wherexj (j = 1, 2 ..... n) denotes the unknown variables, aid (i,j = 1,2 ..... n) denotes the coefficients of the unknownvariables, and bi (i = 1, 2 ..... n) denotes the nonhomogeneousterms. For the coefficients aid , the first subscript i correspondsto equationi, and the second subscriptj corresponds to variable xj. The numberof equations can range from two to hundreds, thousands, and even millions. Systemsof linear algebraic equations arise in manydifferent problems,for example, (a) networkproblems(e.g., electrical networks), (b) fitting approximatingfunctions Chapter 4), and (c) systems of finite difference equations that arise in the numerical ¯ solution of differential equations (see Chapters 7 to 12). Thelist is endless. Figure I.la illustrates a static spring-masssystem, whosestatic equilibrium configuration is governed by a system of linear algebraic equations. That system of equations is used throughout Chapter 1 as an example problem.



(a) Static spring-mass system.



(b) Dynamic spring-masssystem. f(x)



f(x)



(c) Rootsof nonlinearequations. (d) Polynomial approximation and interpolation. f(x)’



x



(e) Numerical differentiation.



x



(f) Numerical integration.



Figure 1.1 Basictools of numericalanalysis. (a) Static spring-mass system.(b) Dynamic springmasssystem. (c) Rootsof nonlinearequations. (d) Polynomialapproximation and interpolation. (e) Numerical differentiation.(f) Numerical integration.
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Systemsof linear algebraic equations can be expressed very conveniently in terms of matrix notation. Solution methodscan be developed very compactly in terms of matrix notation. Consequently, the elementary properties of matrices and determinants are reviewed at the beginning of Chapter 1. Twofundamentally different approaches can be used to solve systems of linear algebraic equations: 1. Direct methods 2. Iterative methods Direct methodsare systematic procedures based on algebraic elimination. Several direct elimination methods,for example,Gausselimination, are presented in Chapter 1. Iterative methodsobtain the solution asymptotically by an iterative procedure in which a trial solution is assumed, the trial solution is substituted into the system of equations to determinethe mismatch,or error, and an improvedsolution is obtained from the mismatch data. Several iterative methods, for example, successive-over-relaxation (SOR), are presented in Chapter 1. The notation, concepts, and procedures presented in Chapter 1 are used throughout the remainderof the book. A solid understandingof systems of linear algebraic equations is essential in numericalanalysis. 1.2 EIGENPROBLEMS Eigenproblems arise in the special case where a system of algebraic equations is homogeneous;that is, the nonhogeneousterms, bi in Eq. (I.1), are all zero, and the coefficients contain an unspecified parameter, say 2. In general, whenbi -~ O, the only solution to Eq. (I.1) is the trivial solution, 1 =x2... .. x n = 0. How ever, when the coefficients aid contain an unspecified parameter,say 2, the value of that parametercan be chosen so that the system of equations is redundant, and an infinite numberof solutions exist. The unspecified parameter 2 is an eigenvalue of the system of equations. For example, (all -- )~)x1 + al2x2 = 0 azlx1 ~- (a22-- ),)x 2 = 0



(I.2a) (I.2b)



is a linear eigenproblem. The value (or values) of 2 that makeEqs. (I.2a) and (I.2b) identical are the eigenvaluesof Eqs. (I.2). In that case, the twoequationsare redundant, the only unique solution is xI = x2 = 0. However,an infinite numberof solutions can be obtained by specifying either xl or x2, then calculating the other from either of the two redundantequations. The set of values ofx1 and x2 correspondingto a particular value of 2 is an eigenvector of Eq. (I.2). Chapter 2 is devoted to the solution of eigenproblems. Eigenproblemsarise in the analysis of manyphysical systems. They arise in the analysis of the dynamicbehaviorof mechanical,electrical, fluid, thermal, and structural systems. They also arise in the analysis of control systems. Figure I.lb illustrates a dynamicspring-mass system, whosedynamicequilibrium configuration is governed by a system of homogeneouslinear algebraic equations. That system of equations is used throughout Chapter 2 as an exampleproblem. Whenthe static equilibrium configuration of the system is disturbed and then allowed to vibrate freely, the system of masses will oscillate at special frequencies, whichdependon the values of the massesand the spring
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constants. Thesespecial frequencies are the eigenvaluesof the system. The relative values of x~, x2, etc. correspondingto each eigenvalue 2 are the eigenvectors of the system. The objectives of Chapter 2 are to introduce the general features of eigenproblems and to present several methods for solving eigenproblems. Eigenproblems are special problemsof interest only in themselves. Consequently,an understanding of eigenproblems is not essential to the other conceptspresented in this book. 1.3 ROOTS OF NONLINEAR EQUATIONS Nonlinear equations arise in manyphysical problems. Finding their roots, or zeros, is a commonproblem. The problem can be stated as follows: Given the continuous nonlinear functionf(x), find the value of x = e such that f(~) = where~ is the root, or zero, of the nonlinear equation. Figure I.lc illustrates the problem graphically. The function f (x) maybe an algebraic function, a transcendental function, the solution of a differential equation, or any nonlinear relationship betweenan input x and a response f(x). Chapter 3 is devoted to the solution of nonlinear equations. Nonlinearequations are solved by iterative methods.A trial solution is assumed,the trial solution is substituted into the nonlinearequation to determinethe error, or mismatch, and the mismatchis used in somesystematic mannerto generate an improvedestimate of the solution. Several methodsfor finding the roots of nonlinear equations are presented in Chapter 3. The workhorsemethodsof choice for solving nonlinear equations are Newton’s methodand the secant method.A detailed discussion of finding the roots of polynomialsis presented. A brief introduction to the problemsof solving systems of nonlinear equations is also presented. Nonlinear equations occur throughout engineering and science. Nonlinear equations also arise in other areas of numerical analysis. For example, the shooting methodfor solving boundary-valueordinary differential equations, presented in Section 8.3, requires the solution of a nonlinear equation. Implicit methodsfor solving nonlinear differential equations yield nonlinear difference equations. The solution of such problemsis discussed in Sections 7.11, 8.7, 9.11, 10.9, and 11.8. Consequently, a thorough understanding of methodsfor solving nonlinear equations is an essential requirement for the numerical analyst. 1.4 POLYNOMIAL APPROXIMATION AND INTERPOLATION In manyproblemsin engineering and science, the data under consideration are knownonly at discrete points, not as a continuousfunction. For example,as illustrated in FigureI. 1 d, the continuous function f(x) maybe knownonly at n discrete values of x: Yi = y(xi) (i = 1, 2,...,



(1.3)



Values of the function at points other than the knowndiscrete points maybe needed (i.e., interpolation). The derivative of the function at somepoint maybe needed (i.e., differentiation). The integral of the function over somerange maybe required (i.e., integration). Theseprocesses, for discrete data, are performedby fitting an approximating function to the set of discrete data and performing the desired processes on the approximating function. Manytypes of approximating functions can be used.
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Becauseof their simplicity, ease of manipulation, and ease of evaluation, polynomials are an excellent choice for an approximating function. The general nth-degree polynomialis specified by Pn(X)= 0 q- alx q - a ~ 2x2 +... q - a nx



(1.4)



Polynomialscan be fit to a set of discrete data in two ways: 1. Exact fit 2. Approximate fit Anexact fit passes exactly through all the discrete data points. Direct fit polynomials, divided-difference polynomials, and Lagrangepolynomialsare presented in Chapter 4 for fitting nonequally spaced data or equally spaced data. Newtondifference polynomialsare presented for fitting equally spaced data. The least squares procedure is presented for determining approximatepolynomial fits. Figure I.ld illustrates the problemof interpolating within a set of discrete data. Proceduresfor interpolating within a set of discrete data are presented in Chapter 4. Polynomialapproximationis essential for interpolation, differentiation, and integration of sets of discrete data. A good understanding of polynomial approximation is a necessary requirementfor the numerical analyst. 1.5 NUMERICAL DIFFERENTIATION AND DIFFERENCE FORMULAS The evaluation of derivatives, a process knownas differentiation, is required in many problemsin engineering and science. Differentiation of the function f(x) is denoted by d -~x (f(x)) =f’(x)



(1.5)



The function f(x) maybe a knownfunction or a set of discrete data. In general, known functions can be differentiated exactly. Differentiation of discrete data requires an approximate numerical procedure. Numerical differentiation formulas can be developed by fitting approximating functions (e.g., polynomials) to a set of discrete data and differentiating the approximatingfunction. For polynomialapproximatingfunctions, this yields



Figure I.le illustrates the problemof numericaldifferentiation of a set of discrete data. Numericaldifferentiation procedures are developedin Chapter 5. The approximating polynomial maybe fit exactly to a set of discrete data by the methods presented in Chapter 4, or fit approximately by the least squares procedure described in Chapter4. Several numericaldifferentiation formulasbasedon differentiation of polynomialsare presented in Chapter 5. Numericaldifferentiation formulas also can be developedusing Taylor series. This approach is quite useful for developing difference formulas for approximating exact derivatives in the numericalsolution of differential equations. Section 5.5 presents a table of difference formulasfor use in the solution of differential equations. Numericaldifferentiation of discrete data is not required very often. However,the numericalsolution of differential equations, whichis the subject of Parts II and III, is one
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of the most important .areas of numerical analysis. The use of difference formulas is essential in that application. h6



NUMERICAL INTEGRATION



The evaluation of integrals, a process knownas integration, or quadrature, is required in manyproblemsin engineering and science. Integration of the functionf(x) is denoted I = f(x)



(I.7)



a



The function f(x) may be a known function or a set of discrete data. Someknown functions have an exact integral. Manyknownfunctions, however, do not have an exact integral, and an approximatenumericalprocedureis required to evaluate Eq. (I.7). When knownfunction is to be integrated numerically, it must first be discretized. Integration of discrete data always requires an approximatenumerical procedure. Numericalintegration (quadrature) formulas can be developed by fitting approximating functions (e.g., polynomials) to a set of discrete data and integrating the approximating function. For polynomial approximatingfunctions, this gives I =



dx ~- P,(x)



(I.8)



FigureI. 1 f illustrates the problemof numericalintegration of a set of discrete data. Numericalintegration procedures are developedin Chapter 6. The approximatingfunction can be fit exactly to a set of discrete data by direct fit methods, or fit approximately by the least squares method. For unequally spaced data, direct fit polynomialscan be used. For equally spaced data, the Newtonforward-difference polynomials of different degrees can be integrated to yield the Newton-Cotesquadrature formulas. The most prominent of these are the trapezoid rule and Simpson’s 1/3 rule. Rombergintegration, which is a higher-order extrapolation of the trapezoid rule, is introduced. Adaptive integration, in which the range of integration is subdivided automatically until a specified accuracy is obtained, is presented. Gaussianquadrature, which achieves higher-order accuracyfor integrating knownfunctions by specifying the locations of the discrete points, is presented. Theevaluation of multiple integrals is discussed. Numerical integration of both knownfunctions and discrete data is a common problem. The concepts involved in numerical integration lead directly to numerical methodsfor solving differential equations. 1.7



SUMMARY



Part I of this book is devoted to the basic tools of numericalanalysis. These topics are important in their ownfight. In addition, they provide the foundation for the solution of ordinary and partial differential equations, which are discussed in Parts II and III, respectively. The material presented in Part I comprisesthe basic language of numerical analysis. Familiarity and masteryof this material is essential for the understandingand use of more advanced numerical methods.
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Chapter1 INTRODUCTION



The static mechanicalspring-masssystemillustrated in Figure 1.1 consists of three masses m~to m3, having weights W 1 to W 3, interconnected by five linear springs K~to K5. In the configurationillustrated on the left, the three massesare supportedby forces F~ to F3 equal to weightsW~to W3,respectively, so that the five springs are in a stable static equilibrium configuration. Whenthe supporting forces F1 to F3 are removed, the masses move downward and reach a new static equilibrium configuration, denoted by x~, x2, and x 3, wherex~, x2, and x3 are measuredfrom the original locations of the correspondingmasses. Free-body diagrams of the three masses are presented at the bottom of Figure 1.1. Performinga static force balance on the three massesyields the following systemof three linear algebraic equations: (X 1 q-X 2-~x3)xI -X2x I + (X 2 -~-



1= m



(1.1a)



X4)x 2 - X4x 3 = 2 m



(1.1b)



-X2x 2-x3x3



-K3x~- X~x~+(~3 + x4 + X~)x3= w3



(1.1c)



Vvqaenvalues ofK1 to Ks and W 1 to W 3 are specified, the equilibrium displacements xI to x3 can be determinedby solving Eq. (1.1). The static mechanicalspring-mass system illustrated in Figure 1.1 is used as the example problem in this chapter to illustrate methods for solving systems of linear



KIX I



K2 (x2-x I) I)



K3 (x3-x



K4(X3-X2)
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K3(X3-X1) W1 K2(x2-x1) W2 K4(x3-x2) Figure 1.1 Static



mechanical spring-mass



system.
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algebraic equations. For that purpose, let K1 = 40 N/cm, K2 = K3 = K4 = 20 N/cm, and K5 = 90N/cm. Let W 1 = W2= W3= 20N. For these values, Eq. (1.1) becomes: 80xt - 20x2 - 20x3 = 20 -20xl + 40x2 - 20x3 = 20 -20x~ - 20x2 + 130x3 = 20



(1.2a) (1.2b) (1.2c)



The solution to Eq. (1.2) is x~ = 0.6 cm, 2 =1. 0 cm, an d x 3= 0.4cm, which can be verified by direct substitution. Systems of equations arise in all branches of engineering and science. These equations maybe algebraic, transcendental (i.e., involving trigonometric, logarithmetic, exponential, etc. functions), ordinary differential equations, or partial differential equations. The equations maybe linear or nonlinear. Chapter 1 is devoted to the solution of systems of linear algebraic equations of the following form: allXt q--al2X2 q-al3x3 q-... q-alnXn = 1b a21x 1 q-- az2x2 -+- az3x3 -~ ... q- a2nX n= 2b



(1.3a) (1.3b)



a,~lx~+a,,2x2+an3X3 "~-" " -’}- a,,,,x,~ =b,~



(1.3n)



wherexj (j = 1, 2 ..... n) denotes the unknown variables, ai, j (i,j = 1, 2 ..... n) denotes the constant coefficients of the unknown variables, and bi (i = 1, 2 ..... n) denotes the nonhomogeneous terms. For the coefficients ai,j, the first subscript, i, denotes equation i, and the second subscript, j, denotes variable xj. The numberof equations can range from two to hundreds, thousands, and even millions. In the most general case, the numberof variables is not required to be the sameas the numberof equations. However,in most practical problems,they are the same. That is the case considered in this chapter. Evenwhenthe numberof variables is the sameas the numberof equations, several solution possibilities exist, as illustrated in Figure 1.2 for the following system of two linear algebraic equations: a~ix~ + al2x2 = b~ azlx1 q- a22x2 2= b



(1.4a) " (1.4b)



Thefour solution possibilities are: 1. A uniquesolution (a consistent set of equations), as illustrated in Figure 1.2a 2. Nosolution (an inconsistent set of equations), as illustrated in Figure 1.2b 3. Aninfinite numberof solutions (a redundantset of equations), as illustrated Figure 1.2c 4. The trivial solution, xj =0 (j = 1,2 ..... n), for 7 a homogeneousset of equa tions, as illustrated in Figure1.2d Chapter t is concernedwith the first case wherea unique solution exists. Systemsof linear algebraic equations arise in manydifferent types of problems,for example: 1. 2.



Networkproblems(e.g., electrical networks) Fitting approximatingfunctions (see Chapter 4)



20



Chapter1



x2



(a) Uniquesolution.



(b) Nosolution.



./ (c) Infinite number of solutions. ~(6) Trivial solution. xI



Figure 1.2 Solutionof a systemof two linear algebraic equations. 3.



Systemsof finite difference equations that arise in the numerical solution of differential equations(see Parts II and III)



Thelist is endless. There are two fundamentally different approaches for solving systems of linear algebraic equations: 1. Direct elimination methods 2. Iterative methods Direct elimination methodsare systematic procedures based on algebraic elimination, whichobtain the solution in a fixed numberof operations. Examplesof direct elimination methodsare Gausselimination, Gauss-Jordanelimination, the matrix inverse method, and Doolittle LUfactorization. Iterative methods, on the other hand, obtain the solution asymptoticallyby an iterative procedure. A trial solution is assumed,the trial solution is substituted into the systemof equations to determinethe mismatch,or error, in the trial solution, and an improved solution is obtained from the mismatchdata. Examplesof iterative methodsare Jacobi iteration, Gauss-Seideliteration, and successive-over-relaxation (SOR). Althoughno absolutely rigid rules apply, direct elimination methodsare generally used whenone or more of the following conditions holds: (a) The numberof equations small (100 or less), (b) mostof the coefficients in the equationsare nonzero,(c) the of equations is not diagonally dominant[see Eq. (1.15)], or (d) the systemof equations ill conditioned (see Section 1.6.2). Iterative methods are used when the number equations is large and mostof the coefficients are zero (i.e., a sparse matrix). Iterative methodsgenerally diverge unless the system of equations is diagonally dominant [see Eq. (1.15)1. The organizationof Chapter1 is illustrated in Figure 1.3. Followingthe introductory material discussed in this section, the properties of matrices and determinants are reviewed. The presentation then splits into a discussion of direct elimination methods
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Properties of Matrices andDeterminants



Iterative Methods



Direct Methods



~



Gauss Elimination .~ Gauss-Jordan Elimination Matrix Inverse



Determinants



LU Factodzation



Tridiagonal Systems



Jacobi Iteration



~



__.~ Accuracy and Convergence



Gauss-Seidel Iteration



Successive Overrelaxation



P¢ograms



Summary Figure1.3 Organization of Chapter 1. followed by a discussion of iterative methods. Several methods, both direct elimination and iterative, for solving systemsof linear algebraic equationsare presentedin this chapter. Proceduresfor special problems,such as tridiagonal systems of equations, are presented. All these procedures are illustrated by examples. Althoughthe methodsapply to large systems of equations, they are illustrated by applying themto the small system of only three equations given by Eq. (1.2). After the presentation of the methods,three computer programs are presented for implementing the Gauss elimination method, the Thomas algorithm, and successive-over-relaxation (SOR). The chapter closes with a Summary, which discusses somephilosophy to help you choose the right methodfor every problem and lists the things you should be able to do after studying Chapter 1.



1.2



PROPERTIES OF MATRICES AND DETERMINANTS



Systems of linear algebraic equations can be expressed very conveniently in terms of matrix notation. Solution methods for systems of linear algebraic equations can be
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developedvery compactly using matrix algebra. Consequently, the elementary properties of matrices and determinants are presented in this section. 1.2.1. Matrix Definitions A matrix is a rectangular array of elements (either numbers or symbols), which are arranged in orderly rows and columns.Eachelement of the matrix is distinct and separate. The location of an element in the matrix is important. Elementsof a matrix are generally identified by a double subscripted lowercase letter, for example, ai,j, where the first subscript i identifies the row of the matrix and the secondsubscriptj identifies the column of the matrix. The size of a matrix is specified by the numberof rows times the numberof columns. A matrix with n rows and m columnsis said to be an n by m, or n x m, matrix. Matricesare generally represented by either a boldface capital letter, for example,A, the general element enclosedin brackets, for example,[ai4], or the full array of elements, as illustrated in Eq. (1.5): all



A = [ai,j] =



I



a12



......



aim



(i=1,2 .....



n; j=’l,2 ..... m)



(1.5) Comparing Eqs. (1.3) and (1.5) showsthat the coefficients of a systemof linear algebraic equations form the elements of an n × n matrix. Equation (1.5) illustrates a conventionused throughoutthis bookfor simplicity appearance. Whenthe general element ai4 is considered, the subscripts i and j are separated by a comma.Whena specific element is specified, for example, a31, the subscripts 3 and 1, whichdenote the element in row 3 and column1, will not be separated by a comma,unless i orj is greater than 9. For example,a37 denotes the element in row 3 and column7, whereas a1~,17 denotes the element in row 13 and column17. Vectors are a special type of matrix whichhas only one columnor one row. Vectors are represented by either a boldface lowercase letter, for example, x or y, the general element enclosed in brackets, for example, [xi] or [Yi], or the full columnor row of elements. A columnvector is an n × 1 matrix. Thus,



x = [xi] = x2



(i =1,2 ..... n)



(1.6a)



A row vector is a 1 x n matrix. For example, Y=[Yj]=[Yl



Y2 "’"



Y,I (j=l,2



.....



n)



(1.6b)



Unit vectors, i, are special vectors whichhave a magnitudeof unity. Thus, ;2-~1/2



l



(1.7)



wherethe notation Ilill denotes the length of vector i. Orthogonalsystemsof pnit vectors, in whichall of the elements of each unit vector except one are zero, are used to define coordinate systems.
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There are several special matrices of interest. A square matrix S is a matrix which has the same numberof rows and columns, that is, m = n. For example,



Fall



a12



¯..



aln 1



S=/ .a~].,,.a.~.,.’ : :., .a.~:/ [_ant



an2



"’"



(1.8)



ann_]



is a square n x n matrix. Ourinterest will be devotedentirely to square matrices. Theleftto-right downward-sloping line of elements from all to ann is called the majordiagonal of the matrix. A diagonal matrix D is a square matrix with all elements equal to zero except the elements on the major diagonal. For example,



Fall 0



0



i



1



D = L i a2200 a3300 a44



(1.9)



is a 4 x 4 diagonal matrix. The identity matrix I is a diagonal matrix with unity diagonal elements. The identity matrix is the matrix equivalent of the scalar numberunity. The matrix



I----



0 1 0 0 0 1 0 0 0



(1.10)



is the 4 x 4 identity matrix. A triangular matrix is a square matrix in whichall of the elementson one side of the major diagonal are zero. The remaining elements may be zero or nonzero. An upper triangular matrix U has all zero elements below the major diagonal. The matrix



U =



a12 a22 0 0



a13 a23 a33 0



iall 0 0 0



al4 1 a24 ]



(1.11)



a34 / a44 /



is a 4 x 4 upper triangular matrix. A lower triangular matrix L has all zero elements above the major diagonal. The matrix



Fall



0 a22



0 0



0 ] 0



a32



a33



0



L a41 a42



a43



a44



L~ /a31/a21



is a 4 x 4 lowertriangular matrix.



(1.12)
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A tridiagonal matrix T is a square matrix in which all of the elements not on the major diagonal and the two diagonals surrounding the major diagonal are zero. The elements on these three diagonals mayor maynot be zero. The matrix



~



all



/a2t



T = [



a12 a22



0 a23



0 a32 0



a43 a33 0



i



0 0



(1.13)



i ] a44 a45 a34 a54 a55 _]



is a 5 x 5 tridiagonal matrix. A banded matrix B has all zero elements except along particular diagonals. For example,



B =



all



a12



0



a~l



a22 a32



a23 a33



1 ~ a~)



0 a52



a43 0



a14 0



0 1



a34



a25 0



a44 a54



a45 a55



(1.14)



is a 5 x 5 bandedmatrix. The transpose of an n x m matrix A is the m x n matrix, AT, which has elements r. a. = aj, i. The transpose of a columnvector, is a row vector and vice versa. Symmetric square matrices have identical corresponding elements on either side of the major diagonal. That is, aid =aj, i. T. In that case, A = A A sparse matrix is one in whichmost of the elements are zero. Most large matrices arising in the solution of ordinary and partial differential equations are sparse matrices. A matrix is diagonally dominantif the absolute value of each element on the major diagonalis equal to, or larger than, the sumof the absolute values of all the other elements in that row, with the diagonal element being larger than the correspondingsumof the other elements for at least one row. Thus, diagonal dominanceis defined as [ai,il



>_ ~ laid I



(i = 1 .....



n)



(1.15)



with > true for at least one row. 1.2.2. Matrix Algebra Matrix algebra consists of matrix addition, matrix subtraction, and matrix multiplication. Matrix division is not defined. An analogous operation is accomplishedusing the matrix inverse. Matrix addition and subtraction consist of adding or subtracting the corresponding elements of two matrices of equal size. Let A and B be two matrices of equal size. Then, A +B = [aid ]



-[- [bid ] = [aid + bid ] -~- [cid ] ~-- C



A - B = [aid ]



- [bi,j]



= [aid - bid ] ~- [cid ] = C



(1.16a) (1.16b)



Unequal size matrices cannot be added or subtracted. Matrices of the same size are associative on addition. Thus, A + (B + C) = (A+B)



(1.17)
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Systems of Linear AlgebraicEquations Matrices of the samesize are commutativeon addition. Thus, A+B=B+A



(1.18)



Example1.1. Matrix addition. Addthe two 3 x 3 matrices A and B to obtain the 3 x 3 matrix C, where A =



1 4 4 3



and



B = -4 1 2 2 3 -1



(1.19)



FromEq. (1.16a), (1.20)



Ci~ j d= aid + bi Thus,



ell



=



all + bll



=



1 + 3 = 4, ¢12 = a12 + b12



A+B =’ (2-4) (1+2) I(1+3)



(2+2) (1+1) (4+3)



(3+1)’] (4+2)|= (3-1)/



=



2 + 2 = 4, etc. The result is I



4 4 -2 2 6 3 7 2



(1.21)



Matrix multiplication consists of row-elementto column-elementmultiplication and summationof the resulting products. Multiplication of the two matrices Aand B is defined only whenthe numberof columnsof matrix A is the sameas the numberof rows of matrix B. Matricesthat satisfy this condition are called conformablein the order AB.Thus, if the size of matrix A is n x mand the size of matrix B is mx r, then AB=



[aid][bid



] = [ci,j]



= C ci~ j = ~ ai,kbkj k=l



(i= 1,2 .....



n, j= 1,2 ..... r) (1.22)



The size of matrix C is n x r. Matrices that are not conformablecannot be multiplied. It is easy to makeerrors whenperformingmatrix multiplication by hand. It is helpful to trace across the rows of A with the left index finger while tracing downthe columnsof B with the right index finger, multiplying the corresponding elements, and summingthe products. Matrix algebra is muchbetter suited to computersthan to humans. Multiplication of the matrix A by the scalar ~ consists of multiplying each element of A by ~. Thus, eA = e[aij ] = [eaid] = [bid] = B



(1.23)



Example1.2. Matrix multiplication. Multiply the 3 x 3 matrix A and the 3 x 2 matrix B to obtain the 3 x 2 matrix C, where A=



2



1 4 1 4 3



and



B=



2 1



(1.24)



26



Chapter1



FromEq. (1.22), 3



Ci~[ =



Z ai,kblq~ k=l



(i = 1, 2, 3, j = 1,2)



(1.25)



Evaluating Eq. (1.25) yields C~l = allbll + al2b21+ a13b31= (1)(2) + (2)(1) + (3)(2) C12 = allbl2 -~ a12bz2+ a13b32= (1)(1) + (2)(2) + (3)(1)



(1.26a) (1.26b)



C32-~- a31b12+ a32b22+ a33b32= (1)(1) + (4)(2) + (3)(1)



(1.26c)



Thus, C = [cij ] =



13 8 12 12



(1.27)



Multiply the 3 × 2 matrix C by the scalar ~ = 2 to obtain the 3 × 2 matrix D. From Eq. (1.23), dll = O~Cll= (2)(10) = 20, d12 = ~c12= (2)(8) = 16, etc. The result



0=~c=2c= (2)(13) (2)(12)



(2)(8)



= 26 16



(2)(12)



Matrices that are suitably conformableare associative on multiplication. Thus, (1.29)



A(BC) = (AB)C



Squarematrices are conformablein either order. Thus, if A and B are n x n matrices, AB = C and



BA = D



(1.30)



where C and D are n × n matrices. However square matrices in general are not commutativeon multiplication. That is, in general, AB -~ BA



(1.31)



Matrices A, B, and C are distributive if B and C are the samesize and A is conformableto B and C. Thus, A(B + C) = AB + AC



(1.32)



Consider the two square matrices A and B, Multiplying yields AB = C



(1.33)



It mightappear logical that the inverse operationof multiplication, that is, division, would give A = C/B



(1.34)



Unfortunately, matrix division is not defined. However,for square matrices, an analogous concept is provided by the matrix inverse.
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Consider the two square matrices A and B. If AB= I, then B is the inverse of A, which is denoted as A-1 . Matrix inverses commuteon multiplication. Thus, AA-1 = A-1A = I



(1.35)



The operation desired by Eq. (1.34) can be accomplishedusing the matrix inverse. Thus, the inverse of the matrix multiplication specified by Eq. (1.33) is accomplished matrix multiplication using the inverse matrix. Thus, the matrix equivalent of Eq. (1.34) given by A = B-~C



(1.36)



Procedures for evaluating the inverse of a square matrix are presented in Examples1.12 and 1.16. Matrix factorization refers to the representation of a matrix as the product of two other matrices. For example, a knownmatrix A can be represented as the product of two unknownmatrices B and C. Thus, A----- BC



(1.37)



Factorization is not a uniqueprocess. Thereare, in general, an infinite numberof matrices B and C whoseproduct is A. A particularly useful factorization for square matrices is A = LU



(1.38)



whereL and I5 are lower and upper triangular matrices, respectively. The LUfactorization methodfor solving systems of linear algebraic equations, which is presented in Section 1.4, is basedon such a factorization. A matrix can be partitioned by groupingthe elements of the matrix into submatrices. Thesesubmatricescan then be treated as elements of a smaller matrix. To ensure that the operations of matrix algebra can be applied to the submatricesof two partitioned matrices, the partitioning is generally into square submatricesof equal size. Matrix partitioning is especially convenientwhensolving systems of algebraic equations that arise in the finite difference solution of systemsof differential equations. 1.2.3. Systemsof Linear Algebraic Equations Systemsof linear algebraic equations, such as Eq. (1.3), can be expressed very compactly in matrix notation. Thus, Eq. (1.3) can be written as the matrix equation (1.39)



~ where



F



all a12



A : L an 1



an2



"’"



alnl



:::...a.2.n /



(1.40)



" " " ann ~J



Equation(1.3) can also be written ~ ai,jx j



j=l



= b i (i



: 1 .....



n)



(1.41)
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or equivalently as ai,ix j = bi (i,j = 1 .....



n)



(1.42)



where the summationconvention holds, that is, the repeated index j in Eq. (1.42) summedover its range, 1 to n. Equation (1.39) will be used throughout this book represent a systemof linear algebraic equations. There are three so-called row operations that are useful whensolving systems of linear algebraic equations. Theyare: Any row (equation) may be multiplied by a constant (a process known scaling). 2. The order of the rows (equations) maybe interchanged (a process known pivoting). 3. Anyrow (equation) can be replaced by a weighted linear combination of that row (equation) with any other row (equation) (a process knowneli mination). 1.



In the context of the solution of a systemof linear algebraic equations, these three row operations clearly do not change the solution. The appearance of the system of equations is obviously changed by any of these row operations, but the solution is unaffected. Whensolving systems of linear algebraic equations expressed in matrix notation, these row operations apply to the rows of the matrices representing the system of linear algebraic equations. 1.2,4.



Determinants



The term determinant of a square matrix A, denoted det(A) or IAI,refers to both the collection of the elementsof the square matrix, enclosed in vertical lines, and the scalar value represented by that array. Thus, all det(A)



IAI



= a2 1 anl



a12



¯..



aln



a22



"’"



azn



an2



"""



ann



(1.43)



Only square matrices have determinants. The scalar value of the determinantof a 2 × 2 matrix is the product of the elements on the major diagonal minus the product of the elements on the minor diagonal. Thus, det(A) =IAI



~__all a21



a12 a22



= alla22 -- a21a12



(1.44)



The scalar value of the determinantof a 3 × 3 matrix is composedof the sumof six triple products which can be obtained from the augmenteddeterminant: all a21 a31



a12 a22 a32



a13 a23 a33



all a21



a12 a22



a31



a32



(1.45)



The 3 × 3 determinant is augmentedby repeating the first two columnsof the determinant on the right-hand side of the determinant. Three triple products are formed, starting with the elements of the first row multiplied by the two remaining elements on the right-
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downward-slopingdiagonals. Three more triple products are formed, starting with the elements of the third row multiplied by the two remaining elements on the right-upwardsloping diagonals. The value of the determinantis the sumof the first three triple products minusthe sumof the last three triple products. Thus, det(A) IAI = al la22a33 +a12a23a31 +a13a21a32 -- a31a22a13-- a32a23all -- a33a21a12



(1.46)



Example1.3. Evaluation of a 3 x 3 determinant by the diagonal method. Let’s evaluate the determinant of the coefficient matrix of Eq. (1.2) by the diagonal method. Thus, A =



80 -20 -20 40 -20 -20 -20 130



(1.47)



The augmenteddeterminant is 80 -20 -20 -20 40 -20 -20 -20 130



80 -20 -20 40 -20 -20



(1.48)



ApplyingEq. (1.46) yields det(A)



IAI = (80)(40)(130) + (- 20)(-20)(-20) + (- (-20)(40)(-20) - (-20)(-20)(80) - (130)(-20)(-20) = 416,000 - 8,000 - 16,000 - 32,000 - 52,000 = 300,000



(1.49)



The diagonal methodof evaluating determinants applies only to 2 x 2 and 3 x 3 determinants. It is incorrect for 4 x 4 or larger determinants. In general, the expansionof an n x n determinant is the sumof all possible products formedby choosingone and only one element from each row and each columnof the determinant, with a plus or minus sign determined by the numberof permutations of the row and columnelements. One formal procedure for evaluating determinants is called expansion by minors, or the method of cofactors. In this procedurethere are n! products to be summed,whereeach product has n elements. Thus, the expansion of a 10 x 10 determinant requires the summationof 10! products (10! = 3,628,800), whereeach product involves 9 multiplications (the product 10 elements). This is a total of 32,659,000multiplications and 3,627,999 additions, not counting the work needed to keep track of the signs. Consequently, the evaluation of determinantsby the methodof cofactors is impractical, except for very small determinants. Although the methodof cofactors is not recommended for anything larger than a 4 x 4 determinant, it is useful to understandthe concepts involved. The minorMij is the determinantof the (n - 1) x (n - 1) submatrixof the n x n matrix A obtained by deleting the ith row and the jth column. The cofactor Aij associated with the minor Mi~ is defined as Ai, j = (--1)i+Jmi,j



(1.50)
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Usingcofactors, the determinantof matrix A is the sumof the products of the elements of any row or column, multiplied by their corresponding cofactors. Thus, expanding across any fixed row i yields n



n



det(A) = IAI = ai jAi,



j = ~- ~(-1)i+JaijMi,j



(1.51)



Alternatively, expanding downany fixed columnj yields det(A) = IAI = ai,iAi J = ~(- 1) i+JaijMid i=1



(1.52)



i=1



Eachcofactor expansion reduces the order of the determinant by one, so there are n determinants of order n- 1 to evaluate. By repeated application, the cofactors are eventually reduced to 3 × 3 determinants which can be evaluated by the diagonal method. The amount of work can be reduced by choosing the expansion row or column with as manyzeros as possible. Example1.4. Evaluation of a 3 × 3 determinant by the cofactor method. Let’s rework Example1.3 using the cofactor method. Recall Eq. (1.47): A = -20 -20



40 -20



(1.53)



-20 130



Evaluate IAI by expandingacross the first row. Thus, IA]



(80) -20_ = -20 40 130



(-20)



-20-20130 -20



(-20) +



-20



-20



(1.54)



[AI = 80(5200 ÷ 400) - (-20)(-2600 + 400) + (-20)(400 = 384000 - 60000 - 24000 = 300000



(1.55)



If the value of the determinantof a matrixis zero, the matrix is said to be singular. A nonsingularmatrix has a determinantthat is nonzero. If any row or columnof a matrix has all zero elements,that matrixis singular. The determinant of a triangular matrix, either upper or lower triangular, is the product of the elements on the major diagonal. It is possible to transform any nonsingular matrix into a triangular matrix in such a way that the value of the determinantis either unchangedor changedin a well-defined way. That procedure is presented in Section 1.3.6. The value of the determinant can then be evaluated quite easily as the product of the elements on the major diagonal. 1.3



DIRECT ELIMINATION METHODS



There are a numberof methodsfor the direct solution of systems of linear algebraic equations. One of the more well-known methods is Cramer’s rule, which requires the evaluation of numerousdeterminants. Cramer’srule is highly inefficient, and thus not recommended.More efficient methods, based on the elimination concept, are recom-
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mended.Both Cramer’srule and elimination methodsare presented in this section. After presenting Cramer’srule, the elimination concept is applied to develop Gausselimination, Gauss-Jordanelimination, matrix inversion, and determinant evaluation. These concepts are extendedto LUfactorization and tridiagonal systems of equations in Sections 1.4 and 1.5, respectively. 1.3.1.



Cramer’s Rule



Althoughit is not an elimination method, Cramer’srule is a direct methodfor solving systems of linear algebraic equations. Considerthe systemof linear algebraic equations, Ax = b, which represents n equations. Cramer’s rule states that the solution for xy (j = 1 ..... n) is given j) det(A xj- det(A)



(j = 1 ..... n)



(1.56)



where Aj is the n x n matrix obtained by replacing columnj in matrix A by the column vector b. For example, consider the system of two linear algebraic equations: allX1 t-t- a12x2= b



(1.57a)



a21xI + 2 a22x2--- b



(1.57b)



ApplyingCramer’srule yields b1 b2 xt -all



a12 ]



a22] a12 a21 a22



all a2 and x2 -- lall-----1



bl b2 a12



(1.58)



[ a21 a22



The determinants in Eqs. (1.58) can be evaluated by the diagonal methoddescribed Section 1.2.4. For systems containing morethan three equations, the diagonal methodpresented in Section 1.2.4 does not work. In such cases, the methodof cofactors presented in Section 1.2.4 could be used. The number of multiplications and divisions N required by the methodof cofactors is N = (n - 1)(n + 1)!. For a relatively small systemof 10 equations (i.e., n = 10), N = 360,000,000, which is an enormousnumber of calculations. For n = 100, N = 10157, which is obviously ridiculous. The preferred methodfor evaluating determinants is the elimination method presented in Section 1.3.6. The number of multiplications and divisions required by the elimination method is approximately N = n3 ÷ n 2 -- n. Thus, for n = 10, N = 1090, and for n = 100, N = 1,009,900. Obviously,the elimination methodis preferred. Example1.5. Cramer’s rule. Let’s illustrate Cramer;srule by solving Eq.(1.2). Thus, 20x2 -- 20x3 = 20 --20x1 + 40x2 -- 20x3 = 20 --20x 1 -- 20x2 + 130x3 = 20 80X1 --



(1.59a) (1.59b) (1.59c)
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First, calculate det(A). FromExample1.4,



det(A)



80 -20 -20 -20 40 -20 -20 -20 130



= 300,000



(1.60)



Next, calculate det(A1), 1), det(A2), and det(A3). For det(A



det(A l)



-20 -20 = 20 40 -20 -20 130



ii



= 180,000



(1.61)



In a similar manner, det(A2) = 300,000 and det(A3) = 120,000. Thus, det(A ~) 180,000 x~ det(A) - 300,000 - 0.60



300,000 x2 - 300,000 - 1.00



120,000 x3 - 300,000 -- 0.40 (1.62)



1.3.2. Elimination Methods Elimination methodssolve a systemof linear algebraic equations by solving one equation, say the first equation, for one of the unknowns, say x~, in terms of the remaining unknowns,x2 to x,, then substituting the expression for x1 into the remaining n- 1 equations to determine n - 1 equations involving x2 to xn. This elimination procedure is performedn - 1 times until the last step yields an equation involving only x,. This process is called elimination. The value of xn can be calculated from the final equation in the elimination procedure. Then x,_~ can be calculated from modified equation n - 1, which contains only x, and x~_l. Then x,_ 2 can be calculated from modified equation n- 2, which contains only x,, x,_~, and x,_2. This procedureis performedn - 1 times to calculate x,_~ to x~. This process is called back substitution. 1.3.2.1.



RowOperations



The elimination process employsthe row operations presented in Section 1.2.3, whichare repeated below: 1. 2. 3.



Anyrow (equation) maybe multiplied by a constant (scaling). The order of the rows (equations) maybe interchanged (pivoting). Anyrow (equation) can be replaced by a weighted linear combination of that row (equation) with any other row (equation) (elimination).



Theserow operations, which change the values of the elements of matrix A and b, do not changethe solution x to the system of equations. The first row operation is used to scale the equations, if necessary. The secondrow operation is used to prevent divisions by zero and to reduce round-off errors. The third row operation is used to implementthe systematic elimination process described above.
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1.3.2.2. Elimination Let’s illustrate the elimination methodby solving Eq. (1.2). Thus, 80xI - 20x2 - 20x3 = 20 -20xI + 40x2 - 20x3 = 20 -20x1 - 20x2 + 130x3 = 20



(1.63a) (1.63b) (1.63c)



Solve Eq. (1.63a) for xl. Thus, xt = [20 - (-20)x 2 - (-20)x3]/80



(1.64)



Substituting Eq. (1.64) into Eq. (1.63b) gives -20{[20 - (-20)x 2 - (-20)x3]/80 } + 40x2 - 20x3 = 20 which can be simplified to give



(1.65)



35x2 - 25x3 = 25 Substituting Eq. (1.64) into Eq. (1.63c) gives



(1.66)



-20{[20 - (-20)x 2 - (-20)x3]/80} - 20x2 + 130x3 -- 20 which can be simplified to give



(1.67)



-25x~ + 125x3 = 25 Next solve Eq. (1.66) for 2. Thus, x2 = [25 - (-25)x3]/35



(1.68)



(1.69)



Substituting Eq. (1.69) into Eq. (1.68) yields -25{[25 - (-25)x3]/35 } + 125x3 = 25 which can be simplified to give "~9"X 3 = ~



(1.70)



(1.71)



Thus, Eq. (1.63) has been reduced to the upper triangular system 80x1 - 20x2 - 20x3 -- 20 35x2 - 25x3 --- 25 7_570 X3 -- 300 7



(1.72a) (1.72b) (1.72c)



whichis equivalent to the original equation, Eq. (1.63). This completes the elimination process. 1.3.2.3.



Back Substitution



The solution to Eq. (1.72) is accomplishedeasily by back substitution. Starting with Eq. (1.72c) and working backwardyields x3 = 300/750 = 0.40



(1.73a)



x2 = [25 - (-25)(0.40)]/35 =



(1.73b)



Xl = [20 - (-20)(1.00) - (-20)(0.40)]/80



(1.73c)
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34 Example1.6. Elimination. Let’s solve Eq. (1.2) by elimination. Recall Eq. (1.2): 80xZ - 20x2 - 20x3 = 20 -20x 1 + 40x2 - 20x3 = 20 -20xl - 20x2 + 130x3 = 20



(1.74a) (1.748) (1.74c)



Elimination involves normalizing the equation above the element to be eliminated by the element immediatelyabovethe element to be eliminated, whichis called the pivot element, multiplying the normalizedequation by the element to be eliminated, and subtracting the result from the equation containing the element to be eliminated. This process systematically eliminates terms below the major diagonal, columnby column, as illustrated below.The notation Ri - (em)Rjnext to the ith equationindicates that the ith equation is be replaced by the ith equation minus em times the jth equation, where the elimination multiplier, em, is the quotient of the element to be eliminated and the pivot element. For example, R2 -(-20/40)R~ beside Eq. (1.75.2) below means replace (1.75.2) by Eq. (1.75.2)-(-20/40)xEq. (1.75.1). The elimination multiplier, em= (-20/40), is chosen to eliminate the first coefficient in Eq. (1.75.2). All of coefficients below the major diagonal in the first columaaare eliminated by linear combinationsof each equation with the first equation. ,Thus, 80x 1-20xz20x 3=201 -20x1 -t- 40x2 - 20x3 = 20J R2 -1 (-20/80)R



I



-20xI - 20x2 -t- 135x3 = 20 R3 - (-20/80)R=



(1.75.1) (1.75.2) (1.75.3)



The result of this first elimination step is presented in Eq. (1.76), which also shows the elimination operation for the secondelimination step. Next the coefficients belowthe major diagonal in the second columnare eliminated by linear combinations with the second equation. Thus, 80x - 20x2 - 20x3 = 207 0x 1 + 35x 2 25x 3 25 0x1 25x2 + 125x 3 25 R3 2- (-25/35)R



I



(1.76)



Theresult of the secondelimination step is presented in Eq. (1.77):



I



80x~ -20x 20x3= 201 20x~+35x 25x3= 25 z Oxi+ Ox2+750/7x3=300/7



(1.77)



This process is continueduntil all the coefficients belowthe majordiagonal are eliminated. In the present examplewith three equations, this process is nowcomplete, and Eq. (1.77) is the final result. This is the process of elimination. At this point, the last equation contains only one unknown,x3 in the present example,whichcan be solved for. Usingthat result, the next to last equation can be solved
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for x2. Usingthe results for x3 and x2, the first equation can be solved for x~. This is the back substitution process. Thus, x3 = 300/750 = 0.40 x2 = [25 - (-25)(0.40)]/35 =



(1.78a)



x~ = [20 - (-20)(1.00) - (-20)(0.40)/80



(1.78c)



(1.78b)



The extension of the elimination procedureto n equations is straightforward. 1.3.2.4. SimpleElimination The elimination procedure illustrated in Example1.6 involves manipulation of the coefficient matrix A and the nonhomogeneous vector b. Componentsof the x vector are fixed in their locations in the set of equations.Aslong as the colurnnsare not interchanged, columnj corresponds to x/. Consequently, the xj notation does not need to be carried throughout the operations. Onlythe numerical elements of A and b need to be considered. Thus, the elimination procedure can be simplified by augmentingthe A matrix with the b vector and performing the row operations on the elements of the augmentedA matrix to accomplish the elimination process, then performing the back substitution process to determine the solution vector. This simplified elimination procedure is illustrated in Example1.7. Example1.7. Simple elimination. Let’s rework Example1.6 using simple elimination. From Example1.6, the A matrix augmentedby the b vector is [AIb] =



80 -20 -201 -20 40 -201 20 -20 -20 130120



I



2°1



(1.79)



Performing the row operations to accomplishthe elimination process yields: 80 -20 -20120 -20 40 -20120 -20 -20 130120



I8 i



-20 35 -25



I8 i



35 -20 0



-25125 125125 -201201



I



(-20/80)R~



R R3 -1



(1.80)



(-20/80)R



(1.81) 83 --



(-25/35)R 2



Xl = [20 - (-20)(1’00) - (-20)(0"40)]/80 -20120 = 0.60 -25125 --~ x2=[25-(-25)(0.4)]/35 = 750/71300/7 J x3 = 300/750 = 0.40 (1.82)



The back substitution step is presented beside thetfiangulafized augmentedAmatfix.
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1.3.2.5. Multiple b Vectors If morethan one b vector is to be considered, the A matrix is simply augmentedby all of the b vectors simultaneously. The elimination process is then applied to the multiply augmentedA matrix. Back substitution is then applied one column at a time to the modified b vectors. A moreversatile procedurebased on matrix factorization is presented in Section 1.4.



Example 1.8. Simple elimination for multiple b vectors. Consider the system of equations presented in Example 1.7 with two b vectors, bl ~ = [20 20 20] and b2~ = [20 10 20]. The doubly augmented A matrix is



[Alb 1 b2]



80 -20 -20[20120J = -20 40 -20120 I 10 -20 -20 130120120



I



(1.83)



Performingthe elimination process yields -20 35 0



-20 [ 20 -25 I 25 750/7 1300/7



15 250/7 201



(1.84)



Performingthe back substitution process one columnat a time yields xl = 1.00 0.40 0.60]



and



x2 = /2/3| L 1/3 ]



(1.85)



1.3.2.6. Pivoting The element on the major diagonal is called the pivot element. The elimination procedure described so far fails immediatelyif the first pivot elementalx is zero. The procedurealso fails if any subsequentpivot elementai, i is zero. Eventhoughthere maybe no zeros on the major diagonal in the original matrix, the elimination process maycreate zeros on the major diagonal. The simple elimination procedure described so far must be modified to avoid zeros on the major diagonal. This result can be accomplishedby rearranging the equations, by interchanging equations (rows) or variables (columns), before each elimination step to put the element of largest magnitudeon the diagonal. This process is called pivoting. Interchanging both rowsand columnsis calledfullpivoting. Full pivoting is quite complicated,and thus it is rarely used. Interchangingonly rowsis called partialpivoting. Onlypartial pivoting is consideredin this book. Pivoting eliminates zeros in the pivot element locations during the elimination process. Pivoting also reduces round-off errors, since the pivot elementis a divisor during the elimination process, and division by large numbersintroduces smaller round-off errors than division by small numbers. Whenthe procedure is repeated, round-off errors can compound.This problem becomesmore severe as the numberof equations is increased.
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Use simple elimination with partial pivoting to solve the following system of linear algebraic equations, Ax= b: 4 t -1 x2 = -3 -2 3 -3 x 3



(1.86) 5



Let’s apply the elimination procedure by augmentingA with b. The first pivot element is zero, so pivoting is required. The largest number(in magnitude)in the first columnunder the pivot element occurs in the second row. Thus, interchanging the first and secondrows and evaluating the elimination multipliers yields 0 2 1 I -2 3 -3 I



R2- (0/4)R 1 R3 - (-2/4)R1



(1.87)



Performingthe elimination operations yields 2 l 15 7/2 -7/2 [7/2



(1.88)



Althoughthe pivot elementin the secondrowis not zero, it is not the largest elementin the secondcolumnunderneaththe pivot element. Thus, pivoting is called for again. Note that pivoting is based only on the rows below the pivot element. The rows above the pivot element have already been through the elimination process. Using one of the rows above the pivot element woulddestroy the elimination already accomplished.Interchanging the second and third rows and evaluating the elimination multiplier yields



Ii



-7/217/2 17/2 -11-3 1 I 5 R3 -2 1 2 (4/7)R



(1.89)



Performingthe elimination operation yields 7/2 -7/2 ] --~ x2 : 2 0 313 ] x3=l



(1.90)



The back substitution results are presented beside the triangularized augmentedA matrix. 1.3.2.7. Scaling The elimination process described so far can incur significant round-off errors whenthe magnitudesof the pivot elements are smaller than the magnitudesof the other elements in the equations containing the pivot elements. In such cases, scaling is employedto select the pivot elements.After pivoting, elimination is applied to the original equations. Scaling is employedonly to select the pivot elements. Scaled pivoting is implemented as follows. Beforeelimination is applied to the first column,all of the elementsin the first columnare scaled (i.e., normalized)by the largest elements in the correspondingrows. Pivoting is implementedbased on the scaled elements
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in the first column,and elimination is applied to obtain zero elementsin the first column belowthe pivot element. Before elimination is applied to the secondcolumn, all of the elements from 2 to n in column2 are scaled, pivoting is implemented,and elimination is applied to obtain zero elements in column2 below the pivot element. The procedure is applied to the remainingrows 3 to n - 1. Backsubstitution is then applied to obtain x. Example1.10. Elimination with scaled pivoting to reduce round-off errors. Let’s investigate the advantageof scaling by solving the following linear system: -3 1



=



(1.91)



whichhas the exact solution x1 = -1.0, x2 = 1.0, and x3 = 1.0. To accentuate the effects of round-off, carry only three significant figures in the calculations. For the first column, pivoting does not appear to be required. Thus, the augmentedA matrix and the first set of row operations are given by 2 105 I 104"] -3 1 103 I 98| R: -(0.667)R 3 ]3 ] R3 -1 (0.333)R



(1.92)



which gives 1051 104 ~ (1.93) 33.01 28.6| -32.0 I -31.6] R3 -2 (-0.0771)R Pivoting is not required for the secondcolumn. Performing the elimination indicated in Eq. (1.93) yields the triangularized matrix -4.33 0.334



-4.33 0



33.01 28.9 -29.51-29.4



(1.94)



Performing back substitution yields x3 = 0.997, x2 = 0.924, and xl = -0.844, which does not agree very well with the exact solution x3 = 1.0, x2 = 1.0, and x~ = -1.0. Round-off errors due to the three-digit precision have polluted the solution. The effects of round-off can be reduced by scaling the equations before pivoting. Since scaling itself introduces round-off, it should be used only to determineif pivoting is required. All calculations should be madewith the original unscaled equations. Let’s reworkthe problemusing scaling to determineif pivoting is required. The first step in the elimination procedure eliminates all the elements in the first columnunder element all. Before performingthat step, let’s scale all the elements in column1 by the largest element in each row. The result is F3/1057



F0"02861



a~ = 12/103l-- 10.0194



(1.95)



[_ 1/3 ] [_0.3333 where the notation a1 denotes the columnvector consisting of the scaled elements from the first columnof matrix A. The third element of al is the largest element in a~, which
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indicates that rows 1 and 3 of matrix A should be interchanged. Thus, Eq. (1.91), with the elimination multipliers indicated, becomes 2 -3 103 I 98 R2- (2/1)R~ 3 (3 2 1051104 R 3/1)R1



(1.96)



Performingthe elimination and indicating the next elimination multiplier yields



3,31



0 -5 97192 0 -1 96 I 95 R3 -2 (1/5)R



(1.97)



Scaling the second and third elements of column2 gives (1.98) -1/96J



L-0.0104



Consequently,pivoting is not indicated. Performingthe elimination indicated in Eq. (1.97) yields 1.0 1.0 3.0 3.0 1



I



0.0 -5.0 97.0 92.0 0.0 0.0 76.6 76.6]



(1.99)



Solving Eq. (1.99) by back substitution yields 1 =1.00, x 2= 1.0 0, andx3 =-1. 00, whichis the exact solution. Thus, scaling to determinethe pivot elementhas eliminated the round-off error in this simple example.



1.3.3. GaussElimination The elimination proceduredescribed in the previous section, including scaled pivoting, is commonlycalled Gauss elimination. It is the most important and most useful direct elimination methodfor solving systems of linear algebraic equations. The Gauss-Jordan method, the matrix inverse method, the LU factorization method, and the Thomas algorithm are all modifications or extensions of the Gauss elimination method. Pivoting is an essential element of Gauss elimination. In cases where all of the elements of the coefficient matrix A are the sameorder of magnitude,scaling is not necessary. However, pivoting to avoid zero pivot elements is always required. Scaled pivoting to decrease round-off errors, while very desirable in general, can be omitted at somerisk to the accuracy of the solution. Whenperforming Gauss elimination by hand, decisions about pivoting can be madeon a case by case basis. Whenwriting a general-purpose computer programto apply Gauss elimination to arbitrary systems of equations, however, scaled pivoting is an absolute necessity. Example1.10 illustrates the completeGausselimination algorithm. Whensolving large systems of linear algebraic equations on a computer, the pivoting step is generally implementedby simply keeping track of the order of the rows as they are interchanged without actually interchanging rows, a time-consumingand unnecessary operation. This is accomplishedby using an order vector o whose elements denote the order in which the rows of the coefficient matrix A and the fight-hand-side
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vector b are to be processed. Whena row interchange is required, instead of actually interchanging the two rowsof elements, the correspondingelementsof the order vector are interchanged. The rows of the A matrix and the b vector are processed in the order indicated by the order vector o during both the elimination step and the back substitution step. As an example, consider the second part of Example1.10. The order vector has the initial value or = [1 2 3]. After scaling, rows 1 and 3 are to be interchanged. Instead of actually interchanging these rows as done in ExampleI. 10, the correspondingelements of the order vector are changedto yield or = [3 2 1]. The first elimination step then uses the third row to eliminate x1 fromthe secondand first rows. Pivotingis not required for the secondelimination step, so the order vector is unchanged,and the secondrow is used to eliminate x2 from the first row. Backsubstitution is then performedin the reverse order of the order vector, o, that is, in the order 1, 2, 3. This proceduresaves computertime for large systems of equations, but at the expense of a slightly more complicatedprogram. The numberof multiplications and divisions required for Gauss elimination is approximately N = (n3/3 - n/3) for matrix A and n2 for each b. For n = 10, N = 430, and for n = 100, N = 343,300. This is a considerable reduction comparedto Cramer’s rule. The Gauss elimination procedure, in a format suitable for programming on a computer, is summarizedas follows: 1.



Define the n x n coefficient matrix A, the n x 1 columnvector b, and the n x 1 order vector o. 2. Starting with column1, scale columnk (k = 1, 2 ..... n - 1) and search for the element of largest magnitudein columnk and pivot (interchange rows) to put that coefficient into the ak,k pivot position. This step is actually accomplished by interchanging the correspondingelements of the n x 1 order vector o. 3. For column k (k = 1, 2 ..... n - 1), apply the elimination procedure to rows i (i = k + 1, k + 2 ..... n) to create zeros in columnk belowthe pivot element, ak,~. Do not actually calculate the zeros in columnk. In fact, storing the elimination multipliers, em= (ai,l~/al~,k), in place of the eliminated elements, ai, k, creates the Doolittle LUfactorization presented in Section 1.4. Thus, aij = ai,j



bi



= bi-



{ai,k’~ a . -- ~kak,k } I~,1



(ai’k]bk \ak,k]



(i,j=k+l,k+2



.....



(i=k + l,k + 2 .....



n)



n)



(1.~00a) (1.100b)



After step 3 is applied to all k columns,(k = 1,2 ..... n - 1), the original matrix is uppertriangular. Solve for x using back substitution. If morethan one b vector is present, solve for the correspondingx vectors one at a time. Thus, X" n



b,



(1.101a)



bi - ~ xi --



j=i+l ai,i



(i = n- 1,n-2 .....



1)



(1.101b)
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1.3.4. Gauss-JordanElimination Gauss-Jordanelimination is a variation of Gauss elimination in which the elements above the major diagonal are eliminated (made zero) as well as the elements below the major diagonal. The A matrix is transformedto a diagonal matrix. The.rowsare usually scaled to yield unity diagonal elements, whichtransformsthe A matrix to the identity matrix, I. The transformed b vector is then the solution vector x. Gauss-Jordanelimination can be used for single or multiple b vectors. The number of multiplications and divisions for Gauss-Jordan elimination is approximately N = (n3/2- n/2)+ n 2, which is approximately 50 percent larger than for Gausselimination. Consequently,Gausselimination is preferred. Example1.11. Gauss-Jordan elimination. Let’s rework Example1.7 using simple Gauss-Jordan elimination, that is, elimination without pivoting. The augmentedA matrix is [see Eq. (1.79)] 80 -20 -20



-20 40 -20



-20 -20 130



Scaling row 1 to give all -20 2-(-20



R1/80 [20 1 120 120



=



(1.102)



1 gives



1 --1/4 --1/411/41 40 20) -201 20 R -20 1301 20 R 3 - (-20)R 1



(1.103)



Applyingelimination below row 1 yields



[i



35 -251 25/Rz/35 -1/4 -25 -1/41 1251 1/4"] 25 J



(1.104)



Scaling row 2 to give a22 = 1 gives -1/4



-1/411/4"]R 2 1-(-1/4)R 1 -5/715/7 / -25 1251 25 ] R3



(1.105) --



(-25)R 2



Applyingelimination both above and below row 2 yields -3/7 I 3/7 ] -5/7 I 5/7 750/7 1300/7 R3/(750/7 )



(1.106)



Scaling row 3 to give a33 = 1 gives



Ii



12--5/715/7 0 -3/713/71 (-5/7)R3 0 31 1215



R R1-(-3/7)R



(1.107)
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Applyingelimination above row 3 completes the process. 1 0l 1.00 0 1 10.40



(1.108)



The A matrix has been transformed to the identity matrix I and the b vector has been transformed to the solution vector, x. Thus, x~" = [0.60 1.00 0.40]. The inverse of a square matrix A is the matrix A-1 such that AA-1 = A-1A= I. Gauss-Jordanelimination can be used to evaluate the inverse of matrix A by augmentingA with the identity matrix I and applying the Gauss-Jordan algorithm. The transformed A matrix is the identity matrix I, and the transformedidentity matrix is the matrix inverse, A-1 . Thus, applying Gauss-Jordan elimination yields [[A]I]-->



(1.109)



[IIA-1]]



The Gauss-Jordanelimination procedure, in a format suitable for programmingon a computer, can be developed to solve Eq. (1.109) by modifying the Gauss elimination procedure presented in Section 1.3.C. Step 1 is changedto augmentthe n x n A matrix with the n x n identity matrix, I. Steps 2 and 3 of the procedure are the same. Before performingStep 3, the pivot element is scaled to unity by dividing all elementsin the row by the pivot element. Step 3 is expandedto performelimination abovethe pivot element as well as below the pivot element. At the conclusion of step 3, the A matrix has been transformed to the identity matrix, I, and the original identity matrix, I, has been -l transformed . to the matrix inverse, A Example1.12. Matrix inverse by Gauss-Jordanelimination. Let’s evaluate the inverse of matrix A presented in Example1.7. First, augmentmatrix A with the identity matrix, I. Thus, [All]=



80 -20 -20



-20 40 -20



-201 1 0 0] -2010 1 0 13010 0 1



(1.110)



Performing Gauss-Jordan elimination transforms Eq. (1.110) 1 0 012/125 0 1 011/100 0 0 11 1/250



1/100 1/250] 1/30 1/150 1/150 7/750



(1.111)



from which A-l=



F2/125 1/100 1/250 1 r0.016000 0.010000 0~000460606071. /1/100 1/30 1/150 = /0.010000 0.033333 /1/250 1/150 7/750 /0.004000 0.006667 0.009333_] (1.112)



Multiplying A times A-1 yields the identity matrix I, thus verifying the computations.
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Systems of Linear AlgebraicEquations 1.3.5. The Matrix Inverse Method Systems of linear algebraic equations can be solved using the matrix inverse, Considerthe general systemof linear algebraic equations:



-1 . A



(1.113)



Ax = b Multiplying Eq. (1.113) by -1 yields A-lAx = Ix --- x = A-lb



(1.114)



from which (1.115)



x = A-Ib



Thus, when the matrix inverse A-l of the coefficient matrix A is known,the solution vector x is simply the product of the matrix inverse A-1 and the right-hand-side vector b. Not all matrices have inverses. Singular matrices, that is, matrices whosedeterminant is zero, do not have inverses. The correspondingsystemof equations does not have a unique solution. Example1.13. The matrix inverse method. Let’s solve the linear systemconsidered in Example1.7 using the matrix inverse method. The matrix inverse A-a of the coefficient matrix A for that linear systemis evaluated in Example1.12. Multiplying A-1 by the vector h from Example1.7 gives 1~2/125



x----A-’b----/1/100 /1/250



1/100 1/250"~I20 1/30 1/150 / 20 1/150 7/750.~ 20



(1.116)



Performingthe matrix multiplication yields Xl = (2/125)(20) + (1/100)(20) + (1/250)(20) x2 = (1/100)(20) + (1/30)(20) + (1/150)(20) x3 = (1/250)(20) + (1/150)(20) + (7/750)(20)



(1.117a) (1.117b) (1.117c)



Thus, xT = [0.60 1.00 0.40].



1.3.6. Determinants The evaluation of determinants by the cofactor methodis discussed in Section 1.2.4 and illustrated in Example1.4. ApproximatelyN ---- (n - 1)n! multiplications are required evaluate the determinant of an n x n matrix by the cofactor method. For n = 10, N = 32,659,000. Evaluation of the determinants of large matrices by the cofactor methodis prohibitively expensive, if not impossible. Fortunately, determinants can be evaluated muchmoreefficiently by a variation of the elimination method.



44



Chapter1 First, consider the matrix A expressed in upper triangular form: Jail | 0



a12 a13 "’" a22 a23 ... 0 a33 ...



aln 1 a2n | agn ]



(1.118)



o....;....



A----[ 0.



Expandingthe determinant of A by cofactors downthe first columngives all times the (n - 1) x (n - 1) determinanthavinga22 as its first element in its first column,with remaining elements in its first columnall zero. Expandingthat determinant by cofactors downits first columnyields a22 times the (n - 2) x (n - 2) determinanthaving a33 as first elementin its first columnwith the remainingelementsin its first columnall zero. Continuing in this manneryields the result that the determinant of an upper triangular matrix (or a lower triangular matrix) is simply the product of the elements on the major diagonal. Thus, det(A) IAI = l~I ai,i



(1.119)



i=1



wherethe 1"] notation denotes the product of the ai, i. Thus, det(A) = IAI al la22""ann



(1.120)



This result suggests the use of elimination to triangularize a general square matrix, then to evaluate its determinantusing Eq. (1.119). This procedureworksexactly as stated if no pivoting is used. Whenpivoting is used, the value of the determinantis changed,but in a predictable manner, so elimination can also be used with pivoting to evaluate determinants. The row operations must be modified as follows to use elimination for the evaluation of determinants. 1. Multiplying a row by a constant multiplies the determinant by that constant. 2. Interchanging any two rows changes the sign of the determinant. Thus, an even number of row interchanges does not change the sign of the determinant, whereas an odd number of row interchanges does change the sign of the determinant. 3. Anyrow maybe added to the multiple of any other row without changing the value of the determinant. The modifiedelimination methodbased on the above row operations is an efficient wayto evaluate the determinant of a matrix. The numberof multiplications required is approximately N = n3 + n2 - n, which is orders and orders of magnitude less effort than the N = (n - 1)n! multiplications required by the cofactor method. Example1.14. Evaluation of a 3 x 3 determinant by the elimination method. Let’s rework Example1.4 using the elimination method. Recall Eq. (1.53): 80 -20 -20 40 -20 -20



-20 1 -20 130



(1.121)
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Example1.7, after Gauss elimination, matrix A becomes 0 35 -25 0 0 750/7



(1.122)



There are no rowinterchanges or multiplications of the matrix by scalars in this example. Thus, det(A) = IAI = (80)(35)(750/7) =



1.4



(1.123)



LU FACTORIZATION



Matrices(like scalars) can be factored into the productof twoother matrices in an infinite number of ways. Thus, A = BC



(1.124)



WhenB and C are lower triangular and upper triangular matrices, respectively, Eq. (1.124) becomes A = LU



(1.125)



Specifying the diagonal elements of either L or U makes the factoring unique. The procedure based on unity elements on the major diagonal of L is called the Doolittle method. The procedure based on unity elements on the major diagonal of U is called the Crout method. Matrix factoring can be used to reduce the workinvolved in Gauss elimination when multiple unknownb vectors are to be considered. In the Doolittle LUmethod, this is accomplishedby defining the elimination multipliers, em, determinedin the elimination step of Gausselimination as the elements of the L matrix. The U matrix is defined as the upper triangular matrix determinedby the elimination step of Gausselimination. In this manner, multiple b vectors can be processed through the elimination step using the L matrix and through the back substitution step using the elements of the U matrix. Consider the linear system, Ax = b. Let A be factored into the product LU, as illustrated in Eq. (1.125). The linear systembecomes LUx = b



(1.126)



Multiplying Eq. (1.126) by -1 gives L-1LUx = IUx = Ux = L-lb



(1.127)



The last two terms in Eq. (1.127) give Ux = L-lb



(1.128)



Define the vector b’ as follows: b’ = L-lb



(1.129)



Multiplying Eq. (1.129) by L gives Lb’ = LL-lb = Ib = b



(1.130)
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Equatingthe first and last terms in Eq. (1.130) yields Lb’ = b



(1.131)



Substituting Eq. (1.129) into Eq. (1.128) yields Ux = b’



(1.132)



Equation(1.131) is used to transformthe b vector into the b’ vector, and Eq. (1.132) is used to determinethe solution vector x. Since Eq. (1.131) is lower triangular, forward substitution (analogousto backsubstitution presentedearlier) is used to solve for b’. Since Eq. (1.132) is upper triangular, back substitution is used to solve for In the Doolittle LUmethod, the U matrix is the upper triangular matrix obtained by Gausselimination. The L matrix is the lower triangular matrix containing the elimination multipliers, em, obtained in the Gauss elimination process as the elements below the diagonal, with unity elements on the major diagonal. Equation (1.131) applies the steps performedin the triangularization of A to U to the b vector to transform b to b’. Equation (1.132) is simply the back substitution step of the Gauss elimination method. Consequently, once L and U have been determined, any b vector can be considered at any later time, and the corresponding solution vector x can be obtained simply by solving Eqs. (1.131) and (1.132), in that order. The numberof multiplicative operations required each b vector is 2. n Example1.15. The Doolittle



LUmethod.



Let’s solve Example1.7 using the Doolittle LUmethod.The first step is to determinethe L and U matrices. The U matrix is simply the upper triangular matrix determined by the Gauss elimination procedure in Example1.7. The L matrix is simply the record of the elimination multipliers, em, used to transform Ato U. Thesemultipliers are the numbersin parentheses in the rowoperations indicated in Eqs. (1.80) and (1.81) in Example1.7. Thus, L and U are given by L = -1/4 [_-1/4



1 -5/7



and



U=



Considerthe first b vector from Example1.8: b~" = [20 20 -1/4 -1/4



1 0 /b,z -5/7 1 Lb3



= 20 20



35 -25 0 750/7



(1.133)



20]. Equation(1.131) gives (1.134)



Performingforward substitution yields b’1 = 20



(1.135a)



b~ = 20 - (-1/4)(20)



(1.135b)



b~ = 20 - (-1/4)(20) - (-5/7)(25)



(1.135c)
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The b’ vector is simply the transformed b vector determined in Eq. (1.82). Equation (1.132) gives (1.136) Performingback substitution yields x~ = [0.60 b~r=[20 10 20] yields -1/4 [_-1/4



0 0



t -5/7



1.00 0.40]. Repeating the process for



0 |b!| = 10 b i 15 1 [-b3... ] 20 b~=250/7



35 -25 x2 = 0 750/7 x 3



15 250/7



x 2 2/3 x 3 1/3



(1.137)



(1.138)



Whenpivoting is used with LUfactorization, it is necessaryto keep track of the row order, for example,by an order vector o. Whenthe rows of A are interchanged during the elimination process, the correspondingelements of the order vector o are interchanged. Whena new b vector is considered, it is processed in the order corresponding to the elements of the order vector o. The major advantage .of LUfactorization methodsis their efficiency whenmultiple unknownb vectors must be considered. The number of multiplications and divisions required by the complete Gauss elimination method is N = (n3/3- n/3)÷ 2. The forward substitution step required to solve Lb’= b requires N = n2/2- n/2 multiplicative operations, and the back substitution step required to solve Ux= b’ requires N = n2/2 ÷n/2 multiplicative operations. Thus, the total number of multiplicative operations required by LUfactorization, after L and U have been determined, is 2, n which is muchless workthan required by Gausselimination, especially for large systems. The Doolittle LUmethod, in a format suitable fo{ programmingfor a computer, is summarizedas follows: 1.



2.



Perform steps 1, 2, and 3 of the Gauss elimination procedure presented in Section 1.3.3. Store the pivoting informationin the order vector o. Store the row elimination multipliers, em, in the locations of the eliminated elements. The results of this step are the L and U matrices. Computethe b’ vector in the order of the elements of the order vector o using forwardsubstitution: bti=bi



3.



-



~li,kbtk k=l



(i= 2,3 .....



n)



whereli, k are the elements of the L matrix. Computethe x vector using back substitution:



k=i+ I



whereui, ~ and ui, i are elements of the Umatrix.



(1.139)
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As a final application of LUfactorization, it can be used to evaluate the inverse of matrix A, that is, A-~. The matrix inverse is calculated in a columnby columnmanner using unit vectors for the right-hand-side vector b. Thus, if bl r = [1 0 ... 0], x1 will be the first columnof A-1. The succeeding columns of A-~ are calculated by letting be r=[0 1 ... 0], by=[0 0 1 ... 0], etc., and bn r=[0 0 ... l]. The numberof multiplicative operations for each columnis n2. There are n columns, so the total numberof multiplicative operations is n3. The numberof multiplicative operations required to determine L and U are (n3/3 - n/3). Thus, the total numberof multiplicative operations required is 4n3/3 -n/3, which is smaller than the 3n3/2- n/2 operations required by the Gauss-Jordan method. Example1.16. Matrix inverse by the Doolittle LUmethod. Let’s evaluate the inverse of matrix A presented in Example1.7 by the Doolittle LU method: A=



-20 I -20 80



-20 40 -20



-20 130 -201



(1.141)



Evaluate the L and U matrices by Doolittle LUfactorization. Thus, L = -1/4



1



and



U =



35



-1/4 -5/7 Letb~ r=[1 0 0].Then, -1/4 L-l/4



1 -5/7



-25



(1.142)



0 7s0/7



Lb’~ =b~ gives b2 = b~



--~ h’~ =



1/4 3/7J



(1.143a)



Solve Ux = b~ to determine x~. Thus, F2/1251 35 -25 x 2 -----~ (1.143b) -20 0 750/7 x L3/7_] k 1/250J I8i -20 l[x~ 31 I 1 1 where x1 is the first column of A-1. Letting b2r=[0 1 0] gives x~= r = [0 0 1] givesx~ = [1/250 1/150 7/750]. [1/100 1/30 1/150],andlettingb3 Thus, A- ~ is given by



1/4



F2/125 -~ A = [xl x2 x3] = /1/100 L1/25°



x, -- 11/lOO/



1/100 1/250] 1/30 1/150 1/150 7/750



o.o16ooo O.OlOOOO = / 0.01000 0.033333 L 0.004000 0.006667



0.006667 0.009333



(1.143c)



o.oo4ooo]



which is the same result obtained by Gauss-Jordanelimination in Example1.12.
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TR|DtAGONAL SYSTEMS OF EQUATIONS



Whena large system of linear algebraic equations has a special pattern, such as a tridiagonal pattern, it is usually worthwhileto develop special methodsfor that unique pattern. There are a numberof direct elimination methodsfor solving systems of linear algebraic equations whichhave special patterns in the coefficient matrix. Thesemethods are generally very efficient in computer time and storage. Such methods should be considered when the coefficient matrix fits the required pattern, and whencomputer storage and/or execution time are important. Onealgorithm that deserves special attention is the algorithmfor tridiagonal matrices, often referred to as the Thomas (1949) algorithm. Large tridiagonal systems arise naturally in a numberof problems, especially in the numerical solution of differential equations by implicit methods. Consequently, the Thomasalgorithm has found a large numberof applications. To derive the Thomasalgorithm, let’s apply the Gauss elimination procedure to a tridiagonal matrix T, modifyingthe procedure to eliminate all unnecessary computations involving zeros. Considerthe matrix equation: (1.144) whereT is a tridiagonal matrix. Thus, 0 0 -all a12 0 0 a21 a22 a23 0 0 a32 a33 a34 0 T = 0 0 a43 a44 a45 0 0



0 0



0 0



0 0



0 0 0 0



0 0 0 0



0 0 0 0



(1.145)



0 ¯ ¯ ¯ an_l,n_ 2 an_l,n_ 1 an_l, n 0 "." 0 an,n_ ~ an, n



Since all the elements of column1 belowrow 2 are already zero, the only element to be eliminated in row 2 is a2~. Thus, replace row 2 by R2 - (a2~/a~)R~. Row2 becomes [0 az2-(a2~/a~)a12



a23 0 0 ...



0 0 0]



(1.146)



Similarly, only a3z in column2 must be eliminated from row 3, only a43 in column3 must be eliminated fromrow 4, etc. Theeliminated elementitself does not need to be calculated. In fact, storing the eliminationmultipliers, em= (a21/all), etc., in place of the eliminated elements allows this procedure to be used as an LUfactorization method. Only the diagonal elementin each row is affected by the elimination. Elimination in rows 2 to n is accomplishedas follows: ai,i =ai, i -- (ai,i_l/ai_l,i_l)ai_l, (i = 2 ..... n) (1.147) i Thus, the elimination step involves only 2n multiplicative operations to place T in upper triangular form. The elementsof the b vector are also affected by the elimination process. The first element b~ is unchanged, The second element b2 becomes b2 = b2 -1 (a2l/a~)b (1.148) Subsequentelements of the b vector are changed in a similar manner. Processing the b vector requires only one multiplicative operation, since the elimination multiplier,
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em= (a21/all), is already calculated. Thus, the total process of elimination, including the operation on the b vector, requires only 3n multiplicative operations. The n x n tridiagonal matrix T can be stored as an n x 3 matrix A’ since there is no need to store the zeros. The first columnof matrix At, elements al,1, corresponds to the subdiagonalof matrix T, elements ai,i_ 1. The secondcolumnof matrix A’, elements a’i,2, corresponds to the diagonal elements of matrix T, elements ai, i. The third columnof matrix At, elementsati,3, correspondsto the superdiagonalof matrix T, elementsai,i+1. The elements atl,1 and an,3’ donotexist. Thus, ta ta 2,1



At =



3,1



at2,2 ta



ta 2,3



3,2



a3,3



an-l,1



an-l,2



an-l,3



an, 1



an,2



--



(1.149)



Whenthe elementsof column1 of matrix At are eliminated, that is, the elementsa’i, 1, the elements of column2 of matrix At become " ~- al, ’ al, 2 2 ati,2 = ati,2 -- (al,1/ai_l,2)ai_l,3



(1.150a) (i= 2, 3 . ..



..



n)



(1.150b)



The b vector is modifiedas follows: b1 = 1b bi = bi



- (ati,1/a~_l,z)bi_l



(1.151a) (1.151b)



(i = 2, 3 ..... n)



Afterali,2 (i =2, 3 ..... n) and b are evaluated, the backsubstitution step is as follows: Xn = b n/a’n,2



(1.152a)



xi = (bi - ati,3xi+l)/a~,~ Example 1.17.



(i = n - 1, n - 2 .....



1)



(1.152b)



The Thomas algorithm.



Let’s solve the tridiagonal systemof equatio.ns obtained in Example8.4, Eq. (8.54). In that example,the finite difference equation Ti_ -- (2 + c~2 z~r2)Ti -]- Tt-+l = 0 (1.153) 1



is solved for ~ = 4.0 and Ax = 0.125, for which (2 + ~X2 ~2) = 2.25, for i = 2 ..... 8, with T1 = 0.0 and T9 = 100.0. Writing Eq. (1.153) in the form of the n x 3 matrix (where the temperatures T,. of Example8.4 correspond to the elements of the x vector) yields



At



~



-1.0 1.0 1.0 1.0 1.0 1.0



-2.25 -2.25 -2.25 -2.25 -2.25 -2.25 -2.25



1.01.0 1.0 1.0 1.0 1.0 --



0.0-



and



b =



0.0 0.0 0.0 0.0 0.0 -100.0



(1.154)
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The major diagonal terms (the center column of the A’ matrix) are transformed according to Eq. (1.150). Thus, 1,2 a’ = -2.25 and a’2,2is given by a2, 2 = a2, 2 -- (a2,1/al,2)al,



3 =



-2.25 - [1.0/(-2.25)](1.0)



= -1.805556



(1.155)



The remaining elements of column2 are processed in the same manner. The A’ matrix after elimination is presented in Eq. (1.157), where the elimination multipliers are presented in parentheses in column1. The b vector is transformed according to Eq. (1.151). Thus, b~ = 0.0, and b2 = b2 - (a’2A/atL2)b~ = 0.0 - [1.0/(-2.25)](0.0) = 0.0 (1.156) The remaining elements of b are processed in the samemanner. The results are presented in Eq. (1.157). For this particular b vector, whereelementsb~ to b,,_~ are all zero, the vector does not change.This is certainly not the case in general. The final result is: (-0.444444) (-0.553846) (-0.589569) (-0.602253) (-0.606889) ,(-0.608602)



-2.250000 -1.805556 -1.696154 -1.660431 -1.647747 -1.643111 -1.641398



1.0" 1.0 1.0 1.0 1.0 1.0 --



0.0-



and



b’ =



0.0 0.0 0.0 0.0 0.0 -100.0



(1.157)



The solution vector is computedusing Eq. (1.152). Thus, x7



=



b7/a~. 2 = (-100)/(-1.641398)



X6 = (b 6 - a~,3x7)/a~,



2 = [0 -



= 60.923667



(1.158a)



(1.0)(60.923667)]/(- 1.643111)



= 37.078251



(1.158b)



Processing theremaining rows yields the solution vector: 1.966751 4.425190 7.989926 x = 13.552144 22.502398 37.078251 60.923667



(1.158c)



Equ~ion(1.158c) is the solution presented in Table 8.9. Pivoting destroys the tridiagonality of the systemof linear algebraic equations, and thus cannot be used with the Thomasalgorithm. Most large tridiagonal systems which represent real physical problemsare diagonally dominant,So pivoting is not necessary. The number of multiplicative operations required by the elimination step is N = 2n - 3 and the numberof multiplicative operations required by the back substitution step is N = 3n - 2. Thus, the total numberof multiplicative operations is N = 5n - 4 for the completeThomas algorithm. If the T matrix is constant and multiple b vectors are to be considered, only the back substitution step is required once the T matrix has been factored into L and U matrices. In that case, N = 3n - 2 for subsequent b vectors. The advantages of the Thomasalgorithm are quite apparent when compared with either the Gauss elimination method, for which N = (n3/3 - n/3) + 2, or t he Doolittle L U method, f or
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which N = n2 - n/2, for each b vector after the first one. The Thomasalgorithm, in a format suitable for programmingfor a computer, is summarizedas follows: 1. 2. 3. 4.



Store the n x n tridiagonal matrix T in the n x 3 matrix A’. The right-hand-side vector b is an n x 1 columnvector. Computethe a~, 2 terms from Eq. (1.150). Store the elimination multipliers, em= al.1/al_l,2, in 1. place of a~, Computethe bi terms from Eq. (1.151). Solve for xi by back substitution using Eq. (1.152).



An extended form of the Thomasalgorithm can be applied to block tridiagonal matrices, in which the elements of T are partitioned into submatrices having similar patterns. The solution procedureis analogousto that just presented for scalar elements, except that matrix operations are employedon the submatrix elements. An algorithm similar to the Thomasalgorithm can be developed for other special types of systems of linear algebraic equations. For example, a pentadiagonal system of linear algebraic equations is illustrated in Example8.6. 1.6.



PITFALLS OF ELIMINATION METHODS



All nonsingular systems of linear algebraic equations have a solution. In theory, the solution can always be obtained by Gauss elimination. However, there are two major pitfalls in the application of Gausselimination(or its variations): (a) the presenceof roundoff errors, and (b) ill-conditioned systems.Thosepitfalls are discussedin this section. The effects of round-off can be reduced by a procedure knownas iterative improvement,which is presentedat the end of this section. 1.6.1.



Round-Off Errors



Round-offerrors occur whenexact infinite precision numbersare approximatedby finite precision numbers. In most computers, single precision representation of numbers typically contains about 7 significant digits, double precision representation typically contains about 14 significant digits, and quad precision representation typically contains about 28 significant digits. Theeffects of round-offerrors are illustrated in the following example. Example1.18. Effects of round-off errors. Considerthe following system of linear algebraic equations: 0.0003xl + 3x2 = 1.0002 XI



"+ X2 = 1



(1.159a) (1.159b)



Solve Eq. (1.159) by Gauss elimination. Thus, 1]11.0002]R2 - R1/0.0003 I01.0003 31 3, 1.0002 1.0002 -9999 I 1 [ 0.0~03 0.0003



(1A6Oa)



(1.160b)



Systems of Linear AlgebraicEquations Table 1.1.



Solution of Eq. (1.162)



Precision



x2 0.333 0.3332 0.33333 0.333333 0.3333333 0.33333333



3 4 5 6 7 8
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xI 3.33 1.333 0.70000 0.670000 0.6670000 0.66670000



The exact solution of Eq. (1.160) 1.0002 0.0003 - 1.0002 -0.9999



1 x2 --



0.0003 _ -9999



0.0003 -9999



_ 0.0003 _ ± -9999 3



1.0002- 3x2 _ 1.0002- 3(1/3) 0.0002 2 Xl - 0.0003 0.0003 - 0.0003 3



(1.161a) (1.161b)



Let’s solve Eq. (1.161) using finite precision arithmetic with two to eight significant figures. Thus, 1.0002



1 x2 --



and



0.0003 -9999



x1 -



1.0002 - 3x2 0.0003



(1.162)



The results are presented in Table 1. I. The algorithmis clearly performingvery poorly. Let’s rework the problemby interchanging rows 1 and 2 in Eq. (1.159). Thus, xI +x2 = 1 0.0003x1 + 3x2 = 1.0002



(1.163a) (1.163b)



Solve Eq. (1.163) by Gauss elimination. Thus,



0.0003



R2-0.0003R~



1 1 2.9997 0.9999



1 0



x2



3 1.0002



--



0.9999 22.9997



and



(1.164a)



(1.164b)



x~ = 1 - x



(1.164c)



Let’s solve Eq. (1.164c) using finite precision arithmetic. The results are presented Table 1.2. Theseresults clearly demonstratethe benefits of pivoting.
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Table 1.2. (1.164c) Pmcision 3 4 5



Solution of Eq. x2 0.333 0.3333 0.33333



x1 0.667 0.6667 0.66667



Round-off errors can never be completely eliminated. However,they can be minimizedby using high precision arithmetic and pivoting. 1.6.2.



System Condition



All well-posednonsingular numericalproblemshave an exact solution. In theory, the exact solution can always be obtained using fractions or infinite precision numbers(i.e., an infinite numberof significant digits). However,all practical calculations are done with finite precision numberswhich necessarily contain round-off errors. The presence of round-off errors alters the solution of the problem. A well-conditioned problemis one in whicha small changein any of the elements of the problemcauses only a small change in the solution of the problem. An ill-conditioned problemis one in whicha small change in any of the elements of the problemcauses a large change in the solution of the problem. Since ill-conditioned systems are extremely sensitive to small changes in the elements of the problem, they are also extremelysensitive to round-off errors. Example1.19. System condition. Let’s illustrate the behavior of an ill-conditioned systemby the following problem: x1 +x2 = 2 (1.165a) x1 + 1.0001x2 = 2.0001 (1.165b) Solve Eq. (1.165) by Gauss elimination. Thus, [I



2 ] 11.0001 2.0001



R2-RI



(1.166a)



1 2 (1.166b) 0.0001 0.0001 ] [10 Solving Eq. (1.166b) yields 2 =1 and x I = 1. Consider the following slightly modified form of Eq. (1.165) in which aa2 changedslightly from 1.0001 to 0.9999: xl +x2 =2 x~ ÷ 0.9999x2 = 2.0001



(1.167a) (1.167b)



Solving Eq. (1.167) by Gauss elimination gives 1 0.9999 12.0001 R 2-R1 -0.0001 I 0.0001



(1.168a) (1.168b)



Systems of Linear Algebraic Equations
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Solving Eq. (1.168b) yields 2 =-1andx1 =3, whichis gre atl y differ ent from t he solution of Eq. (1.165). Consider another slightly modified form of Eq..(1.165) in which b2 is changed slightly from 2.0001 to 2: X1 -~-X 2 ~- 2 x1 --~ 1.0001x 2=2



(1.169a) (1.169b)



Solving Eq. (1.169) by Gauss elimination gives



1



1.0001



R2



-R 1



(1.170a)



(1.170b)



Solving Eq. (1.170) yields 2 =0 and xl= 2, which is greatly dif ferent fro m thesolution of Eq. (1.165). This problemillustrates that very small changesin any of the elements of Aor b can cause extremelylarge changesin the solution, x. Sucha systemis ill-conditioned. Withinfinite precision arithmetic, ill-conditioning is not a problem.However,with finite precision arithmetic, round-off errors effectively changethe elements of A and b slightly, and if the systemis ill-conditioned, large changes(i.e., errors) can occur in the solution. Assumingthat scaled pivoting has been performed, the only possible remedyto ill-conditioning is to use higher precision arithmetic. There are several waysto check a matrix A for ill-conditioning. If the magnitudeof the determinantof the matrix is small, the matrix maybe ill-conditioned. However,this is -1 can be computed not a foolproof test. The inverse matrix A-~ can be calculated, and AA and compared to I. Similary, (A-~)-1 can be computed and compared to A. A close comparisonin either case suggests that matrix A is well-conditioned. A poor comparison suggests that the matrix is ill-conditioned. Someof the elements of A and/or b can be changedslightly, and the solution repeated. If a drastically different solution is obtained, the matrix is probably ill-conditioned. Noneof these approaches is foolproof, and none give a quantitative measureof ill-conditioning. Thesurest wayto detect ill-conditioning is to evaluate the condition numberof the matrix, as discussed in the next subsection.



1.6.3,



Norms and the Condition Number



The problemsassociated with an ill-conditioned systemof linear algebraic equations are illustrated in the previous discussion. In the following discussion, ill-conditioning is quantified by the condition numberof a matrix, which is defined in terms of the normsof the matrix and its inverse. Normsand the condition numberare discussed in this section.
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1.6.3.1.



Norms



The measureof the magnitudeof A, x, or b is called its normand denotedby IIAII, and Ilbll, respectively. Normshave the following properties: IIAII



> 0



Ilxll,



(1.171a)



IIAII = 0 only if A = 0



(1.171b)



IIkAII= IklllAII



(1.171c)



IIA+ Bll _< IIAI[ + IIBII



(1.171d)



IIABII_< IIAIIIIBll



(1.171e)



The normof a scalar is its absolute value. Thus, Ilkll definitions of the normof a vector. Thus,



= Ikl. There are several



Sum of magnitudes



Ilxl[1 -- ~ ]xi[



Ilxll2 = IlXlle = (~X~/)1/2 Euclidean norm Maximummagnitude norm II x II o~=l 12el >’" > IAnl. Since the eigenvectors, xi (i = 1, 2,..., n), are linearly independent(i.e., they spanthe n-dimensionalspace), any arbitrary vector x can be expressed as a linear combinationof the eigenvectors. Thus, x = Clx1 + C2x2 +... + Cnx, = ~ Cix i



(2.44)



Multiplyingboth sides of Eq. (2.44) by A, 2 . .... A k, etc., w here the superscript denotes repetitive matrix multiplication, and recalling that Axi = )~ixi, yields Ax = CiAxi i=1



: ~ Cil~iX i _~. y0) i=1 = ~ Ci~iAx i : ~ Cil~2ixi n



(2.45) _~_ y(2)



A2x= Aye1)



(2.46) i=1



i=1



Akx = Ay(x-~ = ~. C/2/~-~Axe = ~ Ci2~ixi = y(~) i=1



i=1



(2.47)
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Factoring 2~ out of the next to last term in Eq. (2.47) yields n i/2 ",~k Akx= 21~ ~ C/|’°i/ xi = y(~)



S~ce12~1> 12i1 for i = 2, 3 ..... approachesthe limit



(2.48)



n, the ratios (2i/2~) ~ ~ 0 as k ~ ~, and Eq. (2.48)



A~x = 2~ClX~= y(~)



(2.49) Equation (2.49) approaches zero if 1211 < 1 and approaches infini~ if 1211 > 1. Thus, Eq. (2.49) must be scaled be~eensteps. Scaling c~ be accomplished by scaling any componentof vector y(~) to ~ity each step in the process. Choose the first componentof vector y(~),y~), to be that component.Thus, x1 = 1.0, and the first componentof Eq. (2.49) y~k)= 2~C 1 ApplyingEq. (2.49) one more time (i.e.,



(2.50) from k to k + 1) yields



y(k+l) = 21k+lc1 1



(2.51)



Takingthe ratio of Eq. (2.51) to Eq. (2.50) gives y(k+l) 21k+l 1



(2.52)



. particular (k+l) is scaled y~k+2) Consequently, component of vector each Thus, =if 21y~) = 1, then. (k+l) yl = scaling 21. If ay~ by 21 so thaty. (k+l) Yl = iteration 1, then , etc.



essentially factors 21 out of vector y, so that Eq. (2.49) convergesto a finite value. In the limit as k --~ ~o, the scaling factor approaches21, and the scaled vector y approachesthe eigenvector x 1. Several restrictions apply to the powermethod. 1. 2. 3.



The largest eigenvalue must be distinct. The n eigenvectors must be independent. The initial guess x~°) must contain somecomponentof eigenvector xi, so that



c;¢0. 4. The convergencerate is proportional to the ratio 12,.I 12i_11 where 2 i is the largest (in magnitude) eigenvalue and 2i_1 is the second largest (in magnitude) eigenvalue. 2.3.3.



The Inverse Power Method



Whenthe smallest (in absolute value) eigenvalue of matrix A is distinct, its value can found using a variation of the powermethodcalled the inverse powermethod.Essentially, this involves finding the largest (in magnitude) eigenvalue of the inverse matrix -1, which is the smallest (in magnitude) eigenvalue of matrix A. Recall the original eigenproblem: Ax = 2x



(2.53)



93



Eigenproblems Multiplying Eq. (2.53) by A-1 A-lAx = Ix = x



gives



= )],A-ix



(2.54)



Rearranging Eq. (2.54) yields an eigenproblemfor -~. Thus,



I A-ix = (~)x : 2inverseX



(2.55)



The eigenvaluesof matrix A-1, that is, A~verse,are the reciprocals of the eigenvalues of matrix A. The eigenvectors of matrix A-I are the same as the eigenvectors of matrix A. The powermethodcan be used to find the largest (in absolute value) eigenvalue of matrix A-1, 2~wrs e. Thereciprocal of that eigenvalueis the smallest (in absolute value) eigenvalue of matrix A. In practice the LUmethodis used to solve the inverse eigenproblem instead of calculating the inverse matrix A-1 . The powermethodapplied to matrix A-1 is given by A-lx(k) = y(k+~) Multiplying Eq. (2.56) by A gives (k) = Ix (k) = x(k) (k+0 AA-Ix = Ay



(2.56)



(2.57)



which can be written as



lAy



(k+~) = (k) X



(2.58)



Equation(2.58) is in the standard form Ax= b, where= y( k+l) and b = x(k). Thus, fo r a given x(k), y(k+l) can be found by the Doolittle LUmethod.The procedure is as follows: 1. 2. 3.



Solve for L and U such that LU= A by the Doolittle LUmethod. Assumex(°). Designate a componentof x to be unity. Solve for x’ by forward substitution using the equation



Lx’ (° =x



(2.59)



4. Solve for y0) by back substitution using the equation Uy(1)



= X’



(2.60)



5. Scale y(1) so that the unity componentis unity. Thus, y0) = )~inverse (1) 6.



(2.61) 0). Repeat steps 3 to 5 with x Iterate to convergence. At convergence, 2 = 1/2i~verse, and x(k+l) is the correspondingeigenvector.



The inverse powermethodalgorithm is as follows: Lx~ (~ =x Uy(k+l)



(2.62) = X’



(2.63)



y(k+l) x= ~inverse (~+0 (~+0



(2.64)
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Example2.2. The inverse power method. Find the smallest (in absolute value) eigenvalue and the correspondingeigenvector of the matrix given by Eq. (2.11): A=



4 -2 -~3



(2.65)



Assumex(°)r = [1.0 1.0 1.0]. Scale the first componentofx to unity. The first step is to solve for L and U by the Doolittle LUmethod. The results are L=



-1/4 -1/4



1 0 -5/7



and



U= 7/2



-5/2



1



(2.66) 0 75/7



(°). Solve for x’ by forward substitution using Lx’ = x



-1/4 -1/4



1 -5/7



~ = 1.0 ~3 1.0 x’~---- 1.0 x~ = 1.0 - (-1/4)(1.0) ~ = 1.0 - (-1/4)(1.0)



Solve for y(l~ by back substitution using Uy(1)



7/2--5/2 0



75/7



y~2)



=



= - (-5/7)(5/4)



(2.67)



X’.



= 5/4



Ly~ 1) [_15/7 / (l) : [1.0 - (-2.0)(0.5) - (-2)(0.2)]/8 Yl (1) = [5/4 - (-5/2)(0.2)]/(7/2) Y2 y~) = (15/7)/(75/7)



=



(2.68)



Scale yO) so that the unity componentis unity.



F1.000ooo q



F0.301



(1) y(~)= |0.50/ (2.69) ~inverse = 0.300000 X(1) ---- 1.666667 [0.20 [0.666667 1 The results of the first iteration presented above and subsequent iterations are presented in Table 2.2. Theseresults were obtained on a 13-digit precision computer. The iterations were continued until 2~verse changedby less than 0.000001betweeniterations. The final solution for the smallest eigenvalue 23 and the correspondingeigenvector x3 is 1 1 23 - 2invers e -- 0.39856~ -- 2.508981 and



/



x~=[1.000000



2.145797



0.599712]



(2.70)
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Eigenproblems Table 2.2. The Inverse Power Method k



’~inverse



12 13



2.3.4.



Xl



X2



X3



0.300000 0.353333 0.382264 0.393346



1.000000 1.000000 1.000000 1.000000 1.000000



1.000000 1.666667 1.981132 2.094439 2.130396



1.000000 0.666667 0.603774 0.597565 0.598460



0.398568 0.398568



1.000000 1.000000



2.145796 2.145797



0.599712 0.599712



The Shifted Power Method



The eigenvalues of a matrix A maybe shifted by a scalar s by subtracting six = sx from both sides of the standard eigenproblem, Ax= 2x. Thus, Ax - six = 2x - sx



(2.71)



which yields (A - sI)x = (2 -



(2.72)



which can be written as xAshiftedX = 2shifted



(2.73)



whereAshifte d = (A - sI) is the shifted matrixand~’shifted = "~" -- S is the eigenvalueof the shifted matrix. Shifting a matrix Aby a scalar, s, shifts the eigenvaluesby s. Shifting a matrix by a scalar does not affect the eigenvectors.Shifting the eigenvaluesof a matrix can be used to: 1. Find the opposite extreme eigenvalue, whichis either the smallest (in absolute value) eigenvalueor the largest (in absolute value) eigenvalueof opposite sign 2. Find intermediate eigenvalues 3. Accelerate convergence for slowly converging eigenproblems 2.3.4.1. Shifting Eigenvaluesto Find the Opposite ExtremeEigenvalue Considera matrix whoseeigenvaluesare all the samesign, for example1, 2, 4, and 8. For this matrix, 8 is the largest (in absolute value) eigenvalueand 1 is the opposite extreme eigenvalue.Solvefor the largest (in absolute value) eigenvalue,’~Largest= 8, by the direct power method. Shifting the eigenvalues by s = 8 yields the shifted eigenvalues -7, -6, -4, and O. Solve for the largest (in absolute value) eigenvalue of the shifted matrix, /~shifted,Largest = -7, by the powermethod.Then/~Smallest = ’~shitied,Largest 3t- 8 ~ -7 + 8 = 1. This procedure yields the same eigenvalue as the inverse power method applied to the original matrix. Consider a matrix whoseeigenvalues are both positive and negative, for example, - 1, 2, 4, and8. For this matrix, 8 is the largest (in absolutevalue) eigenvalueand - 1 is the opposite extreme eigenvalue. Solve for the largest (in absolute value) eigenvalue,
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/~Largest = 8, by the powermethod.Shifting the eigenvalues by s = 8 yields the shifted eigenvalues -9, -6, -4, and 0. Solve for the largest (in absolute value) eigenvalue of the shifted matrix, 2shifted,Larges t =--9, by the power method. Then )’Largest,Negative "~shif~ed,Largest q- 8 -~- -9 + 8 = -1. Both of the cases described aboveare solved by shifting the matrix by the largest (in absolute value) eigenvalue and applying the direct powermethodto the shifted matrix. Generally speaking, it is not knowna priori which result will be obtained. If all the eigenvaluesof a matrix havethe samesign, the smallest (in absolute value) eigenvaluewill be obtained. If a matrix has both positive and negative eigenvalues, the largest eigenvalue of opposite sign will be obtained. The above procedure is called the shifted direct powermethod.The procedureis as follows: 1. 2.



Solvefor the largest (in absolute value) eigenvalue~’Largest" Shift the eigenvalues of matrix A by s = 2Larges t to obtain the shifted matrix Ashitted.



3. 4.



Solvefor the eigenvalue~’shit~edof the shifted matrix Ashitted by the direct power method. Calculate the opposite extremeeigenvalue of matrix A by 2 = 2shitte d q- S.



Example2.3. The shifted direct power methodfor opposite extreme eigenvalues. Find the opposite extreme eigenvalue of matrix A by shifting s = )~Largest= 13.870584.Theoriginal and shifted matrices are: 8 -2 A= -2 -2 Ashifled =



the eigenvalues by



-2J



4 -2 -2 13



(2.74) -2 (4 -13.870584) -2



(8 - 13.870584) -2 -2 -5.870584 -2.000000 -2.000000



-2.000000 -9.870584 -2.000000



-2 -2 (13 - 13.870584)



-2.000000 1 -2.000000 -0.870584



(2.75)



Assumex(°)r = [1.0 1.0 1.0]. Scale the second component to unity. Applying the powermethodto matrix Ashifte d gives -5.870584



I



-2.000000



Ashified x(0) = --2.000000 --9.870584 --2.000000 --2.000000 = --13.870584 I _9.8705841 --4.870584



=



--2.000000 / 1.0 --0.870584_]



1.0 (2.76)
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Eigenproblems Table 2.3. Shifting Eigenvalues to Find the Opposite ExtremeEigenvalue k



"~shifted



X2



x3



13.870584 11.996114 11.639299 11.486864



1.000000 0.711620 0.573512 0.514510 0.488187



1.000000 1.000000 1.000000 1.000000 1.000000



1.000000 0.351145 0.310846 0.293629 0.285948



- 11.361604 - 11.361604



0.466027 0.466027



1.000000 1.000000



0.279482 0.279482



19 20



Xl



Scaling the unity componentof y(1) to unity gives [-0.711620-] "~shifted5(1) = -13.870584 andxO)



=[ 1.000000[ /0.351145/



(2.77)



Theresults of the first iteration presentedaboveand subsequentiterations are presentedin Table 2.3. Theseresults were obtained on a 13-digit precision computerwith an absolute convergencetolerance of 0.000001. The largest (in magnitude)eigenvalue of Ashifled is )~shifled.Largest =-11.361604. Thus, the opposite extreme eigenvalue of matrix A is 2



=



)’shitted,Largest q- 13.870584= --11.361604+ 13.870586= 2.508980



(2.78)



Since this eigenvalue, 2 = 2.508980, has the samesign as the largest (in absolute value) eigenvalue, 2 = 13.870584, it is the smallest (in absolute value) eigenvalue matrix A, and all the eigenvalues of matrix A are positive. 2.3.4.2. Shifting Eigenvalues to Find Intermediate Eigenvalues Intermediate eigenvalues hinte r lie between the largest eigenvalue and the smallest eigenvalue. Considera matrix whoseeigenvalues are 1, 2, 4, and 8. Solve for the largest (in absolute value) eigenvalue, 2Largest = 8, by the power method and the smallest eigenvalue, ~’Smallest = 1, by the inverse powermethod. Twointermediate eigenvalues, )~Inter = 2 and 4, remainto be determined. If "~Inter is guessed to be 2Gues s = 5 and the eigenvaluesare shifted by s = 5, the eigenvaluesof the shifted matrix are -4, -3, -1, and 3. Applyingthe inverse powermethodto the shifted matrix gives ’~shifled = -- 1, fromwhich 2 =)]’shitted -b S = -- 1 + 5 = 4. The powermethodis not an efficient methodfor finding intermediate eigenvatues. However,it can be used for that purpose. The above procedure is called the shifted inverse powermethod. The procedure as follows: 1. Guessa value 2Gues s for the intermediate eigenvalue of the shifted matrix. 2. Shift the eigenvalues by s = )~GuesstO obtain the shifted matrix Ashitte d. -1 3. Solvefor the eigenvalue)]’shifted,inverse of the inverseshifted matrixAshifled bythe inverse power method applied to matrix Astti~t ~.
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Solvefor *~shifted = 1/)~shifted,inverse’ Solvefor the intermediateeigenvalue)~Inter



= J’shifted



q- S.



Example2.4. The shifted inverse power methodfor intermediate eigenvalues. Let’s attempt to find an intermediate eigenvalue of matrix A by guessing its value, for example,2Gues s = 10.0. The correspondingshifted matrix Ashified is Ashified = (A - 2Guess I) =



= -2.0 -2.0 [-2.0



-2.0 -6.0 -2.0



(8 - 10.0) -2 --2



I



-2 (4- 10.0) -2



-2 -2 (13 - 10.0)



-2.0 1-2.0 3.0



(2.79)



Solving for L and U by the Doolittle LUmethodyields:



L=



Ii.0



0.0 0.0 .0 1.0 0.0 .0 0.0 1.0



and



--2.0 0.0 0.0



-2.0-2.0 -4.0 0.0 0.0 5.0



(2.80)



Assumex(°)r = [1.0 1.0 1.0]. Scale the first componentof x to unity. Solve for xI by forward substitution using LxI = x(°):



1.0 1.0



1.0 0.0



0.0 1.0



~ = 1 ~ 1



(2.81)



which yields



x~ = 1.0 - 1.0(1.0) = 0.0 x~ = 1.0 - 1.0(1.0) - 1.0(0.0) =



(2.82a) (2.82b) (2.82c)



Solve for y(1) by back substitution using O) = x’.



(2.83)



which yields



= 0.0/(5.0)= o.o



(2.84a)



y~) = [0.0 - (0.0)(0.0)]/(-4.0)



(2.84b)



y~l) = [1.0 -(-2.0)(0.0)



(2.84c)



- (-2.0)(0.0)]/(-2.0)
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14 15



X1



/~shifled,inverse



X2



X3



-0.500000 -0.550000 -0.736364 -0.708025



1.000000 1.000000 1.000000 1.000000 1.000000



1.000000 0.000000 -0.454545 -0.493827 -0.527463



1.000000 0.000000 0.363636 0.172840 0.233653



-0.724865 -0.724866



1.000000 1.000000



-0.526465 -0.526465



0.216248 0.216247



Scale y(~) so that the unity component is unity.



F-o.5ol y(1)



0.00[



~(1) ~shifled,inverse =--0.50



L 0.ooA



1.00 ~



|0.00/" ko.ooA



(2.85)



The first iteration and subsequentiterations are smrmaafizedin Table 2.4. Theseresults were obtained on a 13-digit precision computerwith an absolute convergencetolerance of 0.000001. Thus, the largest (in absolute value) eigenvalueof matrix A~Iftedis 2shifted,inverse = --0.724866. Consequently,the correspondingeigenvalue of matrix Ashifted is 1 1 (2.86) /~shifted -- /~shifted,inverse -- -0.724866- 1.379566 Thus, the intermediate eigenvalue of matrix A is 21 = )-shifted + s = --1.379566 + 10.000000= 8.620434 and the corresponding eigenvector is xT = [1.0 -0.526465 0.216247].



(2.87)



2.3.4.3. Shifting Eigenvalues to Accelerate Convergence The shifting eigenvalue concept can be used to accelerate the convergenceof the power methodfor a slowly convergingeigenproblem. Whenan estimate ;~Est of an eigenvalue of matrix A is known,for example,from several initial iterations of the direct powermethod, the eigenvalues can be shifted by this approximatevalue so that the shifted matrix has an eigenvalue near zero. This eigenvalue can then be found by the inverse powermethod. The aboveprocedureis called the shifted inverse powermethod.The procedureis as follows: 1. Obtainan estimate 2Est of the eigenvalue)-, for example,by several applications of the direct powermethod. 2. Shift the eigenvaluesby s = )-Est to obtain the shifted matrix, Ashifte d-1 d bythe 3. Solvefor the eigenvalue"~shifled,inverse of the inverseshifted matrix A-shifte inverse powermethodapplied to matrix Ashifte d. Let the first guess for x be the value of x correspondingto 2~st.
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Solvefor ~shitted = I/~’shiited,inverse. Solve for ~ = 2~hi~d+ S.



Example2.5. The shifted inverse power methodfor accelerating convergence. The first exampleof the powermethod, Example2.1. convergedvery slowly since the two largest eigenvalues of matrix A are close together (i.e., 13.870584 and 8.620434). Convergencecan be accelerated by using the results of an early iteration, say iteration 5, to shift the eigenvaluesby the approximateeigenvalue, and then using the inverse power methodon the shifted matrix to accelerate convergence. From Example2.1, after 5 iterations, 2(5) = 13.694744 and x(5)r = [-0.192991 - 0.188895 1.000000]. Thus, shift matrix A by s = 13.694744:



Ashifled



:



-5.694744 -2.000000 (A - sI) = -2.000000 -9.694744 -2.000000 -2.000000



I



-2.00000 1 -2.00000 -0.694744



(2.88)



The corresponding L and U matrices are 1.000000 0.000000 0.0000000.351201 1.000000 0.000000



I I



0.351201



0.144300 1.000000 -2.000000



-5.694744 0.000000 0.000000



-2.000000



1



-1.297598 /



-8.992342 0.000000



(2.89)



0.194902J



Let x(°~T = x(5~r and continue scaling the third componentof x to unity. Applyingthe inverse powermethodto matrix Ashifte d yields the results presented in Table 2.5. These results were obtained on a 13-digit precision computer with an absolute convergence tolerance of 0.000001.The eigenvalue2shif~ed of the shifted matrix Ashified is "~shifted--



1 1 -- 5.686952 -z~hiaed,~ver~e -- 0.175841



(2.90)



Table2.5. Shifting Eigenvaluesto Accelerate Convergence "~shified, inverse



5.568216 5.691139 5.686807 5.686957 5.686952 5.686952



X1



-0.192991 -0.295286 -0.291674 -0.291799 -0.291794 -0.291794 -0.291794



X2



-0.188895 -0.141881 -0.143554 -0.143496 -0.143498 -0.143498 -0.143498



X3



1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
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Thus, the eigenvalue 2 of the original matrix A is 2 = 2shil~e d + S = 0.175841 + 13.694744 = 13.870585



(2.91)



This is the sameresult obtainedin the first examplewith 30 iterations. Thepresent solution required only 11 total iterations: 5 for the initial solution and 6 for the final solution.



2.3.5.



Summary



In summary,the largest eigenvalue, 2 = 13.870584, was found by the powermethod; the smallest eigenvalue, 2 = 2.508981, was found by both the inverse power methodand by shifting the eigenvalues by the largest eigenvalue; and the third (and intermediate) eigenvalue, 2 = 8.620434, was found by shifting eigenvalues. The corresponding eigenvectors were also found. These results agree with the exact solution of this problem presented in Section 2.2. 2.4



THE DIRECT METHOD



The power methodand its variations presented in Section 2.3 apply to linear eigenproblems of the form Ax = 2x



(2.92)



Nonlinear eigenproblems of the form [ Ax= B(2)x



(2.93)



where B(2) is a nonlinear function of 2, cannot be solved by the power method. Linear eigenproblems and nonlinear eigenproblems both can be solved by a direct approach whichinvolves finding the.zeros of the characteristic equation directly. For a linear eigenproblem,the characteristic equation is obtained from det(A - 2I) =



(2.94)



ExpandingEq. (2.94), which can be time consumingfor a large system, yields an nthdegree polynomialin 2. The roots of the characteristic polynomialcan be determinedby the methodspresented in Section 3.5 for finding the roots of polynomials. For a nonlinear eigenproblem,the characteristic equation is obtained from det[A - B(2)] =



(2.95)



ExpandingEq. (2.95) yields a nonlinear function of 2, whichcan be solved by the methods presented in Chapter 3. Analternate approachfor solving for the roots of the characteristic equationdirectly is to solve Eqs. (2.94) and (2.95) iteratively. This can be accomplishedby applying secant method, presented in Section 3.4.3, to Eqs. (2.94) and (2.95). Twoinitial approximationsof 2 are assumed,2o and 21, the correspondingvalues of the characteristic determinant are computed,and these results are used to construct a linear relationship between2 and the value of the characteristic determinant. The solution of that linear relationship is taken as the next approximation to 2, and the procedure is repeated
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iteratively to convergence.Reasonableinitial approximationsare required, especially for nonlinear eigenproblems. The direct methoddetermines only the eigenvalues. The corresponding eigenvectors must be determined by substituting the eigenvalues into the system of equations and solving for the corresponding eigenvectors directly, or by applying the inverse power methodone time as illustrated in Section 2.6. Example2.6. The direct methodfor a linear eigenproblem. Let’s find the largest eigenvalue of the matrix given by Eq. (2.11) by the direct method. Thus, A:



4 -2



(2.96)



The characteristic determinant correspondingto Eq. (2.96) f(2) = det(A - 2I)



(4



- 2) -2 = -2 (13 - 2)



(2.97)



Equation (2.97) can be solved by the secant method presented in Section 3.4.3. Let 2o = 15.0 and 21 = 13.0. Thus,



-2



(8 - 15.0) -2 -2



f(20) =f(15.0)



(4- 15.0) -2



(8 - i3.0)



-2



-2 -2



(4 - 13.0) -2



f(4~) =f(13.0)



-2 -2 = -90.0 (13 - 15.0)



(2.98a)



-2 -2 = 40.0 (13 - 13.0)



(2.98b)



The determinants in Eq. (2.98) were evaluated by Gauss elimination, as described Section 1.3.6. Write the linear relationship between4 and f(4): f(41



) --



f(40) -- slope -f(42



41 -- 40



) -- f()~l



(2.99)



42 -- 41



wheref(42) = 0 is the desired solution. Thus, 40.0 - (-90.0) _ -65.0 slope = 13.0- 15.0



(2.100)



Solving Eq. (2.99) for 42 to give f(42) = 0.0 gives 42 = 41 f(41) -- 13.0 slope



40.0 _ 13.615385 (-65.0)



(2.101)



The results of the first iteration presented above and subsequent iterations are presented in Table 2.6. The solution is 4 = 13.870585.The solution is quite sensitive to the two initial guesses. Theseresults were obtained on a 13-digit precision computer.
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~’k(deg)



0 1 2 3 4 5 6 7



15.000000 13.000000 13.615385 13.952515 13.864536 13.870449 13.870585 13.870585



f(~.k) -90.000000 40.000000 14.157487 -4.999194 0.360200 0.008098 -0.000014 0.000000



(slope)k -65.000000 -41.994083 -56.822743 -60.916914 - 59.547441 -59.647887



Example2.6 presents the solution of a linear eigenproblemby the direct method. Nonlinear eigenproblems also can be solved by the direct method, as illustrated in Example2.7. Example2.7. The direct methodfor a nonlinear eigenproblem. Consider the nonlinear eigenproblem: x1 ÷ 0.4x 2 = sin(2) 1 0.2x1 + x2 = cos(2) 2



(2.102a) (2.102b)



The characteristic determinant correspondingto Eq. (2.102) f(2) = det[A - B(2)] [1



0.4 sin(2)] 0.2 [1 - cos(2)] =



(2.103)



Let’s solve Eq. (2.103) by the secant method. Let 20 = 50.0 deg and 21 = 55.0 deg. Thus, f(Xo)



f(~l)



= I [1 - sin(50)] 0.4 0.2 [1 - cos(50)]



10.233956: 0.410.003572 0.2 0.357212



0.4 I= 0.180848 [1 - sin(55)] 0.2 [1 - cos(55)]I 0.2



(2.104a) 0.4 I = -0.002882 0.426424 (2.104b)



Writing the linear relationship between2 and f(~) yields f(21) - f(2 o) 21 - 20



- slope -



f(22) - f(21 42 - 2~



(2.105)



wheref(22) = 0.0 is the desired solution, Thus, Slope =



(-0.002882) - (-0.003572) -- -0.001292 55.0 - 50.0



Solving Eq. (2.105) for 2 t o give f (22) =0.0 yields (-0.002882) 22 = ,~ f(21) -- 55.0 = 52.767276 slope (--0.001292)



(2.106)



(2.107)
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Table 2.7. The Direct Methodfor a Nonlinear Eigenproblem 2k, deg



f(2k)



(Slope)k



50.0 55.0 52.767276 53.095189 53.131096



0.003572 -0.002882 0.000496 0.000049 -0.000001



-0.001292 -0.001513 -0.001365



The results of the first iteration presented above and subsequent iterations are presented in Table 2.7. The solution is 2 = 53.131096deg. Theseresults were obtained on a 13-digit precision computerand terminated whenthe change in f(2) betweeniterations was less than 0.000001.
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THE QR METHOD



The powermethodpresented in Section 2.3 finds individual eigenvalues, as does the direct methodpresented in Section 2.4. The QRmethod, on the other hand, finds all of the eigenvalues of a matrix simultaneously. The developmentof the QRmethodis presented by Strang (1988). The implementationof the QRmethod, without proof, is presented this section. Triangular matrices have their eigenvalues on the diagonal of the matrix. Consider the upper triangular matrix U:



F



Ull 0



U12 //13 U22



¯ .



U23



.



"’"



Uln U2n



.... L 0



0



0



’’’



Un.



The eigenproblem, (U - 2I), is given U12



UI3



"’"



Uln



(U22--2)



U23



"’"



UZn



(Ull -- 2) 0



(U - 2I)



0



0



(U33 --2)



"’"



U3n



0



0



0



"’"



(Unn--~)



(2.109)



The characteristic polynomial,IU - 2II, yields (Ull -- ~) (U22 -- 2) (//33



-- /~)"""



(Unn -- ~’) =



(2.110)



The roots of Eq. (2.110) are the eigenvalues of matrix U. Thus, 2i =ui, i



(i= 1,2 ..... n)



(2.111)



The QRmethoduse similarity transformations to transform matrix A into triangular form. A similarity transformation is defined as A’ = M-~AM. Matrices A and A’ are said to be similar. The eigenvalues of similar matrices are identical, but the eigenvectors are different.
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The Gram-Schmidt process starts with matrix A, whose columns comprise the columnvectors a1, a2 ..... an, and constructs the matrix Q, whosecolumnscomprisea set of orthonormalvectors ql, q2 ..... qn. A set of orthonormalvectors is a set of mutually orthogonal unit vectors. The matrix that connects matrix A to matrix Q is the upper triangular matrix R whoseelements are the vector products rid = qfaj (i,j



= 1,2 .....



n)



(2.112)



Theresult is the QRfactorization: (2.113)



[ A = QR)



The QRprocess starts with the Gauss-Schmidtprocess, Eq2(2.113). That process then reversed to give A’ = RQ



(2.114)



Matrices A and A’ can be shownto be similar as follows. Premultiply Eq. (2.113) by Q-1 to obtain Q-1A = Q-1QR = IR = R



(2.115)



Postmultipty Eq. (2.115) by Q to obtain Q-1AQ = RQ = A’



(2.116)



Equation (2.116) shows that matrices A and A’ are similar, and thus have the same eigenvalues. The steps in the Gram-Schmidtprocess are as follows. Start with the matrix A expressed as a set of columnvectors:



A= /



’ayl’’



[_



"’a~2"’’i;i



On 1 gin2



"



"’’ayn"



=



[al a2 "" an]



(2.117)



" " ann



Assumingthat the columnvectors ai (i = 1, 2 ..... n) are linearly independent, they span the n-dimensional space. Thus, any arbitrary vector can be expressed as a linear combination of the columnvectors ai (i = I, 2 .... n). An orthonormal set of column vectors qi (i = 1,2 ..... n) can be created fromthe columnvectors i (i =1,2 . .. .. n) by the followingsteps. Chooseq~ to have the direction of aI . Then normalize a~ to obtain q~: al qt=[lalI-’---~



(2.118a)



whereIlal II denotes the magnitudeof a~: Ila~ II = [a~l + a122+’" + ~2 11/2



(2.118b)



To determine q2, first subtract the componentof a2 in the direction of ql to determine vector a~, which is normalto ql. Thus, a~ = a2 - (q~a2)qi



(2.119a)
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Chooseq2 to have the direction of a~. Then normalize a~ to obtain q2: q2 --



Ila~l[



(2.119b)



This process continues until a completeset ofn orthonormalunit vectors is obtained. Let’s evaluate one moreorthonormalvector q3 to illustrate the process. To determineq3, first subtract the componentsof a3 in the directions of qt and q2. Thus, a~ = a3 - (q~ra3)q] - (q~ra3)q2



(2.120a)



Chooseq3 to have the direction of a~. Thennormalize a~ to obtain q3:



q3=



(2.120b)



Thegeneral expressionfor a’i is i-1 ai’



= ai- (qkai)qk ~ T



(i = 2, 3 .....



n)



(2.121)



k=l



and the general expression for qi is qi



:



a’i ~



(i = 1,2 .....



n)



(2.122)



The matrix Q is composedof the columnvectors qi (i : 1, 2 ..... Q = [ql



q2 "’"



qn]



n). Thus, (2.123)



The upper triangular matrix R is assembled from the elements computed in the evaluation of Q. The diagonal elements of R are the magnitudesof the a~ vectors:



ri,~ -- Ila’,-II (i = 1, 2 .....



n)



(2.124)



The off-diagonal elements of R are the componentsof the a~ vectors whichare subtracted fromthe a~ vectors in the evaluation of the a’i vectors. Thus, ri, j = qTaj (i = 1,2 ......



n,j = i+ 1 .....



n)



(2.125)



The values of ri, i and rid are calculated during the evaluation of the orthonormal unit vectors qi. Thus, R is simply assembledfrom already calculated values. Thus,



V rll



r12



¯..



rln



~. R=/.0.....r!2....’(.’...r! ~0



0



...



(2.126) rnn



The first step in the QRprocess is to set A(°) = A and factor A(°) by the GramSchrnidt process into Q(0) and (°). The next step i s t o reverse the factors Q(0) a nd R(°) to obtain A(0 (° = R(°)Q (2.127) A0) is similar to A, so the eigenvaluesare preserved. A(1) is factored by the Gram-Schmidt process to obtain Qo) and (1), and the factors a re r eversed to obtain A(2). Thus, A(z)



= R(1)Q 0)



(2.128)
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The process is continued to determine A(3), A(4) ..... A(n). WhenA(n) approaches triangular form, within sometolerance, the eigenvalues of A are the diagonal elements. The process is as follows: A(k) (k : Q(’~)R A(k+l) : R(~)Q(~)



(2.129) (2.130)



Equations (2.129) and (2.130) are the basic QRalgorithm. Although it generally converges, it can be fairly slow. Twomodifications are usually employedto increase its speed: 1. Preprocessing matrix A into a more nearly triangular form 2. Shifting the eigenvalues as the process proceeds Withthese modifications, the QRalgorithm is generally the preferred methodfor solving eigenproblems. Example2.8. The basic QR~nethod. Let’s apply the QRmethodto find all the eigenvalues of matrix A given by Eq. (2.11) simultaneously.Recall: A=



4 -2 -~3



(2.131)



The colmnnvectors associated with matrix A, A = [a 1 a 2 a3], are a1 :



a2 ~



(2.132)



113: --



3



First let’s solve for ql. Let ql havethe direction of al, and divide by the magnitude of aI . Thus, Ilal



II = [82 -~



(--2) 2 -b (--2)2]1/2 = 8.485281



(2.133)



Solvingfor ql = al/l[al I[ gives q~r = [0.942809 - 0.235702 -- 0.235702]



(2.134)



Next let’s solve for q2. First subtract the component of a2 in the direction of ql: a 2 = a2 - (q~a2)ql a2’ =



- [0.942809



(2.135a) -0.235702



-0.235702]



/-0.235702



|



- L_ -0.235702_] (2.135b)
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Performing the calculations gives q~a2 = -2.357023 and



I



-(0.555555) =| -i -(-2.222222) / -(0.555555)



(2.136)



3.444444 k -2.555557 A



The magnitudeof a~ is Ila~ll = 4.294700. Thus, q2 = a~/lla~ll gives (2.137)



q2 = [0.051743 0.802022 - 0.595049]



Finally let’s solve for q3. First subtract the components ofa3 in the directions ofql and q2: a~ = a3 - (q~a3)ql - (q~’a3)q2



(2.138)



a~ = - - [0.942809 3



-0.235702



-[0.051743



-0.595049]



0.802022



-0.235702]



~3 -0.235702J -0.235702 /



/ 0"8020221 ~; -~1 k-O.595049J F 0"0517431



(2.139)



Performingthe calculations gives qlTa3 = --4.478343, q~’a3 = --9.443165, and -2 -(-4.222222) a~ = -2 -(1.055554) 13 -(1.055554)



I



-(-7.573626) -(5.619146) -(-0.488618)1



= |4.518072| [_[2.710840"] 6.325300 d



(2.140)



The magnitudeof a~ is Ila~ II : 8.232319.Thus, q3 = a~/lla~ [I gives q~=[0.329293



0.548821 0.768350]



In summary,matrix Q(O)= [q~ q2 0.942809 Q(O) = -0.235702 -0.235702



1713 ]



(2.141) is given by



0.051743 0.329293 0.802022 0.548821 -0.595049 0.768350



(2.142)



Matrix R(°) is assembled from the elements computedin the calculation of matrix Q(O). Thus, rll = Ila~ll = 8,485281, r22 = [la~l] =4.294700, and r33 = Ila~ll 8.232319. The off-diagonal elements are r12 = q~’a 2 = -2,357023, r13 = q~’a3 = -4.478343, and r23 = q~’a3 = -9.443165. Thus, matrix R(°) is given by R(°) =



-8.485281 -2.357023 -4.478343 0.000000 4.294700 -9.443165 0.000000 0.000000 8.232819J



It can be shownby matrix multiplication that A(°) = Q(°)R(°).



(2.143)



109



Eigenproblems Table 2.8. The Basic QRMethod k



-’],l 9.611111 10.743882 11.974170 12.929724



22 9.063588 11.543169 10.508712 9.560916



23 6.325301 2.712949 2.517118 2.509360



19 20



13.870584 13.870585



8.620435 8.620434



2.508981 2.508981



The next step is to evaluate matrix A(1) = R(°)Q(°). Thus, -2.357023 -4.478343 F8.485281 4.294700 -9.443165



AO) = /0.000000



L0.000000



0.000000



8.232819 0.942809 -0.235702 -0.235702



0.051743 0.802022 -0.595049



0.329293 0.548821 0.768350



(2.144)



9.611111 1.213505 -1.940376



1.213505 9.063588 -4.898631 (2.145) -4.898631 -1.9403761 6.325301 The diagonal elements in matrix A(~) are the first approximationto the eigenvalues of matrix A. The results of the first iteration presented aboveand subsequentiterations are presented in Table 2.8. The final values of matrices Q, R, and A are given below:



I



A0) =



1.000000 -0.000141 1 0.000141 1.000000 / 0.000000 0.000000



0.000000 0.000000 1.O00000J



(2.146)



R(19) =



13.870585 0.003171 0.000000] 0.000000 8.620434 0.000000 0.000000 0.000000 2.508981



(2.147)



A(2°)



13.870585 0,001215 0.000000 1 0.001215 8.620434 0.000000 0.000000 0.000000 2.508981



(2.148)



=



The final values agree well with the values obtained by the power method and summarizedat the end of Section 2.3. The QRmethoddoes not yield the corresponding eigenvectors. The eigenvector corresponding to each eigenvalue can be found by the inverse shifted powermethodpresented in Section 2.6.
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Chapter2 EIGENVECTORS



Somemethods for solving eigenproblems, such as the power method, yield both the eigenvalues and the correspondingeigenvectors. Other methods,such as the direct method and the QRmethod, yield only the eigenvalues. In these cases, the corresponding eigenvectors can be evaluated by shifting the matrix by the eigenvalues and applying the inverse power methodone time. Example2.9. Eigenvectors. Let’s apply this technique to evaluate the eigenvector x~ corresponding to the largest eigenvalue of matrix A, 21 -- 13.870584, which was obtained in Example2.1. From that example, A=



-2 -2



4 -2



(2.149)



Shifting matrix A by 2 = 13.870584, gives -2.000000[ -5.870584 -2.000000 Ashit~e d = (A - sI) = [ -2.000000 -9.870584 -2.000000 -0.870584 L -2.000000 -2.000000 Applyingthe Doolittle LUmethodto Ashitted yields L and U:



(2.15o)



1.000000 0.000000 0.0000007 / L = 0.340682 1.000000 0.000000/ 0.340682 0.143498 1.000000_] -5.870584



U =



I



0.000000 0.000000



-2.000000



-2.000000-



-9.189221 0.000000



-1.318637 0.000001



Let the initial guess for x(°)r = [1.0 1.0 Lx~ : x. 1.000000 0.000000 0.0000000.340682 1.000000 0.000000 0.340682 0.143498 1.000000



I



(2.151)



1.0]. Solvefor x’ by forwardsubstitution using



~2 : 1.0 -~ ~2:0.659318 1.0 ~3 = 0.564707 (2.152)



Solve ~r y by back s~stitution using Uy = x’.



I



0.000000 -9.189221 -1.318637 Y2 = 1.0000000.659318 -5.870584-2.000000--2.000000-Iyll 0.000000 0.000000 0.000001 Y3 0.564707



The sol,on,



(2.153)



including scaling ~e ~st componemto ~i~ is



y = -0.652404



x 106 ~0.454642



0.454642 x 106



x 106 -0.143498.



L 1.000000J



(2.154)



Eigenproblems Thus, x~’= [-0.291794 -0.143498 1.000000], which is identical obtained by the direct powermethodin Example2.1.
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OTHER METHODS



Thepowermethod,including its variations, and the direct methodare very inefficient when all the eigenvalues of a large matrix are desired. Several other methodsare available in such cases. Mostof these methodsare based on a two-step procedure. In the first step, the original matrix is transformed to a simpler form that has the same eigenvalues as the original matrix. In the second step, iterative procedures are used to determine these eigenvalues. The best general purpose methodis generally considered to be the QR method, whichis presented in Section 2.5. Mostof the morepowerful methodsapply to special types of matrices. Manyof them apply to symmetricmatrices. Generally speaking, the original matrix is transformedinto a simpler form that has the same eigenvalues. Iterative methods are then employedto evaluate the eigenvalues. Moreinformation on the subject can be found in Fadeev and Fadeeva (1963), Householder (1964), Wilkinson (1965), Steward (1973), Ralston Rabinowitz (1978), and Press, Flannery, Teukolsky, and Vetterling (1989). Numerous compute programs for solving eigenproblems can be found in the IMSL(International Mathematical and Statistics Library) library and in the EISPACK program (Argonne National Laboratory). See Rice (1983) and Smithet al. (1976) for a discussion of programs. The Jacobi method transforms a symmetric matrix into a diagonal matrix. The off-diagonal elements are eliminated in a systematic manner. However,elimination of subsequent off-diagonal elements creates nonzero values in previously eliminated elements. Consequently, the transformation approaches a diagonal matrix iteratively. The Given method and the Householder method reduce a symmetric matrix to a tridiagonal matrix in a direct rather than an iterative manner. Consequently, they are moreefficient than the Jacobi method.The resulting tridiagonal matrix can be expanded, and the correspondingcharacteristic equation can be solved for the eigenvaluesby iterative techniques. For more general matrices, the QRmethodis recommended. Due to its robustness, the QRmethodis generally the methodof choice. See Wilkinson(1965) and Strang (1988) for a discussion of the QRmethod. The Householder method can be applied to nonsymmetricalmatrices to reduce them to Hessenberg matrices, whose eigenvalues can then be found by the QRmethod. Finally, deflation techniques can be employedfor symmetricmatrices. After the largest eigenvalue 21 of matrix A is found, for example, by the power method, a new matrix B is formedwhoseeigenvalues are the same as the eigenvalues of matrix A, except that the largest eigenvalue 21 is replaced by zero in matrix B. The powermethodcan then be applied to matrix B to determine its largest eigenvalue, which is the second largest eigenvalue22 of matrixA. In principle, deflation can be applied repetitively to find all the eigenvaluesof matrix A. However,round-offerrors generally pollute the results a~ter a few deflations. The results obtained by deflation can be used to shift matrix A by the approximate eigenvalues, which are then solved for by the shifted inverse power methodpresented in Section 2.3.4 to find moreaccurate values.



112



Chapter2



2.8



PROGRAMS



TwoFORTRAN subroutines for solving eigenproblems are presented in this section: 1. 2.



The power method The inverse power method



The basic computational algorithms are presented as completely self-contained subroutines suitable for use in other programs. Input data and output statements are contained in a main(or driver) programwritten specifically to illustrate the use of each subroutine. 2.8.1.



The Power Method



The direct powermethodevaluates the largest (in magnitude)eigenvalue of a matrix. The general algorithm for the powermethodis given by Eq. (2.39): Ax(k)= y(k+l) = 2(k+t)X(k+~)



(2.155)



A FORTRAN subroutine, subroutine power, for implementing the direct power methodis presented below. Subroutine powerperforms the matrix multiplication, Ax = y, factors out the approximateeigenvalue 2 to obtain the approximateeigenvector x, checks for convergence,and returns or continues. After iter iterations, an error messageis printed out and the iteration is terminated. Program maindefines the data set and prints it, calls subroutine powerto implementthe solution, and prints the solution. Program2.1. The direct power method program.



c c c c c c c c c c c



c



program main main program to illustrate eigenproblem solvers ndim array dimension, ndim = 6 in this example n number of equations, n a coefficient matrix, A(i,j) x eigenvector, x(i) y intermediate vector, y(i) specifies unity component of eigenvector norm iter number of iterations allowed convergence tolerance tol shift amount by which eigenvalue is shifted iw intermediate results output flag: 0 no, 1 yes dimension a(6,6) ,x(6) ,y(6) data ndim, n,norm, iter, tol,shift, iw / 6,3,3,50,1.e-6,0.0,1/ data ndim, n,norm, iter, tol,shift, iw/6,3,3,50, l.e-6,13.870584,2/ data (a(i,l),i=l,3) / 8.0, -2.0, -2.0 data (a(i,2),i=l,3) /-2.0, 4.0, -2.0 data (a(i,3),i=l,3) /-2.0, -2.0, 13.0 data (x(i),i=l,3) / 1.0, 1.0, 1.0 write (6,1000) do i=l, n write (6,1010) i, (a(i,j),j=l,n),x(i) end do



Eigenproblems



i000 1005 i010 1020



c



if (shift.gt.O.0) then write (6,1005) shift do i=l,n a (i, i) =a (i, i) -shift write (6,1010) i, (a(i,j),j=l,n) end do end if call power (ndim, n, a, x, y, norm, i ter, tol, shift, iw, k, ev2) write (6, 1020) write (6,1010) k, ev2, (x(i),i=l,n) stop format (’ The power method’/’ ’/’ A and x(O)’/’ format (’ "/" A shifted by shift = ",f10.6/" ’) format (Ix, i3, 6f12.6) format (" ’/’ k lambda and eigenvector components’/" end
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")



subrou tine power (ndim, n, a, x, y, norm, i ter, tol, shift, iw, k, ev2) the direct power method dimensi on a (ndim, ndim) , x (ndim) , y (ndim) evl =O. 0 if (iw. eq.l) write (6,1000) if (iw. eq.l) write (6,1010) k, evl, (x(i),i=l,n) do k=l,iter calculate y(i) do i=l,n y(i) =0.0 do j=l,n y(i)=y(i)+a(i,j) end do end do calculate lambda and x(i) ev2=y (norm) if (abs(ev2) .le.l. Oe-3) write (6,1020) ev2 return else do i=l,n x(i) =y(i) end do end if if (iw. eq.l) write (6,1010) k, ev2, (x(i),i=l,n) check for convergence if (abs(ev2-evl).le. tol) if (shift.ne.O.O) then evl =ev2 ev2 =ev2 +shi f t write (6,1040) evl,ev2 end if return else evl =ev2
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1000 1010 1020 1030 1040



Chapter2 end if end do write (6, 1030) return format (’ ’/’ k lambda and eigenvector components’/’ ") format (ix, i3,6f12.6) format (’ ’/’ lambda = ’,e10.2, ’ approaching zero, stop’) format (" "/" Iterations did not converge, stop’) format (’ ’/’ lambda shifted =’,f12.6," and lambda =’,f12.6) end



The data set used to illustrate the use of subroutine poweris taken from Example 2.1. The output generated by the powermethodprogramis presented below.



Output2.1. Solution by the direct powermethod. The power



method



A and x(O) 1 2 3



8.000000 -2.000000 -2.000000



k



lambda



-2.000000 4.000000 -2.000000



and eigenvector



-2.000000 -2.000000 13.000000



1.000000 1.000000 1.000000



components



0 1 2 3 4 5



0.000000 9.000000 12.111111 13.220183 13.560722 13.694744



1.000000 0.444444 0.128440 -0.037474 -0.133770 -0.192991



1.000000 0.000000 -0.238532 -0.242887 -0.213602 -0.188895



1.000000 1.000000 1.000000 1.000000 1.000000 1.000000



29 30



13.870583 13.870584



-0.291793 -0.291794



-0.143499 -0.143499



1.000000 1.000000



k 30



lambda 13.870584



and eigenvector -0.291794



components -0.143499



1.000000



Subroutine power also implements the shifted direct powermethod. If the input variable, shift, is nonzero,matrix Ais shifted by the value of shift before the direct power methodis implemented. This implements the shifted direct power method. Example2.3 illustrating the shifted direct powermethodcan be solved by subroutine powersimply by defining norm= 2 and shift = 13.870584in the data statement. The data statement for this additional case is included in programmain as a commentstatement.
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The Inverse Power Method



The inverse powermethodevaluates the largest (in magnitude)eigenvalue of the inverse matrix, A-1. The general equation for the inverse powermethodis given by A-Ix = 2inverseX



(2.156)



This can be accomplishedby evaluating A-1 by Gauss-Jordan elimination applied to the identity matrix I or by using the Doolittle LUfactorization approachdescribed in Section 2.3.3. Since a subroutine for Doolittle LUfactorization is presented in Section 1.8.2, that approach is taken here. The general algorithm for the inverse powermethodbased on the LUfactorization approach is given by Eqs. (2.62) to (2.64): (k) Lx’ = x



(2.157a)



Uy(k+l) = x’



(2.157b)



(~+1) x(~+1) y(k+~)-~--inverse



(2.157c)



A FORTRAN subroutine, subroutine invpower, for implementing the inverse power method is presented below. Programmain defines the data set and prints it, calls subroutine invpower to implementthe inverse power method, and prints the solution. Subroutine invpowercalls subroutine lufactor and subroutine solve from Section 1.8.2 to evaluate L and U. This is indicated in subroutine invpower by including the subroutine declaration statements. The subroutines themselves must be included whensubroutine ~(~+~) and invpoweris to be executed. Subroutineinvpowerthen evaluates x’, y(~+~), "’inverse, (k+l). x Convergenceof 2 is checked, and the solution continues or returns. After iter iterations, an error messageis printed and the solution is terminated. Program mainin this section contains only the statements whichare different from the statements in program main in Section 2.8.1. Program 2.2. The inverse power method program.



i000



c



program main main program to illustrate eigenproblem solvers xp intermediate solution vector dimension a( 6, 6) ,x(6) ,xp(6) data ndim,n,norm, iter, tol,shift, iw / 6, 3,1,50,1.e-6,0.0, i / data ndim, n,norm, iter, tol,shift, iw / 6,3,1,50,1.e-6,10.0,1 / data ndim,n, norm, i ter, tol , shi ft, iw/6, 3 , 3 , 50, l . e-6,13. 694 744,1/ data ndim,n,norm, iter, tol,shift, iw/6, 3, 3,1, l.e-6,13.870584,1/ data (x(i),i=l,3) / 1.0, 1.0, 1.0 data (x(i),i=l,3) /-0.192991, -0.188895, 1.0 cal I invpower(ndim,n, a, x, xp, y, norm, i ter, tol, iw, shi f t, k, ev2) format (’ The inverse power method’/’ "/’ A and x(O) ’/’ end subroutlne invpower (ndim, n,a,x, xp,y, norm, iter, tol,iw, shift,k, 1 ev2) the inverse power method. dimension a(ndim, ndim),x(ndim),xp(ndim),y(ndim)
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perform the LU factorization call lufactor (ndim, n,a) if (iw. eq.l) then write (6,1000) do i=l,n write (6,1010) i, (a(i,j),j=l,n) end do end if if (iw. eq.l) write (6,1005) (x(i),i=l,n) iteration loop do k=l,iter call solve (ndim, n,a,x, xp,y) ev2=y (norm) if (abs (ev2) .le.l. Oe-3) write (6,1020) ev2 return else do i=l,n x (i) =y (i)/ev2 end do end if if (iw. eq.l) then write (6,1010) k, (xp(i),i=l,n) write (6,1015) (y(i),i=l,n) write (6, 1015) (x(i),i=l,n),ev2 end if check for convergence c if (abs(ev2-evl).le. tol) evl =ev2 ev2=l. O/ev2 if (iw. eq.l) write (6,1040) evl,ev2 if (shift.ne.O.0) then evl =ev2 ev2 =ev2 +shi f t if (iw. eq.l) write (6,1050) evl,ev2 end if return else evl =ev2 end if end do if (iter. gt.l) write (6,1030) return 1000 format (’ ’/’ L and U matrices stored in matrix A’/" ") 1005 format (’ ’/’ row i: k, xprime; row 2: y; row 3: x, ev2" 1 /" "/4x, 6f12.6) 1010 format (Ix, i3,6f12.6) 1015 format (4x, 6f12.6) 1020 format (’ ’/’ ev2 = ",e10.2," is approaching zero, stop’) 1030 format (" ’/’ Iterations did not converge, stop’) 1040 format (’ ’/’ lambda inverse =’,f12.6,’ and lambda =’f12.6) c



Eigenproblems 1050 format end



117 (’ ’/’ lambda



subroutine implements end



shifted



=’,f12.6,’



lufactor (ndim,n,a) LU factorization and stores



and lambda



=’,f12.6)



L and U in A



subrou fine solve (ndim, n, a, b, bp, x) process b to b’ and b’ to x end



c



output



The data set used to illustrate subroutine invpower is taken from Example 2.2. generated by the inverse power method program is presented below.



Output 2.2.



Solution



The inverse



by the inverse



power



power method.



method



A and x(O) 1 2 3



8.000000 -2.000000 -2.000000



-2.000000 4.000000 -2.000000



L and U matrices 1 2 3



8.000000 -0.250000 -0.250000



12



-2.000000 -2.500000 10.714286



row 2: y; row 3: x, ev2 1.000000 1.250000 0.500000 1.666667 1.916667 0.700000 1.981132 2.231132 0.800629 2.094439



1.000000 2.142857 0.200000 0.666667 2.285714 0.213333 0.603774 2.447439 0.228428 0.597565



1.000000 0.398568 1.000000



2.395794 0.855246 2.145796



2.560994 0.239026 0.599712



=



0.398568



lambda and eigenvector 2.508983



1.000000 1.000000 1.000000



A



1.000000 1 000000 0 300000 1 000000 1 000000 0 353333 1 000000 1 000000 0.382264 1.000000



lambda inverse k



in matrix



-2.000000 3.500000 -0.714286



row i: k, xprime;



2



stored



-2.000000 -2.000000 13.000000



1.000000



and lambda



0.300000



0.353333



0.382264



0.398568 =



2.508983



components 2.145796



0.599712



The
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Subroutine invpoweralso implementsthe shifted inverse powermethod.If the input variable, shift, is nonzero,matrixAis shifted by the value of shift before the inverse power methodis implemented.This implements the shifted inverse powermethod. Example2.4 illustrating the evaluation of an intermediate eigenvalue by the shifted inverse power methodcan be solved by subroutine invpower simply by defining shift = 10.0 in the data statement. Example2.5 illustrating shifting eigenvalues to accelerate convergence by the shifted inverse power methodcan be solved by subroutine invpower by defining norm= 3 and shift = 13.694744 in the data statement and defining x(i) = -0.192991, -0.188895, 1.0. Example2.9 illustrating the evaluation of the eigenvector corresponding to a knowneigenvalue can be solved by subroutine invpower simply _by defining shift = 13.870584 and iter = 1 in the data statement. The data statements for these additional cases are included in programmain as commentstatements. 2.8.3.



Packages for Eigenproblems



Numerouslibraries and software packages are available for solving eigenproblems. Many workstations and mainframecomputers have such libraries attached to their operating systems. If not, libraries such as EISPACK can be added to the operating systems. Manycommercial sol,are packages contain eigenproblem solvers. Someof the more prominent packages are Matlab and Mathcad. Moresophisticated packages, such as ISML,Mathematica,Macsyma,and Maple, also contain eigenproblemsolvers. Finally, the bookNumericalRecipes [Pross et al. (1989)] contains subroutines and advice for solving eigenproblems. 2.9



SUMMARY



Somegeneral guidelines for solving eigenproblems are summarizedbelow. ¯ ¯ ¯ ¯ ¯



Whenonly the l~rgest and/or smallest eigenvalue of a matrix is required, the power method can be employed. Althoughit is rather inefficient, the powermethodcan be used to solve for intermediate eigenvalues. The direct method is not a good method for solving linear eigenproblems. However,it can be used for solving nonlinear eigenproblems. For serious eigenproblems, the QRmethod is recommended. Eigenvectors corresponding to a knowneigenvalue can be determined by one application of the shifted inverse powermethod.



After studying Chapter 2, you should be able to: 1. 2. 3. 4. 5. 6.



Explain the physical significance of an eigenproblem. Explain the mathematicalcharacteristics of an eigenproblem. Explain the basis of the powermethod. Solve for the largest (in absolute value) eigenvalue of a matrix by the power method. Solve for the smallest (in absolute value) eigenvalue of a matrix by the inverse power method. Solve for the opposite extreme eigenvalue of a matrix by shifting the eigenvalues of the matrix by the largest (in absolute value) eigenvalue and applying
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7.



8.



9. 10. 11.



the inverse powermethodto the shifted matrix. This procedure yields either the smallest (in absolute value) eigenvalue or the largest (in absolute value) eigenvalue of opposite sign. Solve for an intermediate eigenvalue of a matrix by shifting the eigenvalues of the matrix by an estimate of the intermediate eigenvalue and applying the inverse powermethodto the shifted matrix. Accelerate the convergenceof an eigenproblemby shifting the eigenvalues of the matrix by an approximate value of the eigenvalue obtained by another method, such as the direct power method, and applying the inverse power methodto the shifted matrix. Solve for the eigenvalues of a linear or nonlinear eigenproblemby the direct method. Solve for the eigenvalues of a matrix by the QRmethod. Solve for the eigenvector correspondingto a knowneigenvalue of a matrix by applying the inverse powermethodone time.



EXERCISE PROBLEMS Consider the linear eigenproblem, Ax = 2x, for the matrices given below. Solve the problemspresented belowfor the specified matrices. Carry at least six figures after the decimalplace. Iterate until the values of 2 changeby less than three digits after the decimal place. Begin all problems with x(°)r = [1.0 1.0 ... 1.0] unless otherwise specified. Showall the results for the first three iterations. Tabulate the results of subsequent iterations. Several of these problemsrequire a large numberof iterations.



341 D=



1 2



E=



1



G=



3 2



2.2



1 1



H=



1 3 1 1



1 2 1 1 1



Basic Characteristics of Eigenproblems 1.



2.



Solve for the eigenvalues of (a) matrix A, (b) matrix B, and (c) matrix expandingthe determinant of (A - 21) and solving the characteristic equation by the quadratic formula. Solve for the corresponding eigenvectors by substituting the eigenvalues into the equation (A - 2I)x = 0 and solving for x. Let the first componentof x be unity. Solve for the eigenvalues of (a) matrix D, (b) matrix E, and (c) matrix expandingthe determinant of (A - 21) and solving the characteristic equation by Newton’smethod. Solve for the correspondingeigenvectors by substituting the eigenvaluesinto the equation (A - 2I)x = 0 and solving for x. Let the first componentof x be unity.
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2.3 The Power Method TheDirect PowerMethod 3.



4.



5. 6. 7. 8. 9.



10.



11. 12. 13. 14. 15.



16.



17. 18.



Solve for the largest (in magnitude) eigenvalue of matrix A and the corresponding eigenvector x by the powermethod. (a) Let the first componentof be the unity component. (b) Let the second componentof x be the unity component.(c) Showthat the eigenvectors obtained in parts (a) an (b) equivalent. Solve for the largest (in magnitude) eigenvalue of matrix A and the corresponding eigenvector x by the power method with x(°)r = [1.0 0.0] and [0.0 1.0]. (a) For each (°), l et t he f irst c omponent of x bethe unit y component. (b) For each (°), l et t he s econd component of x betheunit y component. Solve Problem3 for matrix B. Solve Problem4 for matrix B. Solve Problem3 for matrix C. Solve Problem4 for matrix C. Solve for the largest (in magnitude) eigenvalue of matrix D and the corresponding eigenvector x by the powermethod. (a) Let the first componentof be the unity component. (b) Let the second component of x be the unity component.(c) Let the third componentofx be the unity component.(d) that the eigenvectorsobtained in parts (a), (b), and (c) are equivalent. Solve for the largest (in magnitude) eigenvalue of matrix D and the corresponding eigenvector x by the power method with x(°)r = [1.0 0.0 0.0], [0.0 1.0 0.0], and [0.0 0.0 1.0]. (a) For each (°), l et t he f irst c omponent of x be the unity component.(b) For each (°), l et t he s econd component fox be the unity component.(c) For each (°), l et t he t hird componentfox bethe unity component. Solve Problem9 for matrix E. Solve Problem10 for matrix E. Solve Problem9 for matrix F. Solve Problem10 for matrix F. Solve for the largest (in magnitude) eigenvalue of matrix G and the corresponding eigenvector x by the powermethod. (a) Let the first componentof be the unity component. (b) Let the second component of x be the unity component.(c) Let the third componentof x be the unity component.(d) the fourth component of x be the unity component. (e) Show that the eigenvectors obtained in parts (a) to (d) are equivalent. Solve for the largest (in magnitude) eigenvalue of matrix G and the corresponding eigenvector x by the power method with x(°)r -[1.0 0.0 0.0 0.0], [0.0 1.0 0.0 0.0], [0.0 0.0 1.0 0.0], and [0.0 0.0 0.0 1.0]. (a) For each (°), l et t he f irst c omponent of x bethe unity component.(b) For each (°), l et t he s econd componentfox betheunity component. (c) For each (°), l et t he t hird c omponent of x betheunit y component. (d) For each (°), l et t he f ourth c omponent of x betheunit y component. Solve Problem 15 for matrix H. Solve Problem 16 for matrix
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TheInverse Power Method 19. Solve for the smallest (in magnitude) eigenvalue of matrix A and the corresponding eigenvector x by the inverse power method using the matrix inverse. Use Gauss-Jordanelimination to find the matrix inverse. (a) Let the first componentof x be the unity component.(b) Let the second component x be the unity component.(c) Showthat the eigenvectors obtained in parts (a) and (b) are equivalent. 20. Solve for the smallest (in magnitude) eigenvalue of matrix A and the corresponding eigenvector x by the inverse power methodusing the matrix inverse with x(°)z = [1.0 0.0] and [0.0 1.0]. (a) For each (°), let t he first componentof x be the unity component.(b) For each (°), l et t he s econd componentof x be the unity component. 21. Solve Problem19 for matrix B. 22. Solve Problem20 for matrix B. 23. Solve Problem19 for matrix C. 24. Solve Problem20 for matrix C. 25. Solve for the smallest (in magnitude) eigenvalue of matrix D and the corresponding eigenvector x by the inverse power methodusing the matrix inverse. Use Gauss-Jordanelimination to find the matrix inverse. (a) Let the first componentof x be the unity component.(b) Let the second component x be the unity component. (c) Let the third componentof x be the unity component.(d) Showthat the eigenvectors obtained in parts (a), (b), and are equivalent. 26. Solve for the smallest (in magnitude) eigenvalue of matrix D and the corresponding eigenvector x by the inverse powermethod using the matrix inverse with x(°)~=[1.0 0.0 0.0],[0.0 1.0 0.0], and [0.0 0.0 1.0]. (a) For each (°), l et t he first c omponentfox betheunity comp onent. (b) For each x(°), let the second componentof x be the unity component.(c) For each x(°), let the third componentof x be the unity component. 27. Solve Problem25 for matrix E. 28. Solve Problem26 for matrix E. 29. Solve Problem25 for matrix 17. 30. Solve Problem26 for matrix 17. 31. Solve for the smallest (in magnitude) eigenvalue of matrix G and the corresponding eigenvector x by the inverse powermethod using the matrix inverse. Use Gauss-Jordanelimination to find the matrix inverse. (a) Let the first componentof x be the unity component.(b) Let the second component x be the unity component. (c) Let the third componentof x be the unity component.(d) Let the fourth componentof x be the unity component.(e) Showthat the eigenvectors obtained in parts (a) to (d) are equivalent. 32. Solve for the smallest (in magnitude) eigenvalue of matrix G and the corresponding eigenvector x by the inverse power methodusing the matrix inverse with x(°)z=[1.0 0.0 0.0 0.0], [0.0 1.0 0.0 0.0], [0.0 0.0 1.0 0.0], and [0.0 0.0 0.0 1.0]. (a) For each (°), l et t he first c omponent of x be the unity component.(b) For each (°), l et t he s econd componentfox be the unity component.(c) For each (°), l et t he t hird componentfox bethe unity component.(d) For each (°), l et t he fourth componentfox betheunity component.
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Chapter2 33. 34. 35. 36. 37. 38. 39. 40. 41. 42.



Solve Problem31 for matrix H. Solve Problem32 for matrix H. Solve Problem19 using Doolittle Solve Problem21 using Doolittle Solve Problem23 using Doolittle Solve Problem25 using Doolittle Solve Problem27 using Doolittle Solve Problem29 using Doolittle Solve Problem31 using Doolittle Solve Problem33 using Doolittle



LUfactorization. LUfactorization. LUfactorization. LUfactorization. LUfactorization. LUfactorization. LUfactorization. LUfactorization.



Shifting Eigenvaluesto Findthe OppositeExtremeEigenvalue 43.



44.



45.



46.



47.



48.



49.



50.



Solve for the smallest eigenvalue of matrix A and the corresponding elgenvector x by shifting the eigenvalues by s = 5.0 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix B and the corresponding elgenvector x by shifting the eigenvalues by s = 6.0 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix C and the corresponding elgenvector x by shifting the elgenvalues by s = 5.0 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix D and the corresponding elgenvector x by shifting the elgenvalues by s = 4.5 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix E and the corresponding elgenvector x by shifting the elgenvalues by s = 4.0 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix F and the corresponding elgenvector x by shifting the elgenvalues by s = 4.0 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix G and the corresponding elgenvector x by shifting the elgenvalues by s = 6.6 and applying the shifted power method. Let the first componentof x be the unity component. Solve for the smallest eigenvalue of matrix H and the corresponding elgenvector x by shifting the eigenvalues by s = 6.8 and applying the shifted power method. Let the first componentof x be the unity component.



Shifting Eigenvaluesto FindIntermediateEigenvalues 51. The third eigenvalue of matrix D and the corresponding eigenvector x can be found in a trial and error manner by assuming a value for 2 between the smallest (in absolute value) and largest (in absolute value) eigenvalues,shifting the matrix by that value, and applying the inverse powermethodto the shifted matrix. Solve for the third eigenvalue of matrix D by shifting by s = 0.8 and applying the shifted inverse powermethodusing Doolittle LUfactorization. Let the first componentof x be the unity component. 52. Repeat Problem51 for matrix E by shifting by s = -0.4. 53. Repeat Problem51 for matrix F by shifting by s = 0.6. 54. The third and fourth eigenvalues of matrix G and the corresponding eigen-
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vectors x can be found in a trial and error mannerby assuminga value for 2 between the smallest (in absolute value) and largest (in absolute value) eigenvalues, shifting the matrix by that value, and applyingthe shifted inverse power method to the shifted matrix. This procedure can be quite time consumingfor large matrices. Solve for these two eigenvalues by shifting G by s = 1.5 and -0.5 and applying the shifted inverse power method using Doolittle LU factorization. Let the first component of x be the unity component. 55. Repeat Problem54 for matrix tt by shifting by s = 1.7 and -0.5. Shifting Eigenvaluesto AccelerateConvergence The convergence rate of an eigenproblem can be accelerated by stopping the iterative procedure after a few iterations, shifting the approximateresult back to determine an improvedapproximationof 4, shifting the original matrix by this improvedapproximation of 2, and continuing with the inverse powermethod. 56. Applythe above procedure to Problem46. After 10 iterations in Problem46, 2~1°) = -4.722050 and x(1°)~ -- [1.0 -1.330367 0.047476]. 57. Applythe aboveprocedure to Problem47. After 20 iterations in Problem47, 2~2°) = --4.683851 and x(2°)T = [0.256981 1.0 -0.732794]. 58. Applythe above procedure to Problem48. After 10 iterations in Problem48, 2~1°) = -4.397633 and x(1°)~ = [1.0 9.439458 -5.961342]. 59. Applythe above procedure to Problem49. After 20 iterations in Problem49, 2~2°) = -7.388013 and x(2°)T = [1.0 -0.250521 -1.385861 -0.074527]. 60. Applythe above procedure to Problem50. After 20 iterations in Problem50, 2~2°) = -8.304477 and x(2°)v = [1.0 -1.249896 0.587978 -0.270088]. 2.4



The Direct Method 61. 62. 63. 64. 65. 66. 67. 68. 69. 70.



Solve for the largest eigenvalue of matrix D by the direct secant method.Let 2(°) = 5.0 and 2(1) = 4.0. Solve for the largest eigenvalue of matrix E by the direct secant method. Let 2°) : 5.0 and 20) = 4.0. Solve for the largest eigenvalue of matrix F by the direct secant method.Let 2(°) = 5.0 and 4(1) = 4.0. Solve for the largest eigenvalue of matrix G by the direct secant method.Let )o(0) = 7.0 and (1) =6.0. Solve for the largest eigenvalue of matrix H by the direct secant method.Let 2(o) = 7.0 and 2(~) = 6.0. Solve for the smallest eigenvalue of matrix D by the direct secant method. Let 2(°) = 0.0 and 2~) = -0.5. Solve for the smallest eigenvalue of matrix E by the direct secant method.Let 2(°) = -0.5 and 20) --- -1.0. Solve for the smallest eigenvalue of matrix F by the direct secant method. Let 4(0) = -0.5 and 20) = -1.0. Solve for the smallest eigenvalue of matrix G by the direct secant method. Let 2(°) = -0.8 and 2(1) : -1.0. Solve for the smallest eigenvalue of matrix H by the direct secant method. Let 2(o) : -1.1 and 2(~) : -1.5.



methodusing the methodusing the methodusing the methodusing the methodusing the methodusing the methodusing the methodusing the methodusing the methodusing the
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Chapter2 The QR Method 71. 72. 73. 74. 75. 76° 77.



2.6



the elgenvalues of the elgenvalues of the elgenvaluesof the e~genvaluesof the elgenvaluesof the e~genvaluesof the e~genvaluesof the e~genvaluesof



matrix A by the QR method. matrix B by the QR method. matrix C by the QR method. matrix D by the QR method. matrix E by the QRmethod. matrix F by the QRmethod. matrix G by the QRmethod. matrix H by the QRmethod.



Eigenvectors 79.



80.



81.



82.



83.



84.



85.



86.



2.8



Solve for Solve for Solve for Solve for Solve for Solve for Solve for Solve for



Solve for the eigenvectors of matrix A correspondingto the eigenvalues found in Problem71 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix B correspondingto the eigenvalues found in Problem72 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix C correspondingto the elgenvalues found in Problem73 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix D correspondingto the elgenvalues found in Problem74 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the e~genvectorsof matrix E correspondingto the elgenvalues found in Problem75 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix F correspondingto the elgenvalues found mProblem76 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix G correspondingto the e~genvaluesfound in Problem77 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component. Solve for the elgenvectors of matrix H correspondingto the elgenvalues found ~n Problem78 by applying the shifted inverse powermethodone time. Let the first componentof x be the unity component.



Programs 87. Implementthe direct powermethodprogrampresented in Section 2.8.1. Check out the programusing the given data set. 88. Solve any of Problems3 to 18 using the direct powermethodprogram. 89. Check out the shifted direct powermethodof finding the opposite extreme eigenvalue using the data set specified by the commentstatements. 90. Solve any of Problems 43 to 50 using the shifted direct power method program. 91. Implement the inverse power method program presented in Section 2.8.2. Checkout the programusing the given data set.



Eigenproblems



125



92. Solve any of Problems 19 to 34 using the inverse power methodprogram. 93. Check out the shifted inverse powermethodfor finding intermediate eigenvalues using the data set specified by the commentstatements. 94. Solve any of Problems 51 to 55 using the shifted inverse power method program. 95. Checkout the shifted inverse powermethodfor accelerating convergenceusing the data set specified by the commentstatements. 96. Solve any of Problems 56 to 60 using the shifted inverse power method program. 97. Check out the shifted inverse power method programfor evaluating eigenvectors for a specified eigenvalue using the data set specified by the comment statements. 98. Solve any of Problems 79 to 86 using the shifted inverse power method program.



3 NonlinearEquations 3.1. 3.2. 3.3. 3.4. 3.5. 3.6. 3.7. 3.8. 3.9.



Introduction General Features of Root Finding Closed Domain(Bracketing) Methods Open Domain Methods Polynomials Pitfalls of Root Finding Methodsand Other Methodsof Root Finding Systems of Nonlinear Equations Programs Summary Problems



Examples 3.1. Interval halving (bisection) 3.2. False position (regula falsi) 3.3. Fixed-pointiteration 3.4. Newton’s method 3.5. The secant method 3.6. Muller’s method 3.7. Newton’smethodfor simple roots 3.8. Polynomialdeflation 3.9. Newton’smethodfor multiple roots 3.10. Newton’s methodfor complex roots 3.11. Bairstow’s methodfor quadratic factors 3.12. Newton’smethodfor two coupled nonlinear equations



3.1



INTRODUCTION



Considerthe four-bar linkage illustrated in Figure3.1. Theangle e = 04 - n is the input to this mechanism, and the angle q5 = 02 is the output. Arelationship betweene and ~b can be obtained by writing the vector loop equation: (3.1) 127
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Input



Figure3.1 Four-bar linkage.



Let 7t lie along the x axis. Equation (3.1) can be written as two scalar equations, corresponding to the x and y componentsof the 7 vectors. Thus, r 2 c0s(02)-~- 3 c0s(03) q- r 4 c0s(04) -1 = 0



(3.2a)



r2 sin(02)q-/’3 sin(03) + sin(04) ~-- 0 Combining Eqs. (3.2a) and (3.2b), letting 02 = 4 Freudenstein’s (1955) equation:



(3.2b) 0 4 =G



--~n, and simplif ying yields



(3.3) e cos(G) - 2 c0s(4 ) - [-R 3 - cos(~ -



4) ~-- - 0 ]



where R, = r_~ r2



R2_--r_~ r4



R3



=rl~ +4+ r3~ +~



(3.4)



2r2r4



Considerthe particular four-bar linkage specified by r 1 = 10, r 2 = 6, r 3 = 8, and r 4 = 4, whichis illustrated in Figure 3.1. Thus, R1 = I’ R2 = I, R3 = !~, and Eq. (3.3) becomes



cos(G)- ~ cos(4)+ ~ - cos(G- 4)



(3.5)



Theexact solution of Eq. (3.5) is tabulated in Table3.1 and illustrated in Figure3.2. Table 3.1 and Figure 3.2 correspond to the case where links 2, 3, and 4 are in the upper halfplane. This problemwill be used throughoutChapter 3 to illustrate methodsof solving for the roots of nonlinear equations. A mirror image solution is obtained for the case where links 2, 3, and 4 are in the lower hall-plane. Anothersolution and its mirror imageabout the x axis are obtainedif link 4 is in the upperhalf plane, link 2 is in the lowerhalf-plane, and link 3 crosses the x axis, as illustrated by the small insert in Figure 3.1.
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Table 3.1. Exact Solution of the Four-Bar LinkageProblem ~, deg 0.0 10.0 20.0 30.0 40.0 50.0 60.0



~b,deg



~, deg



q~,deg



c~, deg



~b, deg



0.000000 8.069345 16.113229 24.104946 32.015180 39.810401 47.450827



70.0 80.0 90.0 100.0 110.0 120.0



54.887763 62.059980 68.888734 75.270873 81.069445 86.101495



130.0 140.0 150.0 160.0 170.0 180.0



90.124080 92.823533 93.822497 92.734963 89.306031 83.620630



Manyproblems in engineering and science require the solution of a nonlinear equation. The problemcan be stated as follows: Given the continuous nonlinear functionf(x), find the value x = ~ such thatf(~) = Figure 3.3 illustrates the problemgraphically. Thenonlinear equation, f (x) = 0, maybe algebraic equation (i.e., an equation involving +, -, x,/, and radicals), a transcendental equation (i.e., an equation involving trigonometric, logarithmic, exponential, etc., functions), the solution of a differential equation, or any nonlinear relationship betweenan input x and an output f(x). There are two phases to finding the roots of a nonlinear equation: boundingthe root and refining the root to the desired accuracy. Twogeneral types of root-finding methods exist: closed domain(bracketing) methodswhich bracket the root in an ever-shrinking closed interval, and open domain(nonbracketing) methods. Several classical methodsof both types are presented in this chapter. Polynomialroot finding is consideredas a special case. There are numerouspitfalls in finding the roots of nonlinear equations, whichare discussed in somedetail.
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Figure 3.2 Exactsolution of the four-bar linkage problem.
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f(x) l



f(¢1)= 0



f(~2)= 0



Figure 3.3 Solution of a nonlinear equation. Figure 3.4 illustrates the organization of Chapter 3. After the introductory material presented in this section, someof the general features of root finding are discussed. The material then splits into a discussion of closed domain(bracketing) methodsand open domainmethods. Several special procedures applicable to polynomials are presented. After the presentation of the root finding methods,a section discussing someof the pitfalls of root finding and someother methodsof root finding follows. A brief introduction to finding the roots of systems of nonlinear equations is presented. A section presenting several programs for solving nonlinear equations follows. The chapter closes with a Summary,which presents some philosophy to help you choose a specific methodfor a particular problemand lists the things you should be able to do after studying Chapter3. 3.2



GENERAL FEATURES OF ROOT FINDING



Solving for the zeros of an equation, a process knownas root finding, is one of the oldest problems in mathematics. Somegeneral features of root finding are discussed in this section. There are two distinct phases in finding the roots of a nonlinear equation: (1) boundingthe solution and (2) refining the solution. These two phases are discussed in Sections 3.2.1 and 3.2.2, respectively. In general, nonlinear equations can behavein many different waysin the vicinity of a root. Typical behaviorsare discussed in Section 3.2.3. Somegeneral philosophy of root finding is discussed in Section 3.2.4. 3.2.1. Boundingthe Solution Boundingthe solution involves finding a rough estimate of the solution that can be used as the initial approximation,or the starting point, in a systematic procedurethat refines the solution to a specified tolerance in an efficient manner.If possible, the root should be bracketed between two points at which the value of the nonlinear function has opposite signs. Several possible boundingproceduresare: 1. Graphingthe function 2. Incremental search
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Closed Domain (Bracketing) Methods



Open Domain Methods



I Polynomials



I



Root Finding Other Methods



Systems of NonlinearEquations



Pr#grams



I



Summary Figure 3.4 Organizationof Chapter 3. 3. 4. 5.



Past experience with the problemor a similar problem Solution of a simplified approximatemodel Previous solution in a sequence of solutions



Graphingthe function involves plotting the nonlinear function over the range of interest. Manyhand calculators have the capability to graph a function simply by defining the function and specifying the range of interest. Spreadsheets generally have graphing capability, as does software like Matlaband Mathcad.Verylittle effort is required. The resolution of the plots is generally not precise enoughfor an accurate result. However,the results are generally accurate enoughto boundthe solution. Plots of a nonlinear function display the general behavior of the nonlinear equation and permit the anticipation of problems.
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6.0 5.0 4.0 3.0 2.0 1.0 0 90 -1.0



180 ~,deg



270



360



Figure 3.5 Graphof Eq. (3.5) for ~t = 40 deg. As an exampleof graphing a functiOn to bounda root, consider the four-bar linkage problempresented in Section 3.1. Consideran input of ~ = 40 deg. The graph of Eq. (3.5) with ~ = 40 deg is presented in Figure 3.5. The graph showsthat there are tworoots of Eq. (3.5) when ~ = 40deg: one root between ~b = 30deg and q~ = 40deg, and one root between q5 = 350 (or -10)deg and ~b = 360 (or 0)deg. An incremental search is conductedby starting at one end of the region of interest and evaluating the nonlinear function at small increments across the region. Whenthe value of the function changessign, it is assumedthat a root lies in that interval. Thetwo end points of the interval containing the root can be used as initial guesses for a refining method. If multiple roots are suspected, check for sign changes in the derivative of the function betweenthe ends of the interval. To illustrate an incremental search, let’s evaluate Eq. (3.5) with ~ = 40 deg for from 0 to 360 deg for Aq5= 10 deg. The results are presented in Table 3.2. The sametwo roots identified by graphingthe function are located. Table3.2. IncrementalSearchfor Eq. (3.5) with ~ = 40 deg ~b, deg 0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0



f(~b) -0.155970 -0.217971 -0.178850 -0.039797 0.194963 0.518297 0.920381 1.388998 1.909909 2.467286



q~, deg f(~b) 100.0 110.0 120,0 130,0 140.0 150.0 160,0 170.0 180.0



3.044194 3.623104 4.186426 4.717043 5.198833 5.617158 5.959306 6.214881 6.376119



~b, deg f(q~) 190.0 200.0 210.0 220.0 230.0 240.0 250.0 260.0 270.0



6.438119 6.398988 6.259945 6.025185 5.701851 5.299767 4.831150 4.310239 3.752862



q~, deg 280.0 290.0 300.0 310.0 320.0 330.0 340.0 350.0 360.0



f(q~) 3.175954 2.597044 2.033722 1.503105 1.021315 0.602990 0.260843 0.005267 -0.155970
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Whateverprocedure is used to boundthe solution, the initial approximationmust be sufficiently close to the exact solution to ensure (a) that the systematic refinement procedure converges, and (b) that the solution converges to the desired root of the nonlinear equation.



3.2.2. Refining the Solution Refining the solution involves determining the solution to a specified tolerance by an efficient systematic procedure. Several methodsfor refining the solution are: 1. 2. 3.



Trial and error Closed domain(bracketing) methods Open domain methods



Trial and error methodssimply guess the root, x = e, evaluatef(~), and compare zero. Iff(e) is close enoughto zero, quit. If not, guess anothere, and continueuntilf(e) close enoughto zero. This approachis totally unacceptable. Closed domain(bracketing) methods are methodsthat start with two values of x whichbracket the root, x = cq and systematically reduce the interval while keepingthe root trapped within the interval. Twosuch methodsare presented in Section 3.3: 1. Interval halving (bisection) 2. False position (regula falsi) Bracketing methodsare robust in that they are guaranteed to obtain a solution since the root is trapped in the closed interval. Theycan be slow to converge. Opendomainmethodsdo not restrict the root to remaintrapped in a closed interval. Consequently, they are not as robust as bracketing methodsand can actually diverge. However,they use informationabout the nonlinear function itself to refine the estimates of the root. Thus, they are considerably moreefficient than bracketing methods. Four open domainmethodsare presented in Section 3.4: 1. 2, 3. 4.



The fixed-point iteration method Newton’s method The secant method Muller’s method



3.2.3. Behavior of Nonlinear Equations Nonlinear equations can behave in various ways in the vicinity of a root. Algebraic and transcendentalequationsmayhavedistinct (i.e., simple)real roots, repeated(i.e., multiple) real roots, or complex roots. Polynomials may have real or complex roots. If the polynomial coefficients are all real, complexroots occur in conjugate pairs. If the polynomialcoefficients are complex,single complexroots can occur. Figure3.6 illustrates several distinct types of behaviorof nonlinearequations in the vicinity of a root. Figure 3.6a illustrates the case of a single real root, whichis called a simple root. Figure 3.6b illustrates a case whereno real roots exist. Complexroots may
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Figure3.~i Solutionbehavior.(a) Simpleroot. (b) Noreal roots. (e) Twosimpleroots. (d) simpleroots. (e) Twomultipleroots. (f) Threemultipleroots. (g) Onesimpleandtwomultiple (h) Generalcase.



exist in such a case. Situations with two and three simple roots are illustrated in Figure 3.6c and d, respectively. Situations with two and three multiple roots are illustrated in Figure 3.6e and f, respectively. A situation with one simple root and two multiple roots is illustrated in Figure 3.6g. Lastly, Figure 3.6h illustrates the general case whereany number of simple or multiple roots can exist. Manyproblems in engineering and science involve a simple root, as illustrated in Figure 3.6a. Almostany root-finding methodcan find such a root if a reasonable initial approximationis furnished. In the other situations illustrated in Figure 3.6, extremecare maybe required to find the desired roots.
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SomeGeneral Philosophy of Root Finding



There are numerousmethodsfor finding the roots of a nonlinear equation. The roots have specific values, and the methodused to find the roots does not affect the values of the roots. Howev6r,the methodcan determine whether or not the roots can be found and the amount of work required to find them. Somegeneral philosophy of root finding is presented below. 1. Boundingmethodsshould bracket a root, if possible. 2. Goodinitial approximations are extremely important. 3. Closed domain methods are more robust than open domain methods because they keep the root bracketedin a closed interval. 4. Open domain methods, when they converge, generally converge faster than closed domainmethods. 5. For smoothly varying functions, most algorithms will always converge if the initial approximation is close enough. The rate of convergence of most algorithms can be determined in advance. 6. Many,if not most, problemsin engineering and science are well behavedand straightforward. In such cases, a straightforward open domainmethod,such as Newton’smethodpresented in Section 3.4.2 or the secant methodpresented in Section 3.4.3, can be applied without worrying about special cases and peculiar behavior. If problemsarise during the solution, then the peculiarities of the nonlinear equation and the choice of solution methodcan be reevaluated. 7. Whena problemis to be solved only once or a few times, the efficiency of the method is not of major concem. However, when a problem is to be solved manytimes, efficiency of the methodis of major concern. 8. Polynomials can be solved by any of the methods for solving nonlinear equations. However,the special techniques applicable to polynomials should be considered. 9. If a nonlinear equation has complexroots, that must be anticipated when choosing a method. 10. Analyst’s time versus computer time must be considered when selecting a method. 11. Blanket generalizations about root-finding methodsare generally not possible. Root-finding algorithms should contain the following features: 1. 2. 3. 4.



3.3



Anupper limit on the numberof iterations. If the methoduses the derivativef’(x), it should be monitoredto ensure that does not approach zero. A convergencetest for the changein the magnitudeof the solution, [xi+~ - xi[, or the magnitudeof the nonlinear function, [f(xi+l)[, must be included. Whenconvergenceis indicated, the final root estimate should be inserted into the nonlinear function f(x) to guarantee that f(x)= 0 within the desired tolerance. CLOSEDDOMAIN (BRACKETING) METHODS



Twoof the simplest methodsfor finding the roots of a nonlinear equation are: 1. 2.



Interval halving (bisection) False position (regula falsi)
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In these two methods,two estimates of the root whichbracket the root must first be found by the boundingprocess. The root, x = e, is bracketed by the two estimates. The objective is to locate the root to within a specified tolerance by a systematicprocedurewhile keeping the root bracketed. Methodswhich keep the root bracketed during the refinement process are called closed domain, or bracketing, methods. 3.3.1, Interval Halving (Bisection) Oneof the simplest methodsfor finding a root of a nonlinear equation is interval halving (also knownas bisection). In this method,twoestimates of the root, x = a to the left of the root and x = b to the right of the root, whichbracket the root, mustfirst be obtained, as illustrated in Figure 3.7, whichillustrates the twopossibilities withf’(x) > 0 andf(x) Theroot, x --- ~, obviouslylies betweena and b, that is, in the interval (a, b). Theinterval betweena and b can be halved by averaging a and b. Thus, c = (a + b)/2. There are now two intervals: (a, c) and (c, b). The interval containing the root, x = e, dependson value off(c). Iff(a)f(c) < 0, whichis the case in Figure 3.7a, the root is in the interval (a, c). Thus, set b = c and continue. Iff(a)f(c) > 0, whichis the case in Figure 3.7b, the root is in the interval (c, b). Thus, set a = c and continue. Iff(a)f(c) =O, is theroot. Terminatethe iteration. The algorithm is as follows:



C--



a+b 2



(3.6)



Iff(a)f(c)



< 0:



a = a and b = c



(3.7a)



Iff(a)f(c)



> 0:



a = c and b = b



(3.7b)



Interval halving is an iterative procedure.The solution is not obtained directly by a single calculation. Eachapplication of Eqs. (3.6) and (3.7) is an iteration. Theiterations continueduntil the size of the interval decreases belowa prespecified tolerance e~, that is, [bi - ai[ < el, or the value off(x) decreases belowa prespecified tolerance ez, that is, [f(ci)[ d wouldindicate that a discontinuity, not a root, is being found.



fix)



(a) Figure 3.7 Interval halving(bisection).



f(x)



(b)
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Nonlinear Equations Example 3.1. Interval halving (bisection).



Let’s solve the four-bar linkage problem presented in Section 3.1 for an input of e = 40 deg by interval halving. In calculations involving trigonometric functions, the angles must be expressed in radians. However, degrees (i.e., deg) are a more commonunit of angular measure. Consequently, in all of the examples in this chapter, angles are expressed in degrees in the equations and in the tabular results, but the calculations are performed in radians. Recall Eq. (3.5) with c~ = 40.0 deg: (3.8)



f(~b) = 35-cos(40.0) - ~ cos(qS) + !~ _ cos(40.0 - ~b) From the bounding procedure ~bb = 40.0 deg. From Eq. (3.8),



presented



in Section



3.2,



let



~a



=



30.0deg



and



f(~ba) =f(30.0) = ~cos(40.0) - ~cos(30.0) + ~ - cos(a0.0 = -0.03979719



(3.9a)



f(~bb) =f(40.0) = ~ cos(40.0) - ~ cos(no.o) + !~ _ cos(a0.0 = o. 19496296



(3.9b)



Thus, ~ba = 30.0 deg and ~bb = 40.0 deg bracket the solution. From Eq. (3.6), q~c



--



~a + ~b _



2



30.0 +40.0 _ 35.0 deg 2



(3.10)



Substituting q5c = 35.0 deg into Eq. (3.8) yields f(q~c) =/(35.0)



= ~ cos(40.0)



-~ cos(35.0)



+ ~ - cos(40.0 - 35.0) = (3.11)



Sincef(~a)f(c~c ) < O, ~b : ~9c for the next iteration and ~a remains the same. The solution is presented in Table 3.3. The convergence criterion is [q5a -~bg[ < 0.000001 deg, which requires 24 iterations. Clearly, convergence is rather slow. The results presented in Table 3.3 were obtained on a 13-digit precision computer. Table 3.3. Interval Halving (Bisection) i



~a, deg 1 2 3 4 5 6 7



22 23 24



f(~b,)



q~b, deg



f(~b)



~Pc,deg



f(qSc)



30.0 30.0 30.0 31.250 31.8750 31.8750 31.8750



-0.03979719 -0.03979719 -0.03979719 -0.01556712 -0.00289347 -0.00289347 -0.00289347



40.0 35.0 32.50 32.50 32.50 32.18750 32.031250



0.19496296 0.06599926 0.01015060 0.01015060 0.01015060 0.00358236 0.00033288



35.0 32.50 31.250 31.8750 32.18750 32.031250 31.953125



0.06599926 0.01015060 -0.01556712 -0.00289347 0.00358236 0.00033288 -0.00128318



32.015176 32.015178 32.015179 32.015180



-0.00000009 -0.00000004 -0.00000002 -0.00000001



32.015181 0.00000000 32.015181 0.00000000 32.015181 0.00000000



32.015178 32.015179 32.015180



-0.00000004 -0.00000002 -0.00000001
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The results in the table are roundedin the sixth digit after the decimal place. The final solution agrees with the exact solution presentedin Table3.1 to six digits after the decimal place. The interval halving (bisection) methodhas several advantages: 1. 2. 3.



The root is bracketed (i.e., trapped) within the boundsof the interval, so the methodis guaranteed to converge. The maximum error in the root is Ibn - an[. The number of iterations n, and thus the number of function evaluations, required to reduce the initial interval, (b0 -a0), to a specified interval, (bn - an), is given by



1 (bn - an) = ~ (bo - ao) since each iteration reduces the interval size by a factor of 2. Thus, n is given by 1 1 /’b° - a°’~



(3.12)



(3.13)



The major disadvantage of the interval halving (bisection) methodis that the solution converges slowly. That is, it can take a large numberof iterations, and thus function evaluations, to reach the convergencecriterion. 3.3.2.



False Position (Regula Falsi)



The interval-halving (bisection) method brackets a root in the interval (a, b) approximatesthe root as the midpointof the interval. In the false position (regula fals 0 method,the nonlinear functionf(x) is assumedto be a linear function g(x) in the interval (a, b), and the root of the linear function g(x), x = c, is taken as the next approximation of the root of the nonlinear function f(x), x = e. The process is illustrated graphically in Figure 3.8. This methodis also called the Bnear interpolation method. The root of the linear functiong(x), that is, x = c, is not the root of the nonlinearfunctionf(x).It is a false position (in Latin, regula falsi), which gives the methodits name. Wenowhave two intervals, (a, c) and (c, b). As in the interval-halving (bisection) method,the interval containingthe root of the nonlinearfunction f(x) is retained, as described in Section 3.3.1, so the root remains bracketed. The equation of the linear function g(x) is f(c) - f(b) _ g’(x) c-b



(3.14)



wheref(c) = 0, and the slope of the linear function g’(x) is given g’(x)



f(b)-f(a) b-a



(3.15)



Solving Eq. (3.14) for the ~¢alue of c whichgivesf(c) = 0 yields c = b f(b)



(3.16)
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f(x)’



g(xi~f(x)



Figure3.8 False position (regula falsi). Note thatf(a) and a could have been used in Eqs. (3.14) and (3.16) instead off(b) Equation (3.16) is applied repetitively until either one or both of the following two convergencecriteria are satisfied: Ib - al _< el



and/or



If(c)l _
 1.0. Consequently, this methodis not recommended. Newton’smethod, the secant method, and Muller’s methodall have a higher-order convergence rate (2.0 for Newton’smethod, 1.62 for the secant method, and 1.84 for Muller’s method). All three methodsconvergerapidly in the vicinity of a root. Whenthe derivative f’ (x) is difficult to determineor time consumingto evaluate, the secant method is more efficient. In extremely sensitive problems, all three methodsmaymisbehaveand require somebracketing technique. All three of the methodscan find complexroots simply by using complex arithmetic. The secant method and Newton’s method are highly recommended for finding the roots of nonlinear equations. 3.5



POLYNOMIALS



The methodsof solving for the roots of nonlinear equations presented in Sections 3.3 and 3.4 apply to any form of nonlinear equation. One very common form of nonlinear equation is a polynomial. Polynomialsarise as the characteristic equation in eigenproblems, in curve-fitting tabular data, as the characteristic equation of higher-order ordinary differential equations, as the characteristic equation in systems of first-order-ordinary differential equations, etc. In all these cases, the roots of the polynomialsmustbe determined. Several special features of solving for the roots of polynomials are discussed in this section. 3.5.1. Introduction The basic properties of 13olynomialsare presented in Section 4.2. The general form of an nth-degree polynomialis } Pn(x) = ao + alx + ~2x2 +...+ anx" [



(3.106)
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wheren denotes the degree of the polynomialand a0 to an are constant coefficients. The coefficients a0 to an maybe real or complex.The evaluation of a polynomialwith real coefficients and its derivatives is straightforward, using nested multiplication and synthetic division as discussed in Section 4.2. The evaluation of a polynomial with complex coefficients requires complexarithmetic. The fundamental theorem of algebra states that an nth-degree polynomial has exactly n zeros, or roots. The roots maybe real or complex.If the coefficients are all real, complexroots alwaysoccur in conjugate pairs. Theroots maybe single (i.e., simple) or repeated (i.e., multiple). The single roots of a linear polynomial can be determined directly. Thus, P~(x) = ax +



(3.107)



has the single root, x = e, given by



~ = --b



(3.108)



a



The two roots of a second-degreepolynomial can also be determined directly. Thus, Pz(x) = ax2 ÷ bx ÷ c = 0



(3.109)



has two roots, e~ and e2, given by the quadratic formula: -b±~ 0~1, ~2 ~



(3.110)



2a



Equation (3.110) yields two distinct real roots whenb2 > 4ac, two repeated real roots when b2 = 4ac, and a pair of complexconjugate roots whenb2 < 4ac. Whenb2 >> 4ac, Eq. (3.110) yields two distinct real roots whichare the sumand difference of two nearly identical numbers.In that case, a more accurate result can be obtained by rationalizing Eq. (3.110). Thus, x =



-b



± ~-~ 2a



- 4ac \-b



(-b



:T q:



~~ ~1



(3.111)



whichyields the rationalized quadratic formula: x =



2c



b±~



(3.112)



Exact formulas also exist for the roots of third-degree and fourth-degree polynomials,but they are quite complicatedand rarely used. Iterative methodsare used to find the roots of higher-degree polynomials. Descartes’rule of signs, whichapplies to polynomialshavingreal coefficients, states that the numberof positive roots of Pn(x) is equal to the numberof sign changes in the nonzero coefficients of Pn(x), or is smaller by an even integer. The numberof negative roots is found in a similar mannerby considering Pn(--X). For example, the fourth-degree polynomial P4(X) = -4 + 2x + 3x2 - 2x3 4+ x



(3.113)
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has three sign changesin the coefficients ofPn(x) and one sign changein the coefficients of Pn(-x)=-4- 2x + 3x2 + 2x3 +xz. Thus, the polynomial must have either three positive real roots and one negative real root, or one positive real root, one negative real root, and two complexconjugate roots. The actual roots are -1, 1, 1 + I1, and 1 -I1, where I = ~-~. The roots of high-degreepolynomialscan be quite sensitive to small changes in the values of the coefficients. In other words, high-degreepolynomialscan be ill-conditioned. Considerthe factored fifth-degree polynomial: Ps(x) = (x ~ 1)(x - 2)(x - 3)(x -



(3.114)



which has five positive real roots, 1, 2, 3, 4, and 5. ExpandingEq. (3.114) yields the standard polynomial form: Ps(x) = -120 + 274x - 225xz + 85x3 - 15x4 5+ x



(3.115)



Descartes’rule of signs showsthat there are either five positive real roots, or three positive real roots and two complexconjugate roots, or one positive real root and two pairs of complexconjugate roots. To illustrate the sensitivity of the roots to the values of the coefficients, let’s changethe coefficient of xz, whichis 225, to 226, whichis a change of only 0.44 percent. The five roots are now 1.0514 .... 1.6191 .... 5.5075 .... 3.4110... ÷I1.0793 .... and 3.4110...- I1.0793 .... Thus, a change of only 0.44 percent in one coefficient has madea major changein the roots, including the introduction of two complexconjugate roots. This simple exampleillustrates the difficulty associated with finding the roots of high-degree polynomials. Oneprocedurefor finding the roots of high-degreepolynomialsis to find one root by any method,then deflate the polynomialone degree by factoring out the knownroot using synthetic division, as discussed in Section 4.2. Thedeflated (n - 1)st-degree polynomial then solved for the next root. This procedure can be repeated until all the roots are determined. The last two roots should be determinedby applying the quadratic formula to the Pz(x) determined after all the deflations. This procedure reduces the work as the subsequentdeflated polynomialsare of lower and lower degree. It also avoids converging to an already convergedroot. The majorlimitation of this approachis that the coefficients of the deflated polynomialsare not exact, so the roots of the deflated polynomialsare not the precise roots of the original polynomial.Eachdeflation propagates the errors moreand more,so the subsequentroots becomeless and less accurate. This problemis less serious if the roots are foundin order fromthe smallest to the largest. In general, the roots of the deflated polynomialsshould be used as first approximationsfor those roots, whichare then refined by solving the original polynomialusing the roots of the deflated polynomialsas the initial approximationsfor the refined roots. This process is knownas root polishing. Thebracketing methodspresented in Section 3.3, interval halving and false position, cannot be used to find repeated roots with an evenmultiplicity, since the nonlinear function f(x) does not changesign at such roots. The first derivativef’(x) does changesign at such roots, but using ft(x) to keep the root bracketed increases the amountof work. Repeated roots with an odd multiplicity can be bracketed by monitoringthe sign off(x), but even this case the open methodspresented in Section 3.4 are more efficient. Three of the methodspresented in Section 3.4 can be used to find the roots of polynomials: Newton’smethod, the secant method, and Muller’s method. Newton’smethod for polynomialsis presented in Section 3.5.2, whereit is applied to find a simple root, a multiple root, and a pair of complexconjugate roots.
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Thesethree methodsalso can be used for finding the complexroots of polynomials, provided that complexarithmetic is used and reasonably good complexinitial approximations are specified. Complexarithmetic is straightforward on digital computers. However, complexarithmetic is tedious whenperformedby hand calculation. Several methodsexist for extracting complexroots of polynomials that have real coefficients which do not require complex arithmetic. Amongthese are Bairstow’s method, the QD(quotientdifference) method[see Henrici (1964)], and Graeffe’s method[see Hildebrand (1956)]. The QDmethod and Graeffe’s method can find all the roots of a polynomial, whereas Bairstow’s methodextracts quadratic factors which can then be solved by the quadratic formula. Bairstow’s methodis presented in Section 3.5.3. These three methodsuse only real arithmetic. Whena polynomial has complex coefficients, Newton’s method or the secant method using complex arithmetic and complex initial approximations are the methods of choice. 3.5.2.



Newton’s method



~Newton’smethodfor solving for the root, x = ~, of a nonlinear equation, f(x) = 0, is presented in Section 3.4. Recall Eq. (3.55): xi+ 1 = x i -~



(3.116)



Equation(3.116) will be called Newton’sbasic methodin this section to differentiate from two variations of Newton’smethodwhich are presented in this section for finding multiple roots. Newton’sbasic methodcan be used to find simple roots of polynomials, multiple roots of polynomials(wherethe rate of convergencedrops to first order), complex conjugate roots of polynomialswith real coefficients, and complexroots of polynomials with complexcoefficients. The first three of these applications are illustrated in this section. 3.5.2.1. Newton’s Method for Simple Roots. Newton’sbasic methodcan be applied directly to find simple roots of polynomials. Generally speaking, f(x) and f’(x) should be evaluated by the nested multiplication algorithm presented in Section 4.2 for maximum efficiency. No special problems arise. Accurate initial approximations are desirable, and in somecases they are necessary to achieve convergence. Example3.7. Newton’s methodfor simple roots. Let’s apply Newton’s basic method to find the simple root of the following cubic polynomial in the neighborhood ofx = 1.5: f(x) = P3(x) 3 - 3x2 +4x - 2 = 0



(3.117)



Newton’sbasic methodis given by Eq. (3.116). In this example, f(xi) and f’(xi) will be evaluated directly for the sake of clarity. The derivative off(x),f’(x), is given by the second-degree polynomial: f’(x) = P2(x)



=



3x~ - 6x + 4



(3.118)
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Table 3.10. Newton’sMethodfor Simple Roots f (xi)



xi 1.50 1.142857 1.005495 1.000000 1.000000



ft (xi)



0.6250 0.14577259 0.00549476 0.00000033 0.00000000



1.750 1.06122449 1.00009057 1.00000000



xi+ 1 1.142857 1.005495 1.000000 1.000000



f(x~+l) 0.14577259 0.00549467 0.00000033 0.00000000



Let x1 = 1.5. Substituting this value into Eqs. (3.117) and (3.118) gives f(1.5) = 0.6250 andf’(1.5) = 1.750. Substituting these values into Eq. (3.116)



X2 = Xl



f(xl) f’(Xl)



--



1.5 0.6250 1.142857 1.750



(3.119)



Theseresults and the results of subsequent iterations are presented in Table 3.10. Four iterations are required to satisfy the convergencetolerance, IXi+l - xil < 0.000001. Newton’s method is an extremely rapid procedure for finding the roots of a polynomialif a reasonableinitial approximationis available.



3.5.2.2. Polynomial Deflation The remainingroots of Eq. (3.117) can be found in a similar mannerby choosing different initial approximations.Analternate approachfor finding the remainingroots is to deflate the original polynomialby factoring out the linear factor correspondingto the knownroot and solving for the roots of the deflated polynomial. Example3.8. Polynomial deflation Let’s illustrate polynomialdeflation by factoring out the linear factor, (x,- 1.0), fromEq. (3.117). Thus, Eq" (3.117) becomes P3(x) )= (x- 1.O)Q2(x



(3.120)



The coefficients of the deflated polynomial Q2(x) can be determined by applying the synthetic division algorithm presented in Eq. (4.26). Recall Eq. (3.117): P3 (x) = 3 -3x2 + 4x- 2



(3.121)



ApplyingEq. (4.26) gives b3 = a3 = 1.0 be = a2 + xb 3 = -3.0 + (1.0)(1.0) = bl = a1 + xb2 = 4.0 + (1.0)(-2.0) =



(3.122.3) (3.122.2) (3.122.1)



Thus, Qz(x) is given by x2 - 2.0x + 2.0 = 0



(3.123)
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Equation(3.123) is the desired deflated polynomial. Since Eq. (3.123) is a second-degree polynomial, its roots can be determinedby the quadratic formula. Thus, x =



-b ± v~- 4a¢ -(-2.0) = 2a



+ V/(-2.0) 2 - 4.0(1.0)(2.0) 2(1.0)



(3.124)



whichyields the complexconjugate roots, ~1,2 = 1 4- I1. 3.5.2.3. Newton’s Methodfor Multiple Roots Newton’smethod, in various forms, can be used to calculate multiple real roots. Ralston and Rabinowitz(1978) showthat a nonlinear functionf(x) approacheszero faster than derivativef’(x) approaches zero. Thus, Newton’sbasic methodcan be used, but care must be exercised to discontinue the iterations as f’(x) approacheszero. However,the rate of convergencedrops to first-order for a multiple root. Twovariations of Newton’smethod restore the second-order convergenceof the basic method: 1. 2.



Including the multiplicity rn in Eq. (3.116) Solving for the root of the modified function, u(x) =f(x)/f’(x)



Thesetwo variations are presented in the following discussion. First consider the variation whichincludes the multiplicity rn in Eq. (3.116): rn f(xi) Xi+



1



Xi



--



~



(3.125)



Equation(3.125) is in the general iteration form, xi+1 = g(xi). Differentiating g(x) and evaluating the result at x = ~ yields g’(~) = 0. Substituting this result into Eq. (3.50) showsthat Eq. (3.125) is convergent. Further analysis yields



g"(~)



(3.126)"



ei+~ = Tei



where ~ is betweenxi and ~, which showsthat Eq. (3.125) converges quadratically. Next consider the variation where Newton’sbasic methodis applied to the function



.(x): f(x) .(x) -~’(x)



(3.127)



If f (x) has rn repeated roots, f(x) can be expressedas



f (x) =(x - ~)mh(x)



(3.128)



where the deflated function h(x) does not have a root at x = e, that is, h(7)¢ Substituting Eq. (3.128) into Eq. (3.127) gives (x -- r)mh(x)



u(x) m(x- ~)m-lh(x)+(x - ~)mg’(x)



(3.129)



which yields



(x - ~)h(x)



u(x) -- mh(x)+ (x - ~z)g/(x)



(3.130)
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Equation(3.130) showsthat u(x) has a single root at x = ~. Thus, Newton’sbasic method, with second-order convergence, can be applied to u(x) to give (3.131) Differentiating Eq. (3.127) gives



u’(x)f’(x)f’(x) -f(x)f (x 2If ’(x)]



(3.132)



Substituting Eqs. (3.127) and (3.132) into Eq. (3.131) yields an altemate form Eq. (3.131): f(xi)f’(xi) Xi+1 = Xi i) -- [f,(xi)]2 -- f(xi)f"(X



(3.133)



The advantageof Eq. (3.133) over Newton’sbasic methodfor repeated roots is that Eq. (3.133) has second-order convergence. There are several disadvantages. There is additional calculation for f"(x;). Equation(3.133) requires additional effort to evaluate. Round-offerrors maybe introduced due to the difference appearing in the denominatorof Eq. (3.133). This methodcan also be used for simple roots, but it is less efficient than Newton’sbasic methodin that case. In summary,three methodsare presented for evaluating repeated roots: Newton’s basic method(which reduces to first-order convergence), Newton’sbasic methodwith the multiplicity m included, and Newton’sbasic methodapplied to the modified function, u(x) =f(x)/f’(x). These three methodscan be applied to any nonlinear equation. Theyare presented in this section devoted to polynomialssimply because the problemof multiple roots generally occurs morefrequently for polynomialsthan for other nonlinear functions. The three techniques presented here can also be applied with the secant method,although the evaluation of f"(x) is more complicated in that case. These three methods are illustrated in Example3.9. Example3.9. Newton’s methodfor multiple roots. Three versions of Newton’smethodfor multiple roots are illustrated in this section: 1. Newton’sbasic method. 2. Newton’sbasic methodincluding the multiplicity m. 3. Newton’sbasic methodapplied to the modified function, u(x) =f(x)/f’(x). Thesethree methodsare specified in Eqs. (3.116), (3.125), and (3.133), respectively, are repeated below: Xi+ 1 = Xi



f(xi) f,(xi) f(xi)



(3.134) (3.135)
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wheremis the multiplicity of the root, and Xi+ 1 = Xi



u(xi) f (xi) f’ (xi) U’(Xi) -- i [f,(xi)]2



(3.136)



where u(x)=f(x)/f’(x) has the same roots as f(x). Let’s solve for the repeated root, r = 1, 1, of the following third-degree polynomial: f(x) = P3(x) = (x + 1)(x - 1)(x f(x) =x3 -x z -x+ 1 = 0



(3.137) (3.138)



FromEq. (3.138), f (x) = ~ - 2x- 1 f"(x) = 6x -



(3.139) (3.140)



Let the initial approximation be x1 = 1.50. From Eqs. (3.138) (3.140), f(1.50) = 0.6250,f’(1.50) = 2.750, and f"(1.5) = 7.0. Substituting these values Eqs. (3.134) to (3.136) gives 0.6250 x2 = 1.5 2.750 -- 2.272727



(3.141)



x2 = 1.5 -2.0 0.6250 2.750 - 1.045455



(3.142)



(0.6250)(2.750) x2 = 1.5 - (2.750)2 _ (0.6250)(7.0) - 0.960784



(3.143)



Theseresults and the results of subsequentiterations required to achieve the convergence tolerance, IAxi+ll < 0.000001, are summarizedin Table 3.1 I. Newton’sbasic methodrequired 20 iterations, while the two other methodsrequired only four iterations each. The advantage of these two methodsover the basic methodfor repeated roots is obvious. 3.5.2.4.



Newton’s Method for Complex Roots



Newton’s method, the secant method, and Muller’s method can be used to calculate complex roots simply by using complex arithmetic and choosing complex initial approximations. Bracketing methods, such as interval halving and false position, cannot be used to find complexroots, since the sign off(x) generally does not changesign at a complexroot. Newton’smethodis applied in this section to find the complex conjugate roots of a polynomialwith real coefficients. Example3.10. Newton’s method for complex roots. The basic Newton method can find complex roots by using complex arithmetic choosing a complexinitial approximation. Consider the third-degree polynomial:



and



f(x) = P3(x) = (x- 1)(x- 1 -II)(x-



(3.144)



f(x) = x3 - 3xz + 4x - 2 = 0



(3.145)
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Table 3.11. Newton’s Method for Multiple Real Roots Newton’sbasic method, Eq, (3.134) i



xi



f(xi)



f(Xi+I)



Xiq_ 1



1 2 3



1.50 1.272727 1.144082



0.6250 0.16904583 0.04451055



1.272727 1.144082 1.074383



0.16904583 0.04451055 0.01147723



19 20



1.000002 1.000000 1.000001



0.00000000 0.00000000 0.00000000



1.000001 1.000001



0.00000000 0.00000000



Newton’smultiplicity method, Eq. (3.135), with m= i



X i



f(xi)



1.50 1.045455 1.005000 1.000000 1.000000



Xi+ 1



0.6250 0,00422615 0.00000050 0.00000000 0.00000000



f(Xi+l)



1.045455 1.00500 1.000000 1.000000



0.00422615 0,00000050 0.00000000 0.00000000



Newton’smodified method, Eq. (3.136) Xi



f(xi)



1.50 0.960784 0.999600 1.000000 1.000000



f(xi+l)



Xi+l



0.6250 0.00301543 0.00000032 0.00000000 0.00000000



0.960784 0.999600 1.000000 1.000000



0.00301543 0.00000032 0.00000000 0.00000000



Table 3.12. Newton’s Method for Complex Roots xi 0.500000 + 10.500000 2.000000+I1.000000 1.400000 + I0.800000 1.006386+10.854572 0.987442+11.015093 0.999707 + 10.999904 1.000000+I1.000000 1.000000÷I1.000000



f(xi) 1.75000000 - I0.25000000 1.00000000+17.00000000 0.73600000+11.95200000 0.53189072 + I0.25241794 -0.03425358 - 10.08138309 0.00097047 - 10.00097901 -0.00000002 +I0.00000034 0.00000000 + I0.00000000



-1.00000000 + 10.50000000 5.00000000 + I10.00000000 1.16000000 + I5.12000000 -1.16521249 - 13.45103149 -2.14100172 - 13.98388821 -2.00059447 - 13.99785801 -1.99999953 -I4.00000030



The roots of Eq. (3.144) are r = 1, 1 + I1, and 1 - I1. Let’s find the complex root r = 1 + I1 starting with x~ = 0.5 + I0.5. The complex arithmetic was performed by a FORTRAN program for Newton’s method. The results are presented in Table 3.12.
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3.5.3.



Bairstow’s Method



A special problemassociated with polynomialsPn(x) is the possibility of complexroots. Newton’smethod, the secant method, and Muller’s methodall can find complexroots if complexarithmetic is used and complexinitial approximationsare specified. Fortunately, complex arithmetic is available in several programminglanguages, such as FORTRAN. However,hand calculation using complexarithmetic is tedious and time consuming.When polynomials with real coefficients have complexroots, they occur in conjugate pairs, which corresponds to a quadratic factor of the polynomial Pn(x). Bairstow’s method extracts quadratic factors from a polynomial using only real arithmetic. The quadratic formula can then be used to determine the corresponding pair of real roots or complex conjugateroots. Consider the general nth-degree polynomial, Pn(x): xn-1 ÷... q- -a Pn(x) = xn ÷ an_l (3.146) 0 Let’s factor out a quadratic factor from Pn(x). Thus, Pn(x) = ~ - rx- s )Qn_2(x) ÷ remainder (3.147) This form of the quadratic factor (i.e., 2 -rx- s ) is generally specified. Per forming the division of P,(x) by the quadratic factor yields P~(x) = 2 - rx - s



)( xn-2 ÷ b~_lx n-3 +-..



÷ b3x ÷



b~) + remain der



(3.148)



where the remainder is given by Remainder= b1 (x - r) + 0 (3.149) Whenthe remainder is zero, (x2 - rx - s) is an exact factor of Pn(x). The roots of the quadratic factor, real or complex,can be determinedby the quadratic formula. For the remainderto be zero, both b~ and b0 must be zero. Both b~ and bo dependon both r and s. thus, bl = bl(r, s)



and



(3.150) o =bo(r, s) Thus, we have a two-variable root-finding problem. This problem can be solved by Newton’smethodfor a system of nonlinear equations, which is presented in Section 3.7. Expressing Eq. (3.150) in the form of two two-variable Taylor series in terms Ar = (r* - r) as As -- (s* - s), where r* and s* are the values of r and s which yield bI =b 0=0,gives 0



b~(r*, s*) = b~ + Ob~Ar + Ob~As + .... Or Os Obo. . + Obo. bo(r*, s*) =. OO~-rar ~-s as + ....



0



(3.151a) (3.151b)



wherehi, b0, and the four partial derivatives are evaluatedat point (r, s). TruncatingEq. (3.151) after the first-order terms and solving for Ar and As gives Ob1 . , Ob~ Or zar +-~s As = -b~



(3.152)



Ob° Ar Ob° Or ÷ ~-s As = "b°



(3.153)
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Equations (3.152) and (3.153) can be solved for Ar and As by Cramer’s rule or Gauss elimination. All that remains is to relate b1, b0, and the four partial derivatives to the coefficients of the polynomialPn(x), that is, ai (i = O, 1,2 ..... n). Expandingthe right-hand side of Eq. (3.148), including the remainder term, and comparingthe two sides term by term, yields bn = n a



(3.154.n)



an_1 qn rb



(3.154n-1)



bn_2 = an_2 + rbn_1 + n sb



(3.154n-2)



bn_1 =



b1 = at + rbz + 3 sb



(3.154.1)



bo = ao + 2¯ rbl + sb



(3.154.0)



Equation (3.154) is simply the synthetic division algorithm presented in Section 4.2 applied for a quadratic factor. The four partial derivatives required in Eqs. (3.152) and (3.153) can be obtained differentiating the coefficients bi (i = n, n- 1 ..... b~, bo), with respect to r and s, respectively. Since each coefficient bi contains bi+ 1 and bi+~, we must start with the partial derivatives of bn 0. and work our waydownto the partial derivatives of b~ and b Bairstowshowedthat the results are identical to dividing Qn_2(x)by the quadratic factor, (x2 - rx - s), using the synthetic division algorithm. The details are presented by Gerald and Wheatley(1999). The results are presented below.



Cn-1 =bn- 1 ~- rCn Cn_ 2 -= bn_2 q- rcn_1 q- scn b2 + rc 3 + SC 4 c~=b~+rc 2+so3



(3.155.n) (3.155.n-1) (3.155n-2) (3.155.2) (3.155.1)



C2 =



The required partial derivatives are given by Ob 1 Or



c2



Ob~o= Or c l



and and



Ob~ -3Os = c



(3.156a)



Obo ~-s c2



(3.156b)



Thus, Eqs. (3.152) and (3.153) become 6’2 Ar + c3 As =



-b 1



C~ Ar+c2 As 0 = -b



I



(3.157a) (3.157b)
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where Ar = (r* - r) and As = (s* - s). Thus, ri+ 1 = r i + Ar i



(3.158a)



Si+1 = Si ~i AS



(3.158b)



Equations (3.157) and (3.158) are applied repetitively until either one or both of followingconvergencecriteria are satisfied: [Ari[ _< eI



and



[(bl)i+ 1 - (bl)i[



IASi[



< 52




(xx~)(l X2 --X 1



x~ ~=~(~°~ ~,~ =~(4 x~ °~



(a)



J



O) ~--f,~ = fl



x~ ~



~o~



~



fl~) (x-x~),¯,0) 2 -(x_x~) fl2) = X3 -X 1
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=~ (x-x~)~-(x-x.)~l f~3)



(c) Figure 4.6 Neville’s method.(a) First set of linear interpolations. (b) Secondset of linear interpolation.(c) Thirdset of linear interpolations as illustrated in Figure 4.6a. This creates a columnof n - 1 values off (L). A second (1) columnof n -2 values off/(2) is obtained by linearly interpolating the columnoff values. Thus, f/(2) ~--- (1) (X -- xi)fi(+ll -- (X -- Xi+2)fi Xi+2 -i X



(4.54)



(3) whichis illustrated in Figure 4.6b. This process is repeated to create a third columnoff values, as illustrated in Figure4.6c, and so on. Theformof the resulting table is illustrated in Table4.1. It can be shownby direct substitution that each specific value in Table4.1 is identical to a Lagran~epolynomialbasedon the data points used to calculate the specific value. For example, f~’) is identical to a second-degreeLagrangepolynomial based on points 1, 2, and 3. The advantage of Neville’s algorithm over direct Lagrangepolynomialinterpolation is nowapparent. The third-degree Lagrangepolynomialbased on points 1 to 4 is obtained simplyby applyingthe linear interpolation formula, Eq. (4.52), to (2) and f2(2) toobtain
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PolynomialApproximation andInterpolation Table 4.1. Table for Neville’s Algorithm



Xl



J



,c(o) I (1) fl fl(2) ] f3(1)



X3 X4



f(O) AO) I J4 I



f~(3). Noneof the prior workmust be redone, as it wouldhave to be redone to evaluate third-degree Lagrangepolynomial.If the original data are arrangedin order of closenessto the interpolation point, each value in the table, f(n), represents a centeredinterpolation. Example4.4. Neville’s algorithm. Consider the four data points given in Example4.3. Let’s interpolate for f(3.44) using linear, quadratic, and cubic interpolation using Neville’s algorithm. Rearrangingthe data in order of closeness to x = 3.44 yields the following set of data:



x 3.40 3.50 3.35 3.60



f~ 0.294118 0.285714 0.298507 0.277778 ApplyingEq. (4.52) to the values offi (°) gives



f, n + 1 points, [xi,f(xi)], determine the least squares nth-degree polynomialthat best fits the data points, as discussed in Section 4.10.3.



After the approximatingpolynomialhas been fit, the derivatives are determinedby differentiating the approximatingpolynomial. Thus, f’(x) ~- Pin(x) = t +2azx -+- 3a3x2 +... (5.7a) f"(x) ~- P~(x) = 2 + 6a3x +... (5.7b) Equations(5.7a) and (5.7b) are illustrated in Example 5.2.2. Lagrange Polynomials The second procedure that can be used for both unequally spaced data and equally spaced data is based on differentiating a Lagrangepolynomial.For example,consider the seconddegree Lagrangepolynomial, Eq. (4.45): (x - b)(x - c) ,,~ (x- a )( x - c (x - a)(x - b) Pz(x) - (a - b)(a - Jta) ÷ (ba)( b - c f( b) + (c - a)(c ~f(c)



(5.8)



Differentiating Eq. (5.8) yields: f’(x) ~_ Uz(X) - 2x - (b + c) r~ 2x- ( a + c (a - b)(a - c)Jta) -+ (b - a)(b



2x- (a ÷ b) ,~ f ( b ) -t ~~-a~c----~)J t (5.9a)



Differentiating Eq. (5.9a) yields: f"(x)



~_ P’2’(x) = 2f(a) ~ 2/(b) + 2f(c) (a - b)(a - c) (b - a)(b - c) (c -



(5.9b)



Equations(5.9a) and (5.9b) are illustrated in Example 5.2.3. Divided Difference Polynomials The third procedure that can be used for both unequally spaced data and equally spaced data is based on differentiating a divided difference polynomial,Eq. (4.65): P,(x) ----f(°)+(x xo)f}l) +( x - Xo)(X - xl)flz) +( x - Xo)(X - xz)f} 3) +... (5.10)
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Differentiating Eq. (5.10) gives f’(x)



~- Pln(X =f/(1) )



[2x - (x0 + Xl)]f/(2) (3) + [3X2 -- 2(X0 -q- x1 + Xz)Xq- (X0X 1 + XoX 2 -It XlXz)]fi +... .q_



(5.1 la)



Differentiating Eq. (5.1 la) gives



f"(x)--- =2fi(2) + [6x- 2(xo+xl+ x2)]f,.(3) +...



(5.1l b)



Equations(5.10a) and (5.10b) are illustrated in Example Example5.1. Direct fit,



Lagrange, and divided difference polynomials.



Let’s solve the exampleproblempresented in Section 5.1 by the three procedurespresented above. Considerthe following three data points: x 3.4 3.5 3.6



f~) 0.294118 0.285714 0.277778



First, fit the quadratic polynomial,P2(x) =ao + a~x+ a2x2, to the three data points: 0.294118= ao + a1 2(3.4) + 42(3.4) (5.124) 0.285714= ao + aI 2(3.5) + 42(3.5) (5.12b) 2 a2(3.6) 0.277778 = ao + a1(3.6) + (5.12c) Solving for a0, al, and a 2 by Gauss elimination gives a o = 0.858314, a~ = -0.245500, and a2 = 0.023400.Substituting these values into Eqs. (5.7a) and (5.7b) and evaluating x = 3.5 yields the solution for the direct fit polynomial: P~(3.5) = -0.245500 + (0.04680)(3.5) = -0.081700



(5.12d)



P’2’(x) = 0.046800



(5.12e)



Substituting the tabular values into Eqs. (5.9a) and (5.9b) and evaluating at x = yields the solution for the Lagrangepolynomial: 2(3.5) - (3.5 + 3.6) P~(3.5) = (~ ~-.5)~-.4----~.-.-~)tu.zv 411-" ~) + 2(3.5) (~ ~-3~-4)-~.~ - (3.4 + ~3.6) ~.~)(0.285714) -t



2(3.5)-- (3.4+ 3.5) (3.6 - 3.4)(3.6 - 3.5)



(0.277778) =



-0.081700



(5.13a)



2(0.277778) 2(0.294118) 2(0.285714) P~’(3.5) = (3.4 - 3.5)(3.4 - 3.6) t (3.5 - 3.4)(3.5 ÷ (3.6 - 3.4)(3.6 - 3.5) = 0.046800



(5.13b)



A divided difference table mustbe constructed for the tabular data to use the divided difference polynomial. Thus,



NumericalDifferentiation andDifferenceFormulas



3.4



0.294118



3.5



0.285714



3.6



0.277778
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-0.084040 0.023400



-0.079360



Substituting these values into Eqs. (5.1 la) and (5.1 lb) yields the solution for the divided difference polynomial: P~(3.5) = -0.084040 + [2(3.5) - (3.4 ÷ 3.5)](0.023400) = -0.081700 U~’(3.5) = 2(0.023400) = 0.046800



(5.14b)



The results obtainedby the three proceduresare identical since the samethree points are used in all three procedures. The error in f’(3.5) is Error =f’(3.5)-P~(3.5)= -0.081700- (-0.081633)=-0.000067, and the error in ftt(3.5) is Error =f"(3.5)P~’(3.5) -- 0.046800 - (0.046647) = 0.000153.



5.3



EQUALLY SPACED DATA



Whenthe tabular data to be differentiated are knownat equally spaced points, the Newton forward-difference and backward-differencepolynomials, presented in Section 4.6, can be fit to the discrete data with muchless effort than a direct fit polynomial, a Lagrange polynomial,or a divided difference polynomial.This can significantly decrease the amount of effort required to evaluate derivatives. Thus,



(5.15)



f’(x)="~ ~ (Pn(x)) =



where Pn(x) is either the Newtonforward-difference or backward-differencepolynomial. 5.3.1.



NewtonForward-Difference Polynomial



Recall the Newtonforward-difference polynomial, Eq. (4.88): p,(x)=fo+sAfo+~_A2fo_ 2)A3fo +... ~ s(s-1)(s6 Err°r=(S) hn+lf(n+l)(~)n+l



x° < ~ .n + 1 sets of discrete data, [xi,f(xi)], determine the least squares nth-degreepolynomialthat best fits the data points, as discussed in Section 4.10.



NumericalIntegration 3.
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Given a knownfunction f(x) evaluate f(x) at N discrete points and fit a polynomialby an exact fit or a least squares fit.



After the approximatingpolynomialhas been fit, the integral becomes I =



dx ~ Pn(x)



(6.6)



Substituting Eq. (6.5) into Eq. (6.6) and integrating yields I= aox +al-~+a2-~+...



(6.7) a



Introducingthe limits of integration and evaluatingEq. (6.7) gives the value of the integral. Example6.1. Direct fit polynomial Let’s solve the exampleproblempresented in Section 6.1 by a direct fit polynomial.Recall: I = - dx ~- Pn(x) J3.l



X



(6.8)



,1



Considerthe following three data points from Figure 6.1:



x 3.1 3.5 3.9



f~ 0.32258065 0.28571429 0.25641026



Fit the quadratic polynomial, Pz(x)= ao + alx-I-a2 x2, to the three data points by the direct fit method: 2+ a1(3.1) + a2(3.1) 2+ a~(3.5) + a2(3.5) 0.25641026= ao 2+ a~(3.9) + a2(3.9) 0.32258065= ao 0.28571429= ao



Solving for ao, al, and a2 by Gauss elimination gives ~ Pz(x) = 0.86470519 - 0.24813896x + 0.02363228x



(6.9a) (6.9b) (6.9c)



(6.10)



Substituting Eq. (6.10) into Eq. (6.8) and integrating gives I = [(0.86470519)x + ½ (-0.24813896)x2 + ½ (0.02363228)x31331~



(6.11)



Evaluating Eq. (6.11) yields li = 0.22957974 I The error is Error = 0.22957974 - 0.22957444 = 0.00000530.



(6.12)
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Chapter6 NEWTON-COTES FORMULAS



The direct fit polynomialprocedurepresented in Section 6.2 requires a significant amount of effort in the evaluation of the polynomial coefficients. Whenthe function to be integrated is knownat equally spaced points, the Newtonforward-difference polynomial presented in Section 4.6.2 can be fit to the discrete data with muchless effort, thus significantly decreasing the amountof effort required. The resulting formulas are called Newton-Cotes formulas. Thus, I



:



X)



dx



~ Pn(x)



dx



(6.13)



where Pn(x) is the Newtonforward-difference polynomial, Eq. (4.88): P,(x) :fo +s Afo + ~ Azf0 +s(s - l)(s -° 2)A3f 6 +’" +s(s- 1)(s-



2)...Isn! wherethe interpolating parameter s is given by X -- X



s-- 0h



~ x = x o + sh



1)] Anj~+ Error



(6.14)



(6.15)



and the Error term is Err°r=( s hn+’f(n+O(~)n +



x° 2.0, the numericalsolution oscillates about the exact asymptoticsolution in an unstable mannerthat growsexponentially without bound. This is numerical instability. Consequently,the explicit Euler methodis conditionally stable for this ODE,that is, it is stable only for At < 2.0. The oscillatory behavior for 1.0 < At < 2.0 is called overshoot and must be avoided. Overshootis not instability. However,it does not modelphysical reality, thus it is unacceptable.The step size At generally must be 50 percent or less of the stable step size to avoid overshoot. Solving Eq. (7.77) by the implicit Euler methodgives the following FDE: Y,+I = Yn + Atfn+l



=



Yn + At(-yn+~)



(7.81)



Since Eq. (7.81) is linear in Y,+I, it can be solved directly for Y,+I to yield Yn+l --



1 + At Y" I



-2 Figure7.11 Behaviorof the explicit Euler method.



(7.82)
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/-&t = 1.0 ~ /-At = 2.0 ~ /-~t = 3.0 =Z",~"’,,,,~"-,,.,~ 0.5 /-~t = 4.0



Timet Figure7.12 Behaviorof the implicit Euler method. Solutions of Eq. (7.82) for several values of At are presentedin Figure 7.12. Thenumerical solutions behave in a physically correct manner(i.e., decrease monotonically) for all values of At. This is unconditional stability, which is the main advantage of implicit methods. The error increases as At increases, but this is an accuracy problem, not a stability problem. Stability is discussed in moredetail in Section 7.6. 7.5.4



Summary



The two first-order Euler methodspresented in this section are rather simple single-point methods(i.e., the solution at point n ÷ 1 is basedonly on values at point n). Moreaccurate (i.e., higher-order) methodscan be developedby samplingthe derivative function, f(t, y), at several locations between point n and point n ÷ 1. Onesuch method, the Runge-Kutta method, is developed in Section 7.7. Moreaccurate results also can be obtained by extrapolating the results obtained by low-order single-point methods. One such method, the extrapolated modified midpoint method, is developed in Section 7.8. Moreaccurate (i.e., higher-order) methodsalso can be developed by using more knownpoints. Such methods are called multipoint methods. One such method, the Adams-Bashforth-Moulton methodis developedin Section 7.9. Before proceeding to the more accurate methods, however, several theoretical concepts need to be discussed in more detail. These concepts are consistency, order, stability, and convergence.



7.6



CONSISTENCY, ORDER, STABILITY,



AND CONVERGENCE



There are several important concepts which must be considered when developing finite difference approximationsof initial-value differential equations. Theyare (a) consistency, (b) order, (c) stability, and (d) convergence.Theseconcepts are defined and discussed this section. A FDEis consistent with an ODEif the difference betweenthem(i.e., the truncation error) vanishes as At -~ 0. In other words, the FDEapproaches the ODE. The order of a FDEis the rate at whichthe global error decreases as the grid size approaches zero.
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A FDEis stable if it producesa boundedsolution for a stable ODE and is unstable if it produces an unboundedsolution for a stable ODE. A finite difference methodis convergentif the numericalsolution of the FDE(i.e., the numerical values) approaches the exact solution of the ODEas At ~ 0. 7.6.1 Consistency and Order All finite difference equations (FDEs) must he analyzed for consistency with the differential equation which they approximate. Consistency analysis involves changing the FDEback into a differential equation and determining if that differential equation approachesthe exact differential equation of interest as At --~ 0. This is accomplishedby expressing all terms in the FDEby a Taylor series having the samebase point as the FDE. This Taylor series is an infinite series. Thus, an infinite-order differential equation is obtained. This infinite-order differential equation is called the modified differential equation (MDE).The MDE is the actual differential equation whichis solved by the FDE. Letting At --~ 0 in the modified differential equation (MDE)yields a finite-order differential equation. If this finite order differential equation is identical to the exact differential equation whosesolution is desired, then the FDEis a consistent approximation of that exact differential equation. The order ofa FDEis the order of the lowest-order terms in the modifieddifferential equation (/VIDE). Example7.4. Consistency and order analysis of the explicit Euler FDE As an example, consider the linear first-order ODE: ~’ + c~5= F(t)



(7.83)



The explicit Euler FDEis: (7.84)



Yn+l = Yn + A~ Substituting Eq. (7.83) into Eq. (7.84) gives



(7.85)



Yn+l= Yn -- °~hyn+ hFn



whereh = At. Let grid point n be the base point, and write the Taylor series for yn+l, the approximatesolution. Thus, I 3 Yn+~=Yn+hY’ln+½h2y"ln+~hY



ttt



In+""



(7.86)



Substituting Eq. (7.86) into Eq. (7.85) gives y [~ + .... Yn + hy’in +12h2. yt/, ~ +1 gh 3 ttt



Yn - ~hYn + hFn



(7.87)



Cancelling zero-order terms (i.e., the y, terms), dividing through by h, and rearranging terms yields the modified differential equation (MDE): lh " lh2"" (7.88) [ I Y’lnd-~Yn =Fn-gnY ,,-~ Y In .... Equation(7.88) is the actual differential equation whichis solved by the explicit Euler method.
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Let h = At --~ 0 in Eq. (7.88) to obtain the ODE with whichEq. (7.85) is consistent. Thus, Eq. (7.88) becomes Y’I,, ÷ ~Yn= Fn- ½ (O)y"ln -~(0)2y"ln ...



(7.89)



l y’in÷O~yn=FnJ



(7.90)



Equation(7.90) is identical to the linear first-order ODE,~’ + ~ F(t). Consequently, Eq. (7.85) is consistent with that equation. The order of the FDEis the order of the lowest-order term in Eq. (7.88). FromEq. (7.88), ÷ ~Yn = Fn + O(h) +... Thus, Eq. (7.85) is an 0(At) approximationof the exact ODE,y’ + ey F(t). Ytln



(7.91)



7,6.2 Stability The phenomenon of numerical instability was illustrated in Section 7.5 for the explicit Euler method. All finite difference equations must be analyzed for stability. A FDEis stable if it producesa boundedsolution for a stable ODEand is unstable if it producesan unboundedsolution for a stable ODE.Whenthe ODEis unstable, the numerical solution mustalso be unstable. Stability is not relevant in that case. Consider the exact ODE,~’ =f(t,~), and a finite difference approximation to it, y’ =f(t, y). The exact solution of the FDEcan be expressed as [Y~+I



=



GY~



1



(7.92)



where G, whichin general is a complexnumber,is called the amplification factor of the FDE. The global solution of the FDEat T = N At is YN = GNyo



(7.93)



For YNto remain boundedas N --+ ~x~, [ IGI < 1 ]



(7.94)



Stability analysis thus reduces to: 1. Determining the amplification factor G of the FDE 2. Determiningthe conditions to ensure that IGI < 1 Stability analyses can be performedonly for linear differential equations. Nonlinear differential equations must be linearized locally, and the FDEthat approximates the linearized differential equation is analyzed for stability. Experience has shownthat applying the resulting stability criteria to the FDEwhich approximates the nonlinear differential equation yields stable numerical solutions. Recall the linearization of a nonlinear ODE,Eq. (7.21), presented in Section 7.2: [ ;~’ + ~ = F(t)



where c~ = -~yl0 I



(7.95)
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362 Example7.5. Linearization of a nonlinear ODE Consider the nonlinear first-order



ODEgoverning the exampleradiation problem:



~" =f(t, 9) = _a(~.4 _ T~4) ~’(0.0)



(7.96)



Expressf(t, ~’) in a Taylor series with base point to: f(t, ~’) =~ q-~10(t - to) +j~TI0(~"- ~’0) "3 ~ = 0 and ]’~- = -4~ f(t, ]’) =~ + (0)(t - to) + (-4~"03)(~" - ]’0) +"" f(t, ]’) = -(4a]’03)~" + (~0 + 4a~’03~’0) +""



(7.97) (7.98) (7.99) (7.100)



Substituting Eq. (7.100) into Eq. (7.96) and trtmcating the higher-order terms yields linearized ODE: ~I" =f(t,



~’) = -(4~’03)~" + (f0 + 4~03 ~’0)



(7.101)



Comparingthis ODEwith the modellinear ODE,~’ + fi~ - 0 (where fi is used instead of a to avoid confusion with e in Eq. (7.96)), gives ~ = -]’rl0 = 4a]’g = 4(4.0 x 10-12)2500.03 = 0.2500



(7.102)



Note that a changesas TO changes.Thus, the stable step size changesas the solution progresses. For a linear differential equation, the total solution is the sumof the complementary solution yc(t), which is the solution of the homogeneous differential equation, and the particular solution yp(t) which satisfies the nonhomogeneous term F(t). The particular solution yp(t) can grow or decay, depending on F(t). Stability is not relevant to the numerical approximationof the particular solution. The complementary solution yc(t) can growor decay dependingon the sign of ~. Stability is relevant only whena > 0. Thus, the modeldifferential equation for stability analysis is the linear first-order homogeneous differential equation: l



~’+~=01



(7.103)



Stability analysis is accomplishedas follows: 1. 2. 3.



Construct the FDEfor the model ODE,~’ + 7~ = 0. Determinethe amplification factor, G, of the FDE. Determinethe conditions to ensure that ]GI < 1.



In general, At must be 50 percent or less of the stable At to avoid overshoot and 10 percent or less of the stable At to obtain an accurate solution. Stability analyses can be performedonly for linear differential equations. Nonlinear differential equations mustbe linearized locally, and a stability analysis performedon the finite difference approximationof the linearized differential equation. Experience has shownthat applyingthe stability criteria applicable to a linearized ODEto the corresponding nonlinear ODEyields stable numerical solutions. Experiencehas also shownthat, for most ODEsof practical interest, the step size required to obtain the desired accuracy is considerablysmaller than the step size required
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for stability. Consequently,instability is generally not a problemfor ordinarydifferential equations, except for stiff ODEs,which are discussed in Section 7.14. Instability is a serious problemin the solution of partial differential equations. Example7.6. Stability analysis of the Euler methods Consider the explicit Euler method: (7.104)



Y~+I= Y~ + At f~ Applying the explicit f(t, ~) = -e~, gives



Euler method to the model ODE, ~+~ = 0,



for which



Yn+l = Yn + At(-~y~) = (1 r- At)y~ = Gy



(7.105)



[ G:(1-c~At)



(7.106)



For stability, IGI _< 1. Thus, (7.107)



-1 < (1 - ~ At) 0. The left-hand inequality is satisfied only if



I At 2 I



(7.108)



which requires that At < 2/c~. Consequently, the explicit Euler methodis conditionally stable. Consider the implicit Euler method: Y~+I = Y~ + Atf~+l



(7.109)



Applyingthe implicit Euler methodto the model ODE,,~’ + ~ = 0, gives Yn+l : Yn + At(-~Yn+~) 1 Y"+~-- 1 + ~ Aiy" = Gy, 1 G--I+eA t



(7.110) (7.111)



(7.112)



For stability, IGI _< 1, whichis true for all values of~ At. Consequently,the implicit Euler methodis unconditionally stable.



7.6.3



Convergence



Convergenceof a finite difference methodis ensured by demonstrating that the finite difference equation is consistent and stable. For example, for the explicit Euler method, Example7.4 demonstratesconsistency and Example7.6 demonstratesconditional stability. Consequently,the explicit Euler methodis convergent.
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Chapter7 Summary



In summary,the concepts of consistency, order, stability, and convergencemust always be considered whensolving a differential equation by finite difference methods. Consistency and order can be determined from the modifieddifferential equation (MDE),as illustrated in Example7.4. Stability can be determined by a stability analysis, as presented in Example7.6. Convergencecan be ensured by demonstrating consistency and stability. In general, it is not necessaryto actually developthe modifieddifferential equation to ensure consistency and to determine order for a finite difference approximationof a first-order ODE.Simply by approximating the first derivative and the nonhomogeneous term at the samebase point, the finite difference equation will alwaysbe consistent. The global order of the finite difference equation is alwaysthe sameas the order of the finite difference approximationof the exact first derivative. Evenso, it is importantto understand the conceptof consistencyand to l~aowthat it is satisfied. 7.7



SINGLE-POINT METHODS



The explicit Euler methodand the implicit Euler methodare both single-point methods. Single-point methodsare methodsthat use data at a single point, point n, to advancethe solution to point n + 1. Single-point methodsare sometimescalled single-step methodsor single-value methods. Both Euler methodsare first-order single-point methods. Higherorder single-point methodscan be obtained by using higher-order approximations of~’. Four second-ordersingle-point methodsare presented in the first subsection: (a) the midpoint method, (b) the modified midpoint method, (c) the trapezoid method, and (d) modified trapezoid method(which is generally called the modified Euler method). The first, third, and fourth of these second-ordermethodsare not very popular, since it is quite straightforward to develop fourth-order single-point methods. The second-order modified midpoint method, however, is very important, since it is the basis of the higher-order extrapolation methodpresented in Section 7.8. Runge-Kutta methods are introduced in the second subsection. The fourth-order Runge-Kutta method is an extremely popular method for solving initial-value ODEs. Methodsof error estimation and error control for single-point methodsare also presented. 7.7.1



Second-Order Single-Point Methods



Consider the general nonlinear first-order ODE: ~’ =f(t,.~)



~(t°) = 1



(7.113)



Choosepoint n + 1/z as the base point. The finite difference grid is illustrated in Figure 7.13. Express ~,+l and ~, in Taylor series with base point n + 1/2: , [At\ ~,+1 =~,+,/2+~1,+1/2~-)



+½~",+,/2\=! +gy I,+,/2/ff (_~_~2,_,,, [At\3 ) +...



(7.114)



(7.~5)
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t n n+l Figure 7.13 Finite differencegrid for the midpointmethod. Subtracting Eq. (7.115) from Eq. (7.114) and solving for ~tln+i/2



~;n+l--~n



At



~’]n+l/2



gives



2_14y,,(v) At2



(7.116)



wheret n < z < in+1. Substituting Eq. (7.116) into Eq. (7.113) gives ~n+l - fin t- 0(At2) =f(t.+l/2, ~.+1/2) =~.+1/2 At



(7.117)



Solvingfor ~3n+ 1 gives (7.118)



~n+l = ~n + At.~n+l/2 + 0(A/3) Truncating the remainder term yields the implicit midpoint FDE: [yn+l=yn+Atfn+l/2



(7.119)



0(At3)



where the 0(At3) term is a reminder of the local order of the FDE.The implicit midpoint FDEitself is of very little use sincef,+l/2 dependson Yn+~/2,which is unknown. However,ifyn+~/2is first predicted by the first-order explicit Euler FDE,Eq. (7.59), andfn+t/2 is then evaluated using that value ofy,+l/2, the modified midpoint FDEsare obtained: At Y~+I/2 = Yn + Tfn C Yn+l



(7.120)



~P



= Yn +



(7.121)



AtJn+l/2



where the superscript P in Eq. (7.120) denotes that Y~n+l/2is a predictor value, the superscript P in Eq. (7.121) denotes that fnP+l/2 is evaluated using Yff~+l/2, and the superscript C in Eq. (7.121) denotes that ynC+lis the corrected second-orderresult. Consistencyanalysis and stability analysis of two-step predictor-corrector methods are performedby applying each step of the predictor-corrector methodto the modelODE, 3’ +~ = 0, for which f(t,~)=-c~, and combining the resulting FDEs to obtain single-step FDE.The single-step FDEis analyzed for consistency, order, and stability. FromEq. (7.58) for At/2,



= + 2



+



~ At’~_ = 1 - -T-)y. + 0(At



(7.122)



Substituting Eq. (7.122) into Eq. (7.118) gives f;~+~ =.~ -a At 1 -~-jy~



+0(At 2) 3) +0(At



~) ~.+1 = 1 -- a At + -~/Y. -4- 0(At



(7.123) (7.124)
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Truncating the 0(At3) remainder term yields the single-step FDEcorresponding to the modified midpoint FDE:



y,+~=



1-c~At+



(~ ~t)~7



(7.125)



Substituting the Taylor series for Yn+l into Eq. (7.125) and letting At ~ 0 gives y~, = --~y,, whichshowsthat Eq. (7.125) is consistent with the exact ODE,~’ + @= Equation(7.124) showsthat the local truncation error is 0(At3). The amplification factor G for the modified midpointF_DEis determinedby applying the FDEto solve the model ODE,~’ + ~ = 0, for whichf(t,~) = -~. The single-step FDEcorrespondingto Eqs. (7.120) and (7.121) is given by Eq. (7.125). FromEq. (7.125), the amplification factor, G =y,+i/y, is G = 1 - ~ At+ (~ At)2 2



(7.126)



Substituting values of (~ At) into Eq. (7.126) yields the following results: ~ At



G



c~At



G



0.0 0.5 1.0



1.000 0.625 0.500



1.5 2.0 2.1



0.625 1.000 1.105



Theseresults showthat IGI < 1 if ~ At < 2. The general features of the modified midpoint FDEsare presented below. 1. The FDEsare an explicit predictor-corrector set of FDEswhich requires two ¯derivative function evaluations per step. 2. The FDEsare consistent, 0(At3) locally and 0(At~) globally. 3. The FDEsare conditionally stable (i.e., ~ At < 2). 4. The FDEsare consistent and conditionally stable, and thus, convergent. The algorithm based on the repetitive application of the modified midpoint FDEsis called the modified midpoint method. Example 7.7. The modified midpoint method To illustrate the modifiedmidpointmethod,let’s solve the radiation problempresented in Section 7.1 using Eqs. (7.120) and (7.121). The derivative function f(t , T)= -~(T4 - T~4). Equations (7.120) and (7.121) fn = f(tn, Tn) = -°~(T4n 250"04) At T~e+l/2= Tn q- ~fn



(7.127)



f~+i/2 =f(t,+~/~, Tne+~/2)= -7[(Tff+~/2)4 - 250.04]



(7.129)



T,c+~ = T, + At f~I/2



(7.130)



(7.128)
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Let At = 2.0 s. For the first time step, the predictor FDEgives f0 = -(4.0 x 10-12)(2500.04 -250.04) = -156.234375 T~/2 = 2500.0 + (2.0/2)(- 156.234375) = 2343.765625



(7.131) (7.132)



The corrector FDEyields f1~2 = -(4.0 x 10-12)(2343.7656254 - 250.04) = -120.686999 T~c = 2500.0 + 2.0(-120.686999) = 2258.626001



(7.133) (7.134)



Theseresults, the results for subsequenttime steps for t = 4.0 s to 10.0 s, and the solution for At = 1.0 s are presented in Table 7.5. The errors presented in Table 7.5 for the second-order modifiedmidpointmethodfor At = 1.0 s are approximately15 times smaller than the errors presented in Table7.3 for the first-order explicit Euler method. This illustrates the advantage of the second-order method.To achieve a factor of 15 decrease in the error for a first-order methodrequires a reduction of 15 in the step size, which increases the numberof derivative function evaluations by a factor of 15. The samereduction in error was achieved with the secondorder methodat the expense of twice as manyderivative function evaluations. An error analysis at t = 10.0s gives Ratio-- E(At -~ 2.0) _ 8.855320 4.64 E(At = 1.0) 1.908094



(7.135)



Table 7.5 Solution by the Modified Midpoint Method



t~ tn+l 0.0 2.0 4.0 6.0 8.0 10.0 0.0 1.0 2.0 9.0 10.0



rn



L



Tn+ll2



fn+l/2



rn+l 2500.000000 2343.765625 2258.626001 2154.544849 2086.267223 2010.505442 1955.587815 1897.101633 1851.996968 1804.955935 1767.118695



- 156.234375 - 120.686999 - 104.081152 -86.179389 -75.761780 -65.339704 -58.486182 -51.795424 -47.041033 -42.439137



2500.000000 2421.882812 2362.398496 2300.112824 2250.455756



-



1800.242702 1779.243988 1760.171468



156.234375 137.601504 124.571344 111.942740 102.583087 -41.997427 -40.071233



Tn+ l



Error



2248.247314



10.378687



2074.611898



11.655325



1944.618413



10.969402



1842.094508



9.902460



1758.263375



8.855320



2360.829988



1.568508



2248.247314



2.208442



1798.227867



2.014835



1758.263375



1.908094
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whichdemonstratesthat the methodis secondorder, since the theoretical error ratio for an 0(Aft) methodis 4.0. An alternate approach for solving the implicit midpoint FDE, Eq. (7.119), obtained as follows. Recall Eq. (7.118): (7.136)



~n+~= ~:~ + Ate+z~2 = 0(At3) Write Taylor series for)Tn+zand)Tnwith base point n + 1/2: -, /At\ j2~+~ =)7~+,/2 +f [,+~/z ~-) + 0(Aft) t)



~ =~n+l/2"~t’n+,/2(--~



(7.137) (7.138)



2) "~-O(A~



AddingEqs. (7.137) and (7.138) and solving forCn+~/2gives j2,+t/2 = ½ (j2n +~,+~)+ 0(Aft)



(7.139)



Substituting Eq. (7.139) into Eq. (7.136) yields At ~n+l ---~n



-~- T[fn -]-¢n+l



-~- 0(A/2)]



q-



0(At3)



(7.140)



Truncating the third-order remainderterms yields the implicit trapezoid FDE:



Yn+l



~"



At Yn "~-~(fn



"~fn+l)



0(At3)



(7.141)



Equation(7.141) can be solved directly for yn+1 for linear ODEs.For nonlinear ODEs,Eq. (7.141) must be solved iteratively for Yn+~. However,ify,+~ is first predicted by the first-order explicit Euler FDE,Eq. (7.59), andf~+~is then evaluated using that value ofy,+~, then the modified trapezoid FDEsare obtained: y~+z = y. + Atfn c At +T(L Yn+l = Yn



+f~+~)



(7.142) (7.143)



Thesuperscript P in Eq. (7.142) denotesthat y~n+~is a predictor value, the superscript P Eq. (7.143) denotes thatfff+~ is evaluated using Y~+Iand the superscript C in Eq. (7.143) denotes that y~C+~ is the corrected second-orderresult. Equations (7.142) and (7.143) are usually called modified Eule r FDEs. In s ome instances, they have been called the Heun FDEs.Weshall call them the modified Euler FDEs. The corrector step of the modifiedEuler FDEscan be iterated, if desired, whichmay increase the absolute accuracy, but the methodis still 0(Aft). Iteration is generally not worthwhileas using a smaller step size. Performing a consistency analysis of Eqs. (7.142) and Eq. (7.143) showsthat are consistent with the general nonlinear first-order ODEand that the global error is
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0(At2). The amplification factor G for the modifiedEuler FDEsis determinedby applying the algorithm to solve the model ODE3’ + c~ = 0, for whiehj~(t, 3) = -~. Thus, Y~n+l= Yn + Atfn = Yn + At(-~Yn) = (1 - ~ At)y n At At c Yn+l ----Y, +-~- (fn +L-t-l) =Y, + ~- [(-c~y,) - c~(1 - ~ At)y,] G=--=Y"C+l 1 - ~ At+ y,



-- (~At)2 2



(7.144) (7.145) (7.146)



This expression for G is identical to the amplification factor of the modified midpoint FDEs,Eq. (7.126), for which[G[ < 1 for c~ At < 2. Consequently,the sameresult applies to the modified Euler FDEs. The general features of the modified Euler FDEsare presented below.



3. 4.



The FDEsare an explicit predictor-corrector set of FDEswhich requires two derivative function evaluations per step. The FDEsare consistent, 0(At3) locally, and 0(At2) globally. The FDEsare conditionally stable (i.e., e At < 2). The FDEsare consistent and conditionally stable, and thus, convergent.



The algorithm based on the repetitive application of the modified Euler FDEsis called the modified Euler method. Example7.8.



The modified Euler method



To illustrate the modified Euler method, let’s solve the radiation problempresented in Section 7.1 using Eqs. (7.142) and (7.143). The derivative function f(t , T)= -~(T4 - T~4). Equations (7.142) and (7.143) fn = f(tn, Tn) = -~(T4n 250.04) TP~+~ =Tn -t- At f~ 4 - 250.04] fnP+l =f(tn+1, TnP+~)= -c~[(T,~e+~) At T~c+, = T, +-~(f, + ff+~)



(7.147) (7.148) (7.149) (7.150)



Let At = 2.0 s. For the first time step, the predictor FDEgives f0 = -(4.0 × 10-~2)(2500.04 - 250.04) = -156.234375 TIP = 2500.0 + 2.0(-156.234375) = 2187.531250



(7.151) (7.152)



The corrector FDEyields f~P ---- -(4.0 × 10-~2)(2187.5312504-250.04) = -91.580490 T~c = 2500.0 + ½(2.0)(-156.234375 - 91.580490) = 2252.185135



(7.153) (7.154)



Theseresults, the results for subsequenttime steps for t = 4.0 s to 10.0 s, and the solution for At = 1.0 s are presented in Table7.6. The errors presented in Table 7.6 for the second-order modified Euler methodfor At = 1.0 s are approximately32 times smaller than the errors presentedin Table7.3 for the first-order explicit Euler method. This illustrates the advantage of the second-order method.To achieve a factor of 32 decrease in the error for a first-order methodrequires
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Table 7.6



Solution by the Modified Euler Method



tn



Tn



t,+t 0.0 2.0 4.0 6.0 8.0 10.0 0.0 1.0 2.0 9.0 10.0



fn



T,C+l 2500.000000 2187.531250 2252.185135 2046.387492 2079.154554 1929.687219 1948.972960 1833.575660 1846.077767 1753.193135 1761.860889



- 156.234375 -91.580490 - 102.898821 -70.131759 -74.733668 - 55.447926 -57.698650 -45.196543 -46.442316 -37.774562



2500.000000 2343.765625 2361.539313 2237.149114 2249.255256



- 156.234375 - 120.686999 - 124.390198 -100.177915 - 102.364338



1799.174556 1757.276752 1759.161712



-41.897804 -38.127884



~’,+1



Error



2248.247314



3.937821



2074.611898



4.542656



1944.618413



4.354547



1842.094508



3.983259



1758.263375



3.597515



2360.829988



0.709324



2248.247314



1.007942



1798.227867



0.946689



1758.263375



0.898337



a reduction of 32 in the step size, which increases the numberof derivative function evaluations by a factor of 32. The samereduction in error was achieved with the secondorder methodat the expense of twice as manyderivative function evaluations. An error analysis at t = 10.0 s gives Ratio-- E(At = 2.0) _ 3.597515 = 4.00 E(At = 1.0) 0.898337



(7.155)



whichdemonstratesthat the methodis secondorder, since the theoretical error ratio for an 0(At2) methodis 4.0. The modified midpoint method and the modified Euler method are two of the simplest single-point methods. A more accurate class of single-point methods, called Runge-Kuttamethods, is developed in the following subsection. 7.7.2



Runge-Kutta Methods



Runge-Kutta methods are a family of single-point methods which evaluate Ay = (Yn+l-Yn) as the weightedsumof several Ayi (i = 1, 2 .... ), whereeach Ayi is evaluated as At multiplied by the derivative function f(t, y), evaluated at somepoint in the range tn < t < tn+1, and the C/(i = 1,2 .... ) are the weightingfactors. Thus, (7.156) Yn+! : Y~ + AYn = Yn + (Y~+! --Y~)
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where Ay is given by [ A y=C1 i~yl÷C2i~y2÷C3 Ay3-t -...



(7.157)



[



The second-order Runge-Kutta method Ay_- (Yn+l - Yn) is a weightedsum of two Ay’s:



is



obtained by



assuming that



(7.158)



[ Yn+l = Yn + C1 AYl+ Ce Ay2 ] where Ay~is given by the explicit Euler FDE: Ay~ = At f(t.,



y.) = Atf.



(7.159)



and Ay2 is based onf(t,y) evaluated somewherein the interval t n < t < tn+l: Aye = At fit. + (~ At), y. +(fl Ayl) ]



(7.160)



wherec~ and/7 are to be determined. Let At = h. Substituting Ay1 and Ay2 into Eq. (7.158) gives (7.161)



Y.+l =Y. + Ci(hfn) + Cehf[tn + (~h),y. + Ayi) Expressingf(t,.~) in a Taylor series at grid point n gives f(t,~) =a~. +a2tlnh +~yln Ay+...



(7.162)



Evaluatingf(t, fi) at t = t. + (eh) (i.e., At = eh) and y = Yn+ (/7 Ayn)(i.e., Ay gives f(t. + (eh),y. + (/7 Ay.)) =f. + (eh)fl. + (/Thf.)fyln 2)



(7.163)



Substituting this result into Eq. (7,161) and collecting terms yields Y~+l= Yn+ (C1 + C2)hf. + h2(c~C2ftl~ +/7C2f~ fyln)



3) + 0(h



(7.164)



The four free parameters, Ci, Ce, ~, and/7, can be determined by requiring Eq. (7.164) to matchthe Taylor series for ~(t) through second-orderterms. That series ~n+l = ~n + ~’[nh + ½~"lnhe +’’"



(7.165)



~’ln =J2(t.,~.) =J~.



(7,166)



= @’)’In =a2tln = ~ n=~ln



+~l.P’ln +’"



(7.167)



Substituting Eqs. (7.166) and (7.167) into Eq. (7.165), where~’ln --a~n, ~.+l =fin ÷ h~"n+½hZ(ftln÷a~. J~yln) + 0(h3)



(7.168)



Equating Eqs. (7.164) and (7.168) term by term gives



I



2C1+ C



eC1 = ~ /7C 2 = ½



(7.169)
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Thereare an infinite numberof possibilities. Letting C~= ½ gives C2 = ½, ~ = 1, and fl = 1, which yields the modified Euler FDEs.Thus, Ayl = hf(tn, AY2 = hf(tn+l Yn+l



(7.170)



Yn) = h-fn



(7.171)



,Yn+l) "~ hfn+l



(7.172)



=Yn +½Ay, +½Ay2 =y, +~(f~ +L+,)



Letting C1 = 0 gives C2 = 1, ~ = ½, and/3 = ½, which yields the modified midpoint FDEs. Thus,



ay~= hf(t.,yn) Ay2 =hf t,



(7.173)



+5,yn +



(7.174)



=hf~+~/2



Y~+I = Yn+(0) Ay~(1) AyE =y~+ hfn+~/E



(7.175)



Other methodsresuk for other choices for C~ and C2. In the general literature, Runge-Kuttaformulas frequently denote the Ayi’s by k’s (i = 1,2 .... ). Thus, the second-order Runge-Kutta FDEswhich are identical to the modified Euler FDEs,Eqs. (7.170) to (7.172), are given Yn+l = Yn +½(kl kl = hf(tn,



(7.176) (7.178) (7.178)



+k2)



Yn) = hfn



k2 = hf(t n + At, yn + k~) = hfn+m



7.7.3 The Fourth-Order Runge-Kutta Method Runge-Kuttamethodsof higher order have been devised. One of the most popular is the following fourth-order method:



(7.179)



Yn+l = Yn + ~ (Ayl + 2 Ay2 + 2 Ay3 +/~Y4)



ay~=hf(tn, y.)



aye = hf(t. + ~ y.



(7.180a)



Ay3 =hf(tn +~,Yn +-~)



Ay4 = hf(t n + h,yn



(7.180b)



+ Ay 3)



To performa consistency and order analysis and a stability analysis of the fourthorder Runge-Kuttamethod, Eqs. (7.179) and (7.180) must be applied to the model
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~’ + @= 0, for whichf(t,~) = -@, and the results must be combinedinto a single-step FDE. Thus, Ay~ = hf(tn, y~) = h(-~y~) = -(eh)y~



(7.181)



At~, y~ + Ayl\ Ay2 = hf t, + ~) = h(-~n+ ~[-(~h)y,]})



(7.182a)



.z



(7.182b)



= -(~h)yn(1-



+~ n ~[-(eh,y.(1-~)]})(7.183a,



~f~tn+~,y.+~)=h(-~{y ~t Ay 3 = -(eh N 1 - ~ +~]



(7.183b)



ay4=hf(t. +~t, y. +ay3)



~~ (~h) (~h) Ay4 = -(eh)yn l l - (eh



2



(7.184b)



4



Substituting Eqs. (7.181), (7.182b), (7.183b), ~d (7.184b) into Eq. (7.179) single-step FDEco~espondingto Eqs. (7.179) and (7.180):



Example7.9. Consistency and order analysis of the Runge-Kuttamethod A consistency and order analysis of Eq. (7.185) is performedby substituting the Taylor series for y,+1 with base point n into Eq. (7.185). Thus h2 + ~Ytttlnh3 Yn +Y’lnh ÷ ½Y"ln



÷ 2"~y(iV)]n h4 ÷ l@6y(V)ln h5 ÷’’"



= y. - (eh)y n + ½ (~xh)2y,, - -~ (eh)3yn + ~ ( (upper error limit), decrease (halve) the step size. Care must be taken in the specification the values of (lower error limit) and (upper error limit). This methodof error estimation requires 200 percent more work. Consequently, it should be used only occasionally.
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¯ ~/(tn+ )~ /....~



Yll



__



y (tn+~. At/2)



~y(tn+~,



At)



tn+l/2



tn Figure 7.14



tn+l



Stepsize halvingfor error estimation.



7.7.5 Runge-Kutta Methodswith Error Estimation Runge-Kutta methods with more function evaluations have been devised in which the additional results are used for error estimation. The Runge-Kutta-Fehlberg method [Fehlberg(1966)] uses six derivative function evaluations: 28561/..



Y,+I =Y, + (~J~ki +~k3 +~-~-d"4-~k5 + ~5 k6) Yn+l=Yn "~ (2-~6 kl



25



~ 14081~ ± 2197/~ ~- 2-~n,3 T 4-]"6Tr~4



--



5) ~ks) 0(h



k I = Atf(t.,y.) k2



=



(7.203)



(7.204b)



k 3 = Atf(t n + ~h,y n + ~2kl + 3~k2)



(7.204c)



-- -I- 12--~ --n, 1932 y n ~ ~~ 7200/,. K1 ~ 21977296 ~2 +r.~3)~



k 5 = Atf(t. k 6 = Atf(t.



(7.202)



(7.204a)



Atf(tn +l~ h,Yn ÷ ¼kl)



k4 -= Atf(t.



0(h6)



u~ 4~9 ~ ~4) + ~. _ 8~: + ~ &- 845 _~kl+2k 2 3544r. 1859V +~h,y. 8 -~3 + ~4 --



(7.204d)



+ h,y.



(7.204e) 11 ~k5)



(7.204f)



The error is estimated as follows. Equations (7.202) and (7.203) can be expressed follows: ~n+l --~" Yn+l + 0(h6) ~n+l = ~n+l -~-



(7.205) (7.206)



0(hS)+ 0(h6) ---- ~n÷l -~- Error 6) + 0(h Substituting Y.+I and ~n+l, Eqs. (7.202) and (7.203), into Eqs. (7.205) and (7.206) subtracting yields Error-3-ff6kl- 1 -4-~128k3 -- ~.421971.+ ~k5 + ~k6 6) + 0(h (7.207) Theerror estimate, Error, is used for step size control. Use Y.+I, whichis 0(h6) locally, as the 1. final value ofy.+ The general features of the Runge-Kutta-Fehlbergmethodare presented below. 1. 2.



The FDEsare explicit and require six derivative function evaluations per step. The FDEsare consistent, 0(At6) locally and 0(At5) globally.
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Chapter7 The FDEsare conditionally stable. The FDEsare consistent and conditionally stable, and thus, convergent. Anestimate of the local error is obtained for step size control.



3. 4. 5. 7.7.6



Summary



Several single-point methods have been presented. Single-point methodswork well for both smoothly varying problems and nonsmoothlyvarying problems. The first-order Euler methodsare useful for illustrating the basic features of finite difference methodsfor solving initial-value ODEs,but they are too inaccurate to be of any practical value. The second-order single-point methodsare useful for illustrating techniques for achieving higher-order accuracy, but they also are too inaccurate to be of muchpractical value. Runge-Kutta methods can be developed for any order desired. The fourth-order RungeKutta methodpresented in this section is the methodof choice whena single-point method is desired. 7.8



EXTRAPOLATION METHODS



The concept of extrapolation is applied in Section 5.6 to increase the accuracy of secondorder finite difference approximationsof derivatives, and in Section 6.4 to increase the accuracy of the second-order trapezoid rule for integrals (i.e., Ro_mberg integration). Extrapolation can be applied to any approximationof an exact processf(t) if the functional form of the truncation error dependenceon the increment in the numerical processf(t, h) is known.Thus, f(ti)



= f(t i, h) + O(hn) + 0(h n+r) +...



(7.208)



wherejT(ti) denotesthe exact value off(t) at t t i, f(t i , h) denotes the approximate valu e off(t) at t --- t i computedwith incrementh, n is the order of the leading truncation error term, and r is the increase in order of successive truncation error terms. In mostnumerical processes, r = 1, and the order of the error increases by one for successive error terms. In the two processes mentionedabove, r = 2, and the order of the error increases by 2 for each successive error term. Thus, successive extrapolations increase the order of the result by 2 for each extrapolation. This effect accounts for the high accuracy obtainable by the two processes mentionedabove. A similar procedure can be developedfor solving initialvalue ODEs.Extrapolation is applied to the modified midpoint methodin this section to obtain the extrapolated modified midpoint method. 7,8.1 The Extrapolated Modified Midpoint Method Gragg(1965) has shownthat the functional form of the truncation error for the modified midpoint method is ~(tn+l)



y( tn+l,



At) ÷ 0( 2) + 0(At4) ÷ 0(At6) +--.



(7.209)



Thus, r = 2. Consequently,extrapolation yields a rapidly decreasing error. The objective of the procedure is to marchthe solution from grid point n to grid point n + 1 with time step At. The step from n to n ÷ 1 is taken for several substeps using the modifiedmidpoint method. The substeps are taken for h = At~M,for M= 2, 4, 8, 16, etc. The results for



One-Dimensional Initial-Value OrdinaryDifferential Equations



n



n+l



379



t



Figure7.15 Grids for the extrapolated modifiedmidpointmethod. y(tn+~, At~M)for the various substeps are then extrapolated to give a highly accurate result for Yn+l.This processis illustrated in Figure7.15. The version of the modified midpoint method to be used with extrapolation is presented below: z0 = y,



(7.210a)



z~= z0+ W(t.,z0)



(7.210b)



Zi ~---



Zi_ 2 -t-



Yn+l : ½ [ZM-1 -t-



2hf[tn + (i - 1)h, zi_~] (i = 2 ..... M) ZM -~- hf (t n q] At,



ZM)



(7.210c) (7.211)



A table of values for y(tn+~, At~M)is constructed for the selected numberof values of M, and these results are successively extrapolated to higher and higher orders using the general extrapolation formula, Eq. (5.117). MAV - LAV 2nMAV - LAV IV = MAV4 2 ~ - 1 = 2n - 1



(7.212)



where IV denotes the extrapolated (i.e., improved)value, MAV denotes the more accurate (i.e., smaller h result) value of the tworesults beingextrapolated, and LAV denotesthe less accurate (i.e., larger h result) value of the two values being extrapolated. The algorithm based on the repetitive application of the extrapolated modified midpoint FDEsis called the extrapolated modified midpoint method. Example7.12. The extrapolated modified midpoint method Let’s solve the radiation problempresented in Section 7.1 by the extrapolated modified midpoint method. Recall Eq. (7.1): T’ = -cffT 4 - 250.04) =f(t,



T) T(0.0) = 2500.0



(7.213)



Applythe modified midpoint methodwith At = 2.0 s to solve this problem. For each time step, let M= 2, 4, 8, and 16. Thus, four values of Tn+ ~ will be calculated at each time step At. Thesefour values will be successively extrapolated fromthe 0(At2) results obtained for
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the modifiedmidpointmethoditself to 0(At4), 0(Atr), and 0(AtS). For the first time step M= 2, h = At~2 = 1.0 s. The following results are obtained z 0 = To = 2500.0 zl = z0 + hJ~ zI = 2500.0 + 1.0(-4.0 x 10-12)(2500.04 - 250.04) --- 2343.765625 Z2 ~- Z0 -~- 2hf~ z2 = 2500.0 ÷ 2(1.0)(-4.0



(7.214a) (7.214b) (7.214c) (7.214d)



x 10-12)(2343.7656254- 250.04)



= 2258.626001



(7.214e)



T2 = ½(zI + z2 + hJ~)



(7.215)



T2 = ½ [2343.765625 ÷ 2258.626001 + 1.0(-4.0 x 10-1~)(2258.6260014- 250.04)] = 2249.15523693



(7.216)



Repeatingthese steps for M= 4, 8, and 16 yields the second-orderresults for T2 presented in the second columnof Table 7.8. Extrapolatingthe four 0(h2) results yields the three 0(h4) results presented in column 3. Extrapolating the three 0(h4) results yields the two 0(h6) results presented in column4. Extrapolatingthe two 0(h6) results yields the final 0(h8) result presented in column5. The 0(h8) value of T~ = 2248.24731430 K is accepted as the final result for T 2. Repeatingthe procedureat t -- 4.0, 6.0, 8.0, and 10.0 s yields the results presentedin Table7.9. Let’s comparethese results with the results obtained by the fourth-order Runge-Kutta method in Example 7.11. The extrapolated modified midpoint method required 31 derivative function evaluations per overall time step, for a total of 151 derivative function evaluations with At----2.0s to march from t = 0s to t = 10.0s. The final error at t = 10.0s is 0.00000010K. The fourth-order Runge-Kutta method with At = 2.0s required four derivative function evaluations per overall time step, for a total of 20 derivative function evaluations to marchfrom t = 0s to t = 10.0s. The final error at t = 10.0 s for the Runge-Kuttasolution is -0.00885557K. To reduce this error to the size of the error of the extrapolated modified midpoint methodwould require a step size reduction of approximately (0.00885557/0.00000010)~/4 = 17, which would require total of 5 x 17 --= 85 time steps. Since each time step requires four derivative function evaluations, a total of 340 derivative function evaluations wouldbe required by the RungeTable 7.8 First Step Solution for the Extrapolated Modified Midpoint Method 4 MAV - LAV



M 2 4 8 16



2) T2, 0(h 2249.15523693 2248.48522585 2248.30754055 2248.26241865



3 2248.26188883 2248.24831212 2248.24737802



16 MAV- LAV 15



64 MAV- LAV 63



2248.24740700 2248.24731574



2248.24731430
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One-Dimensional Initial-Value OrdinaryDifferential Equations Table 7.9 Solution by the Extrapolated Modified Midpoint Method T(At/2)



4) 0(At



6) 0(At



T(At/4)



4) 0(At 4) 0(At



6) 0(At



T(At/8)



t,+~ 0.0



2.0



4.0 8.0



10.0



T(At/16) Tn+ 1 2500.00000000 2249.15523693 2248.48522585 2248.30754055 2248.26241865 2248.24731430 2075.00025328 2074.71131895 2074.63690642 2074.61815984 2074.61189807 1842.09450797 1758.33199904 1758.28065012 1758.26770120 1758.26445688 1758.26337480



~’n+ l



Error



2248.26188883 2248.24831212 2248.24737802



2248.24740700 2248.24731574



2248.24731405 2074.61500750 2074.61210224 2074.61191099



0.00000024 2074,61190855 2074.61189824



2074.61189788



0.00000019



1758.26353381 1758.26338489 1758.26337543 1758.26337470



1842.09450785 1758.26337496 1758.26337480



8) 0(zXt



2248.24731430



2074.61189807



0.00000012 1758.26337480



0.00000010



Kutta method to achieve the accuracy achieved by the extrapolated modified midpoint methodwith 151 derivative functions evaluations. This comparisonis not intended to show that the extrapolated modified midpoint methodis more efficient than the fourth-order Runge-Kuttamethod. Comparableaccuracy and efficiency can be obtained with the two methods. 7.8.2 The Bulirsch-Stoer Method Stoer and Bulirsch (1980) proposed a variation of the extrapolated modified midpoint methodpresented abovein which the substeps are taken for h = At~M,for M= 2, 4, 6, 8, 12, 16,..., and the extrapolation is performed using rational functions instead of the extrapolation formula used above. These modifications somewhatincrease the efficiency of the extrapolated modified midpoint methodpresented above. 7.8.3



Summary



The extrapolated modified midpoint methodis an excellent methodfor achieving highorder results with a rather simple second-order algorithm. This methodsworks well for both smoothly varying problems and nonsmoothlyvarying problems. 7.9



MULTIPOINT METHODS



Themethodsconsideredso far in this chapter are all single-point methods;that is, only one knownpoint, point n, is required to advancethe solution to point n ÷ 1. Higher-order
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Figure7.16 Finite difference grid for general explicit multipoint methods. explicit and implicit methodscan be derived by using morepoints to advancethe solution (i.e., points n, n - 1, n - 2, etc.). Suchmethodsare called multipoint methods.Multipoint methodsare sometimescalled multistep methods or multivalue methods. There are several waysto derive multipoint methods,all of whichare equivalent. We shall derive themby fitting Newtonbackward-differencepolynomialsto the selected points and integrating from someback point, n 4- 1 - q, to point n 4- 1. Consider the general nonlinear first-order ODE: ~’ = -~ = f(t, dt



~) ~(to)



(7.217)



which can be written in the form dy =f(t,~) dt =f[t, fi(t)] dt = F(t)



(7.218)



Considerthe uniformfinite difference grid illustrated in Figure 7.16. Generalexplicit FDEsare obtained as follows:



[



~n+t



I :



d~



:



(7.219)



[Pk(t)]n



[tn+ t



wherethe subscript q identifies the back point, the subscript k denotes the degree of the Newtonbackward-difference polynomial, and the subscript n denotes that the base point for the Newtonbackward-difference polynomial is point n. A two-parameter family of explicit multipoint FDEsresults correspondingto selected combinationsof q and k. Consider the uniform finite difference grid illustrated in Figure 7.17. General implicit FDEsare obtained as follows:



I = [~"+t ’~n+l--q



d~= [Pk(t)ln+l ft,+, Jt,,+l-q



dt



(7.220)



I Pk(t) ¯¯¯



n-3 q=4



n-2 q=3



~ n-1 q=2



n q=l



n+l



Figure7.17 Finite difference grid for general implicit multipointmethods.
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A two-parameter family of implicit multipoint FDEsresults corresponding to selected combinationsof q and k, where the subscript n ÷ 1 denotes that the base point for the Newtonbackward-difference polynomial is point n ÷ 1. Predictor-corrector methods,such as the modifiedEuler methodpresented in Section 7.7, can be constructed using an explicit multipoint methodfor the predictor and an implicit multipoint methodfor the corrector. Whenthe lower limit of integration is point n (i.e., q = 1), the resulting FDEsare called AdamsFDEs.Explicit AdamsFDEsare called Adams-Bashforth FDEs(Bashforth and Adams, 1883), and implicit AdamsFDEsare called Adams-Moulton FDEs. When used in a predictor-corrector combination, the set of equations is called an AdamsBashforth-Moulton FDEset. The fourth-order Adams-Bashforth-Moulton FDEs are developedin the following subsection. 7.9.1 The Fourth-Order Adams-Bashforth-Moulton Method The fourth-order Adams-Bashforth FDEis developed by letting q = 1 and k = 3 in the general explicit multipoint formula, Eq. (7.219). Considerthe uniformfinite difference grid illustrated in Figure 7.18. Thus,



if



,+ ~ I = d~ = [P3(t)],



dt



(7.221)



J t~



~n



Recall the third-degree Newtonbackward-difference polynomial with base point n, Eq. (4.101):



(7.222) The polynomial P3(s) is expressed in terms of the variable s, not the variable t. Two approachescan be taken to evaluate this integral: (a) substitute the expression for s terms of t into the polynomialand integrate with respect to t, or (b) express the integral terms of the variable s and integrate with respect to s. Weshall take the secondapproach. Recall the definition of the variable s, Eq. (4.102): t - t s-- h +n t = t n + sh --+ dt = h ds



(7.223)



The limits of integration in Eq. (7.221), in terms of s, are t n --~ s = 0



and



t,+ l --~ s = 1



(7.224)



P3(t) n-3



n-2



n-1



n



n+l



t



Figure7.18 Finite difference grid for the fourth-order Adams-Bashforth method.
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Thus, Eq. (7.221) becomes ~n+l



--.~n



(7.225)



h P3(s) ds + h Error(s) ds



-~-



Substituting Eq. (7.222) into Eq. (7.225), wherethe secondintegral in Eq. (7.225) error term, gives. ~n+l-fin=hIi(fCn+sV~ +h



+zV____~__ 2~s2+s+s3+3s2+2Sv3~.n) ds6



Iis



-q- 6s3 + 21 ls 24 + 6s h4y~(4)(z) ds



(7.226)



Integrating Eq. (7.226) and evaluating the result at the limits of integration yields 251 h57(4) r,r~



(7.227)



The backwarddifferences in Eq. (7.227) can be expressed in terms of function values from the following backward-differencetable:



(fn-2 tn-2



)n-2



(2n-1 -- 22n-2 "~-Z--3) (Z--I --?n--2)



In-1



(97.-).-3



(Z- 2)._,+Z-9 ().+~- 2). +).-0



(g- 3)~_, + 3)~_~ --)n-~) ().+,- 3).+ 3)~_~



(?n+l tn+ l "



~n+l



Substituting the expressions for the appropriate backwarddifferences into Eq. (7.227) gives



-I-



83- (.)~n



3Z_1 + 3Z_2 --?n-3)]



~- 251 hSF,(5)r,,.~



(7.228)



Collecting terms and truncating the remainderterm yields the fou~h-order AdamsBashfo~thFDE: h Yn+l = Yn q- ~ (55fn



--



59fn-1



-]-



37fn-2



-- 9fn-3)



The general features of the fourth-order below. 1. 2. 3. 4.



The FDEis The FDEis TheFDEis The FDEis



(7.229)



Adams-BashforthFDEare summarized



explicit and requires one derivative function evaluation per step. consistent, 0(At5) locally and 0(At4) globally. conditionally stable (c~ At ~< 0.3). consistent and conditionally stable, and thus, convergent.



One-Dimensional Initial-Value OrdinaryDifferential Equations



385



I



n-3



n-2



P3(t)



~



n-1



n



n+l



t



Figure7.19 Finite difference grid for the fourth-order Adams-Moulton method. The fourth-order Adams-MoultonFDEis developed by letting q = 1 and k = 3 in the general implicit multipoint equation, Eq. (7.220). Consider the uniform finite difference grid illustrated in Figure 7.19. Thus,



I = df = [P3(t)]n+l



dt



(7.230)



Jtn



Recall the third-degree Newtonbackward-difference polynomial with base point n + 1, Eq. (4.101), with n --~ n + P3(S) =J~n+l-+-s



Vj~+I q (s J~ 1)s V2~’n+l



+ (s + 2)(s 1)S V3j2 n+l



(S -J- 3)(S -~- 2)(6’ l)S h4~’(4)(17)



(7.231)



24



As done for the Adams-Bashforth FDE,the integral will be expressed in terms of s. The limits of integration in Eq. (7.230), in terms of s, are t n -~ s = -1



and



t,+ 1 --> s = 0



P3(s)



ds



(7.232)



Thus, fn+l



--fin



= h -1



+ h



Error(s)



ds



(7.233)



-1



Substituting P3(s) into Eq. (7.233), integrating, substituting for the appropriate backward differences, collecting terms, and simplifying, gives ~n+l = ~n "q-



2~(9J7,+1+ 19j~n- 5J~n-IJI-J~n-2)



--



7~0h5~(5)(z)



(7.234)



Truncating the remainder term yields the fourth-order Adams-Moulton FDE: h Yn+I=Y, + ~-~ (9fn+l + 19fn - 5f~_1 +f,-2) The general features of the fourth-order below. 1. The FDEis 2. The FDEis 3. The FDEis 4. The FDEis



(7.235) Adams-MoultonFDEare summarized



implicit and requires one derivative function evaluation per step. consistent, 0(At5) locally and 0(At4) globally. conditionally stable (~ At 0 because (cos 0- 1) varies between -2 and 0 as 0 ranges from -~x~ to +~x~. From the lowerlimit, 1 d < -(10.47) - 1 - cos 0 The minimumvalue of d corresponds to the maximum value of (1 - cos 0). As 0 ranges from -~x~ to +~x~, (1 - cos 0) varies between 0 and 2. Consequently, the minimum value ofd is ½. Thus, IGI < 1 for all values of 0 = km kx if (10.48)
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Consequently,the FTCSappro.ximationof the diffusion equation is conditionally stable. This result explains the behavior of the FTCSmethodfor d = 0.6 and d = 1.0 illustrated in Example10.1. The behavior of the amplification factor G also can be determinedby graphical methods. Equation (10.45) can be written in the form G = (1 - 2d) + 2dcos



(10.49)



In the complexplane, Eq. (10.49) represents an oscillation on the real axis, centered (1- 2d+I0), with an amplitude of 2d, as illustrated in Figure 10.14. The stability boundary,[G[ = 1, is a circle of radius unity in the complexplane. For G to remainon or inside the unit circle, -1 < IGI_< 1, as 0 varies from -o~ to +o~, 2d < 1. The graphical approach is very useful whenG is a complexfunction. 10.5.3



Convergence



The proof of convergence of a finite difference method is in the domain of the mathematician. Weshall not attempt to prove convergence directly. However, the convergenceof a finite difference methodis related to the consistency and stability of the finite difference equation. The Lax equivalence theorem[Lax (1954) states: Givena properly posed linear initial-value problemand a finite difference approximationto it that is consistent, stability is the necessaryand sufficient conditionfor convergence. Thus, the question of convergenceof a finite difference methodis answeredby a study of the consistency and stability of the finite difference equation. If the finite difference equation is consistent and stable, then the finite difference methodis convergent. The Lax equivalence theoremapplies to well-posed, linear, initial-value problems. Manyproblemsin engineering and science are not linear, and nearly all problemsinvolve boundaryconditions in addition to the initial conditions. There is no equivalencetheorem for such problems. Nonlinear PDEsmust be linearized locally, and the FDEthat approximatesthe linearized PDEis analysed for stability. Experiencehas shownthat the stability criteria obtained for the FDEwhichapproximatesthe linearized PDEalso apply to
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Figure 10.14 Locusof the amplification factor G for the FTCSmethod.
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the FDEwhich approximates the nonlinear PDE, and that FDEsthat are consistent and whoselinearized equivalent is stable generally converge, even for nonlinear initialboundary-value problems. 10.5.3



Summary



The concepts of consistency, stability, and convergencemust be considered whenchoosing a finite difference approximation of a partial differential equation. Consistency is demonstrated by developing the modified differential equation (MDE)and letting the grid increments go to zero. The MDE also yields the order of the FDE. Stability is ascertained by developing the amplification factor, G, and determining the conditions required to ensure that IGI _< 1. Convergenceis assured by the Lax equivalence theorem if the finite difference equationis consistent and stable.



10.6 THE RICHARDSON AND DUFORT-FRANKEL METHODS The forward-time centered-space (FTCS)approximationof the diffusion equation~ = ~37~ presentedin Section1 0.4 has several desirable features. It is an explicit, two-level, singlestep method.Thefinite difference approximationof the spatial derivative is secondorder. However,the finite difference approximationof the time derivative is only first order. An obvious improvementwouldbe to use a second-order finite difference approximation of the time derivative. The Richardson (leapfrog) and DuFort-Frankelmethodsare two such methods. 10.6.1 The Richardson (Leapfrog) Method Richardson(1910) pr_oposedapproximatingthe diffusion equation ~ --- ~j~.~ by replacing the partial derivative ft by the three-level second-ordercentered-differenceapproximation based on time levels n - 1, n, and n + 1, and replacing the partial derivative fxx by the second-order centered-difference approximation, Eq. (10.23). The corresponding finite difference stencil is presented in Figure 10.15. The Taylor series forf n+~andfn-~ with base point (i, n) are given 1- n Al2 "~ ~fttt[i 1- nAt3 "q- ~-4~tttt]i 1 - n At4 "q- " " " ¯ ~n+l ~___~n q-~17 At "~ ~fttli



At + ~f, li At~ - ~fttli 1- , At3q(i,n+l)



(i-I ,n)



)T~i,



(i+1,n)



(i,n-1) Figure10.15 TheRichardson(leapfrog) methodstencil.



~-4~ttttli



At4"~-’’"



(10.50)



(10.51)



612



Chapter10



AddingEqs. (10.50) and (10.51) gives j~/n+l



.q_j~in-1



2~n-~-~t]~



=



At2 ~



~ttt]7



~t4 +’’"



(10.52)



Solving Eq. (10.52) for~l~ gives ~1~ -~n+l2 at__~n-1



~ttt(T)



A~



(10.53)



where ~-~ < v < ~+~. Truncating the remainder te~ yields the second-order centeredtime approximation:



~.+~_~.-~ f~ --



(10.54)



2 ~t



Substituting Eqs. (10.54) and (10.23) into the di~sion equation gives



Z"+~-~"-~ - ~ - 2~" +Z~ ~2



2 ~t



00.55)



Solving Eq. (10.55) forf "+~ yields



~"+~=~"~+ 2~(~+~- 2~" +Z%~)



00.56)



where d = ~ ~t/~ ~ is the di~sion number. The ~chardson method appe~s to be a significant improvement over the FTCS methodbecause of the increased accuracy of the finite difference approx~ation of~. However, Eq. (10.56) is unconditionally unstable. Peffo~ng a yon Ne~a~stabili~ analysis of Eq. (10.56) (where f" Gf"-~) yields 1 4



G = ~+ ~(cos0 - ~) which yields G2 + bG - 1 = 0



00.57) (10.58)



where b = -4d(cos 0- 1) = 8d sinZ(0/2). Solving Eq. (10.58) by the quadratic yields



~=



-~+4 2



00.59)



Whenb = 0, ~G~= 1. For all other values of b, ~G[ > 1. Consequently, the ~ch~dson (leapfrog) methodis unconditionally unstable whenapplied to the di~sion equation. Since the ~ch~dson method is unconditionally ~stable when applied to the di~sion equation, it c~ot be used to solve that equation, or ~y other parabolic PDE. This conclusion applies only to p~abolic ~ifferential equations. The combinationof a t~ee-level centered-time approximation off combinedwith a centered-space approximation of a spatial derivative maybe stable whenapplied to h~erbolic p~ial differential equations. For example, whenapplied to the h~erbolic convection equation, where it is ~ownsimply as the leapfrog metho~a conditionally stable finite difference methodis obtained. However,whenapplied to the convection-di~sion equation, an unconditionally unstable finite difference equation is again obtained. Such occu~ences of diame~cally
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opposingresults require the numericalanalyst to be constantly alert whenapplyingfinite difference approximationsto solve partial differential equations. 10.6.2 The DuFort-Frankel Method DuFort and Frankel_(1953_) proposed a modification to the Richardson methodfor the diffusion equation f = ef~ which removesthe unconditional instability. In fact, the resulting FDEis unconditionally stable. The central grid point value fn in the secondorder centered-difference approximation ofg~17is replaced by the average off at time levels n + 1 and n - 1, that is, f n = (fn+t +f/,-1)/2. Thus, Eq. (10.55) becomes ¯ -- f?-i " f,.,+t



2 At



Ji +c,-~) - ~f,.~_l _ (f,+l 2Ax



Ji--1



(10.60)



At this point, it is not obvioushowthe truncation error is affected by this replacement.The value f/"+~ appears on both sides of Eq. (10.60). However,it appears linearly, so Eq. (10.60) can be solved explicitly forf"+k Thus,



I(1



÷ 2d)fi "+1 --- (1 - 2d)fi "-~ ÷2d(f~-i ÷f/nl)



(10.61)



where d = ~ At/Ax2 is the diffusion number. The modified differential equation (MDE)corresponding to Eq. (10.61) 4 At



+ ~ ~fxx~ A~2 + 5-g6 (Zf~x~ +’"



(10.62)



As At -+ 0 and Ax-+ 0, the terms involving the ratio (At/Ax) do not go to zero. In fact, they becomeindeterminate. Consequently,Eq. (10.62) is not a consistent approximation the diffusion equation. A von Neumann stability analysis does showthat [GI _< 1 for all values ofd. Thus, Eq. (10.61) is unconditionallystable. However,due to the inconsistency illustrated in Eq. (10.62), the DuFort-Frankelmethodis not an acceptable methodfor solving the parabolic diffusion equation, or any other parabolic PDE.Consequently,it will not be considered further. 10.7 IMPLICIT



METHODS



The forward-time centered-space (FTCS) method is an example of an explicit finite difference method. In explicit methods, the finite difference approximations of the individual exact partial derivatives in the partial differential equation are evaluated at the knowntime level n. Consequently,the solution at a point at the solution time level n ÷ 1 can be expressed explicitly in terms of the knownsolution at time level n. Explicit finite difference methodshave manydesirable features. However,they share one undesirable feature: they are only conditionally stable, or as in the case of the DuFort-Frankel method,they are not consistent with the partial differential equation. Consequently,the allowable time step is generally quite small, and the amountof computational effort required to obtain the solution of someproblemsis quite large. A procedurefor avoiding the time step limitation is obviouslydesirable. Implicit finite difference methodsprovide such a procedure.
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In implicit methods, the finite difference approximationsof the individual exact partial derivatives in the partial differential equationare evaluatedat the solution time level n + 1. Fortuitously, implicit difference methodsare unconditionally stable. There is no limit on the allowabletime step required to achieve a numericallystable solution. Thereis, of course, somepractical limit on the time step required to maintainthe truncation errors within reasonable limits, but this is not a stability consideration; it is an accuracy consideration. Implicit methods do have some disadvantages, however. The foremost disadvantageis that the solution at a point in the solution time level n ÷ 1 dependson the solution at neighboring points in the solution time level, which are also unknown. Consequently, the solution is implied in terms of unknownfunction values, and a systemof finite difference equations must be solved to obtain the solution at each time level. Additionalcomplexitiesarise whenthe partial differential equations are nonlinear. In that case, a systemof nonlinear finite difference equations results, whichmustbe solved by somemannerof linearization and/or iteration. In spite of their disadvantages, the advantage of unconditional stability makes implicit finite difference methodsattractive. Consequently,two implicit finite difference methodsare presented in this section: the backward-timecentered-space (BTCS)method and the Crank-Nicolson (1947) method. 10.7.1



The Backward-Time Centered-Space (BTCS) Method



In this subsection the unsteady one-dimensionaldiffusion equation,~ = ~x, is solved by the backward-timecentered-space (BTCS)method. This methodis also called the fully implicit method.The finite difference equation whichapproximatesthe partial differential equation is obtained by replacing the exact partial derivativef by the first-order backwardtime approximation, which is developedbelow, and the exact partial derivative ~ by the second-order centered-space approximation, Eq. (10.23), evaluated at time level n ÷ The finite difference stencil is illustrated in Figure10.16. TheTaylorseries for~n with base point (i, n + 1) is given ~/, =~,+1 +~l~,+~(_At) + ½~tl~+l(_At)Z Solving Eq. (10.63) ~/nq-1



(10.63)



+1gives for~17



__j~/n



÷



½j~tt(T)At



(10.64)



Truncating the remainder term yields the first-order backward-timeapproximation: f"+~ -f"



f~lT+~ - at (i-l,n+l)



(i,n+l)



(i+l,n+l)



" (i,n) Figure 10.16 The BTCS methodstencil.



(10.65)
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Substituting Eqs. (10.65) and (10.23) into the diffusion equation,~ = ~J~x~,yields f/~+~ -f/~ _ a f/n+l i+~ At



__ 2f/n+l -t£n+l -Ji-1



(10.66)



2Ax



Rearranging Eq. (10.66) yields the implicit BTCSFDE: (10.67) I -dfn-+~l +(1 +2)f~+l-dfn++~l =f~l where d = ~ At/Ax2 is the diffusion number. Equation (10.67) cannot be solved explicitly for n+l because t he t wo unknown ~ andf~_’~ l also appear in the equation. The value off "+1 is implied neighboringvaluesf~_-~ in Eq. (10.67), however.Finite difference equations in whichthe unknown solution value f"+~ is implied in terms of its unknownneighbors rather than being explicitly given in terms of knowninitial values are called implicit FDEs. The modified differential equation (MDE)corresponding to Eq. (10.67) + ~2 0~f~xxx,~r2 ~O~f~xxxx 1 4 (10.68) f =o~f~.x + ½ft At _ l-6ftt At2 +"" + x z~X -[- "’" As At --~ 0 and Ax ~ 0, all of the truncation error terms go to zero, and Eq. (10.68) approachesf = ~f~x. Consequently,Eq. (10.67) is consistent with the diffusion equation. The truncation error is 0(At)+ 0(Axe). From avon Neumannstability analysis, amplification factor Gis G=



1 1 + 2d(1 - cos 0)



(10.69)



The term (1 - cos 0) is greater than or equal to zero for all values of 0 = (k,, Ax). Consequently,the denominatorof Eq. (10.69) is always>_ 1. Thus, [GI < 1 for all positive values of d, and Eq. (10.67) is unconditionally stable. The BTCSapproximation of the diffusion equation is consistent and unconditionally stable. Consequently, by the Lax Equivalence Theorem, the BTCSmethod is convergent. Consider nowthe solution of the unsteady one-dimensional diffusion equation by the BTCS method. The finite difference grid for advancingthe solution from time level n



t~/- Boundarycondition f(O,t) Boundary condition f(L,t)~ ~ I ] n+l



n



01~ 3 Figure10.17 Finite difference grid for implicit methods.
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to time level n ÷ 1 is illustrated in Figure 10.17. For Dirichlet boundaryconditions (i.e., the value of the function is specified at the boundaries),the finite difference equation must be applied only at the interior points, points 2 to imax- 1. At grid point 1,f~n+l =j~(0, t), and at grid point imax, f~+ax~ =.~(L, t). The followingset of simultaneouslinear equations is obtained: (1 + 2d)An+l - dAn+l =An 2c- d~(O, l) = 2 -df2 n+l + (1 + 2d)f3 n+l -- df4 n+l = f3 n = 36



-df3 "+~ + (1 + 2d)f4"+1 - df~"+~ =f4" = b4 -dfi~+axl_2 + (l + 2d)f~+axl_l



(10.70)



L, t) = bimax_ =f~ax-1 d~¢( 1



Equation(10.70) comprisesa tridiagonal systemof linear algebraic equations. That system of equations maybe written as Af n+l



=



b



(10.71)



where A is the (imax - 2 × imax - 2) coefficient matrix, f,+l is the (imax - 2 x solution columnvector, and b is the (imax - 2 × 1) columnvector of nonhomogeneous terms. Equation (10.71) can be solved very efficiently by the Thomasalgorithm presented in Section 1.5. Since the coefficient matrix A does not changefrom one time level to the next, LU factorization can be employed with the Thomasalgorithm to reduce the computationaleffort even further. The FTCSmethodand the BTCSmethodare both first order in time and second order in space. So what advantage, if any, does the BTCSmethodhave over the FTCSmethod? The BTCS methodis unconditionally stable. The time step can be muchlarger than the time step for the FTCSmethod. Consequently,the solution at a given time level can be reached with muchless computationaleffort by taking time steps muchlarger than those allowedfor the FTCSmethod.In fact, the time step is limited only by accuracy requirements. Example10.4. The BTCSmethod applied to the diffusion equation. Let’s solve the heat diffusion problemdescribed in Section 10.1 by the BTCS methodwith Ax= 0.1 cm. For the first case, let At = 0.5 s, so d = ~ At/Ax2 -- 0.5. The results at selected time levels are presented in Figure 10.18. It is obviousthat the numericalsolution is a good approximation of the exact solution. The general features of the numerical solution presented in Figure 10.18 are qualitatively similar to the numerical solution obtained by the FTCSmethodfor At = 0.5 s and d = 0.5, which is presented in Figure 10.11. Althoughthe results obtained by the BTCS methodare smoother, there is no major difference. Consequently, there is no significant advantage of the BTCSmethodover the FTCSmethod for d = 0.5. Thenumericalsolutions at t = 10.0 s, obtained with At -- 1.0, 2.5, 5.0, and 10.0 s, for whichd = 1.0, 2.5, 5.0, and 10.0, respectively, are presented in Figure 10.19. These results clearly demonstratethe unconditional stability of the BTCS method. However,the numerical solution lags the exact solution seriously for the larger values of d. The advantage of the BTCSmethodover explicit methodsis nowapparent. If the decreased accuracy associated with the larger time steps is acceptable, then the solution can be
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Figure 10.18 Solution by the BTCS methodwith d = 0.5. 100 90 80
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obtained with less computational effort with the BTCSmethod than with the FTCS method. However,the results presented in Figure 10.19 suggest that large values of the diffusion number,d, lead to serious decreases in the accuracy of the solution. The final results presented for the BTCS methodare a parametric study in whichthe value of T(0.4, 5.0) is calculated using values of Ax = 0.1, 0.05, 0.025, and 0.0125cm,for values ofd = 0.5, 1.0, 2.0, and 5.0. The value of At for each solution is determinedby the specified values of Axand d. The exact solution is ~’(0.5, 5.0) = 47.1255C. The results are presented in Table 10.5. The truncation error of the BTCS methodis 0(At) + 0(Ax2). For a constant value of d, At = d Ax~/e. Thus, as z~c is successively halved, At is quartered. Consequently,both the 0(zXt) error term and the 0(Ax2) error term, and thus the total error, should decrease by a factor of approximately4 as Axis halved for a constant value of d. This result is clearly evident fromthe results presented in Table 10.5. The backward-time centered-space (BTCS) method has an infinite numerical information propagation speed. Numerically, information propagates throughout the entire physical space during each time step. The diffusion equation has an infinite physical information propagation speed. Consequently, the BTCSmethod correctly models this feature of the diffusion equation. Whena PDEis nonlinear, the corresponding FDEis nonlinear. Consequently, a system of nonlinear FDEsmust be solved. For one-dimensionalproblems, this situation is the sameas described in Section 8.7 for ordinary differential equations, and the solution procedures described there also apply here. Whensystems of nonlinear PDEsare considered, a correspondingsystem of nonlinear FDEsis obtained at each solution point, and the combinedequations at all of the solution points yield block tridiagonal systems of FDEs.For multidimensional physical spaces, banded matrices result. Such problems are frequently solved by alternating-direction-implicit (ADI) methodsor approximate-factorization-implicit (AFI) methods, as described by Peacemanand Rachford (1955) Douglas (1962). The solution of nonlinear equations and multidimensional problems are discussed in Section 10.9. The solution of a coupled system of several nonlinear multidimensionalPDEsby an implicit finite difference methodis indeed a formidable task.



Table 10.5 ParametricStudyof T(0.4, 5.0) by the BTCS Method T(0.4,5.0), Error(0.4, 5.0) = [T(0.4,5.0) - ~’(0.4,5.0)1, Ax, cm



d = 0.5



d = 1.0



d = 2.5



d = 5.0



0.1



48.3810 1.2555 47.4361 0.3106 47.2029 0.0774 47.1448 0.0193



49.0088 1.8830 47.5948 0.4693 47.2426 0.1171 47.1548 0.0293



50.7417 3.6162 48.0665 0.9410 47.3614 0.2359 4711845 0.0590



53.1162 5.9907 48.8320 1.7065 47.5587 0.4332 47.2340 0.1085



0.05 0.025 0.0125
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In summary, the backward-time centered-space approximation of the diffusion equation is implicit, single step, consistent, 0(At)÷ 0(Ax2), unconditionally stable, convergent. Consequently, the time step is chosen based on accuracy requirements, not stability requirements. The BTCSmethodcan be used to solve nonlinear PDEs,systems of PDEs,and multidimensional problems. However,in those cases, the solution procedure becomesquite complicated. 10.7.2 The Crank-Nicolson Method The backward-time centered-space (BTCS) approximation of the diffusion equation ~ = ~f~, presented in the previous subsection, has a major advantage over explicit methods: It is unconditionally stable. It is an implicit single step method. The finite difference approximationof the spatial derivative is second order. However,the finite difference approximation of the time derivative is only first order. Using a secondorder finite difference approximation of the time derivative would be an obvious improvement. Crankand Nicolson (1947) proposed approximatingthe partial derivative~t at grid point (i, n + 1/2) by the second-order centered-time approximation obtained by combining Taylor series for~"+1 and~n. Thus,



~n+l



=~n+l/2



~, =~,+]/e



÷~[7+1/2



-fli



÷~ftt[i



~ + ~Jttli



"~



--



--6



+...



+~anti



St.



i



~ 2 } +’’"



(10.72)



(10.73)



Sub,acting these ~o equations and solving for~17+~/z gives J~ttl n+l/2



i



= ~//n+lAt __j~i



n 2~l (’~)



2 A~



(10.74)



wheret" < z < t n+l . Truncatingthe remainderterm in Eq. (10.74) yields the second-order centered-time approximation off:



f,17+1/2 _f n+l_fin



(10.75)



The partial derivative ~x at grid point (i, n + ½) is approximated iXXlT+l/2



__1 (/" in+l -- ~ \Jxxli



(10.76)



The order of the FDEobtained using Eqs. (10.75) and (10.76) is expected to 0(At2) ÷ 0(Ax2), but that must be provenfrom the MDE.The partial derivativejTxx at time levels n and n ÷ 1 are approximatedby the second-order centered-difference approximation, Eq. (10.23), applied at time levels n and n + 1, respectively. The finite difference stencil is illustrated in Figure 10.20. Theresulting finite difference approximationof the one-dimensionaldiffusion equation is nfin+l __fi At



{fi~_+ll ~~ ~,,



__ 2fin+l ÷fn_-~l -~ fi~-I 2 Ax



-- 2fi n ÷ fin-l.’~ 2 Ax



)



(10.77)
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(i-l,n+l)



(i,n+l)



(i+l,n+l)



"! (i,n+1/2) : (i-1,n)



(i,n)



(i+1,n)



Figure10.20 TheCrank-Nicolson method stencil. RearrangingEq. (10.77) yields the Crank-Nicolsonfinite difference equation: 1 q- 2(1 + dff~in+l- dfin++ll -d~_+l = d~nl -t- 2(1 - d~n q- dfin+l



(10.78)



where d = ~ At/Ax2 is the diffusion number. The modified differential equation (MDE)obtained by writing Taylor series for f(x, t) aboutpoint (i, n + ½) f~ =~fxx - ~-4ftttt AtE+""+ ~ ~fxxtt AtE



+~=f=x~AX~. -- 3-ff6 1 ~,-,~x~.~x~ A.4 +""



(10.79)



As At--~ 0 and Ax-+ 0, all of the truncation error terms go to zero, and Eq. (10.79) approachesft = ~fx~. Consequently,Eq. (10.78) is consistent with the diffusion equation. The leading truncation error terms are 0(At2) and 0(Ax2). Froma yon Neumannstability analysis, the amplification factor G is 1 - d(1 - cos 0) G= (10.80) 1 + d(1 - cos 0) The term (1 - cos 0) _> 0 for all values of 0 (k m Ax). Consequently IGI _ 0 for all values of 0 = (k,~ Ax). Consequently,the denominator of Eq. (10.125) is always > 1, IGI _< 1 for all values of c and d, and Eq. (10.123) unconditionally stable. The BTCSapproximationof the convection-diffusion equation is consistent and unconditionally stable. Consequently,by t~he Lax EquivalenceTheoremit is a convergent approximationof that equation. Consider now the solution of the convection-diffusion equation by the BTCS method. As discussed in Section 10.7 for the diffusion equation, a tridiagonal system of equations results when Eq. (10.123) is applied at every grid point. That system equations can be solved by the Thomasalgorithm (see Section 1.5). For the linear convection-diffusion equation, LUfactorization can be used. Example10.8. The BTCSmethod applied to the convection-diffusion



equation



Let’s solve the heat convection-diffusion problem using Eq. (10.123) with Ax= 0.1 and At = 0.5 s. The transient solution for At = 0.5 s, for which c = d = 0.5 s, is presented in Figure 10.32. These results are a reasonable approximation of the exact transient solution. At t = 50.0 s, the exact asymptotic steady state solution has been reached. The numerical solution at t = 50.0 s is a reasonable approximationof the steady state solution. The implicit BTCSmethod becomesconsiderably more complicated when applied to nonlinear PDEs,systems of PDEs,and multidimensional problems. A brief discussion of these problemsis presented in Section 10.9. In summary,the BTCS approximationof the convection-diffusion equation is implicit, single step, consistent, 0(At) + 0(Ax2),unconditionallystable, and convergent.Theimplicit nature of the methodyields a set of finite difference equations which must be solved simultaneously. For one-dimensional problems, that can be accomplished by the Thomas algorithm. The BTCSapproximationof the convection-diffusion equation yields reasonably accurate transient solutions for modestvalues of the convectionand diffusion numbers.
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Figure 10.32 Solution by the BTCS methodfor P = 10.



10.11 ASYMPTOTIC STEADY STATE SOLUTION TO PROPAGATION PROBLEMS Marching methodsare employedfor solving unsteady propagation problems, which are governedby parabolic and hyperbolicpartial differential equations. Theemphasisin those problemsis on the transient solution itself. Marchingmethodsalso can be used to solve steady equilibrium problemsand steady mixed(i.e., elliptic-parabolic or elliptic-hyperbolic) problemsas the asymptoticsolution time of an appropriate unsteady, propagation problem. Steady equilibrium problems are governed by elliptic PDEs. Steady mixed problems are governed by PDEsthat change classification from elliptic to parabolic or elliptic to hyperbolic in someportion of the solution domain,or by systems of PDEswhichare a mixedset of elliptic and parabolic or elliptic and hyperbolicPDEs.Mixedproblemspresent serious numericaldifficulties due to the different types of solution domains(closed domainsfor equilibrium problemsand open domainsfor propagation problems) and different types of auxiliary conditions (boundary conditions for equilibrium problems and boundaryconditions and initial conditions for propagation problems). Consequently,it maybe easier to obtain the solution of a steady mixedproblem by reposing the problem as an unsteady parabolic or hyperbolic problem and using marchingmethodsto obtain the asymptotic steady state solution. That approach to solving steady state problemsis discussed in this section. The appropriate unsteady propagation problem must be governed by a parabolic or hyperbolic PDEhaving the samespatial derivatives as the steady equilibrium problemor
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the steady mixedproblemand the same boundaryconditions. As an example, consider the steady convection-diffusion equation: I



u~



=



~j~x~



I



(10.126)



The solution to Eq. (10.126) is the function ~(x), which must satisfy two boundary conditions. The boundaryconditions maybe of the Dirichlet type (i.e., specified values of f), the Neumann~ type ^(i.e., specified values of j~x), or the mixedtype (i.e., specified combinations off andf~). An appropriate unsteady propagation problem for solving Eq. (10.126) as the asymptoticsolution in time is the unsteady convection-diffusion equation: ~ + U]’x = ~]~xx



(10.127)



Thesolution to Eq. (10.127)is the function j?(x, t), whichmustsatisfy an initial condition, ]’(x, O) = F(x), and two boundaryconditions. If the boundaryconditions for)~(x, 0 are the sameas the boundaryconditions for.~(x), then



j~(x) = tL2~37(x, t) = jT(x,



(10.128)



_Aslong as the asymptoticsolution converges,the particular choice for the initial condition, f(x, O)=F(x), should not affect the steady state solution. However,the steady state solution maybe reached in fewer time steps if the initial condition is a reasonable approximationof the general features of the steady state solution. The steady state solution of the transient heat convection-diffusion problem presented in Section 10.10 is considered in this section to illustrate the solution of steady equilibrium problemsas the asymptotic solution of unsteady propagation problems. The exact solution to that problemis ~(x) =100



- 1



(10.129)



whereP = (uL/(x) is the Peclet number.The solution for P = 10 is tabulated in Table 10.7 as the last row of data in the table correspondingto t As shownin Figures 10.30 and 10.32, the solution of the steady state convectiondiffusion equation can be obtained as the asymptotic solution in time of the unsteady convection-diffusion equation. The solution by the FTCSmethodrequired 100 time steps. ¯ The solution by the BTCSmethod also required 100 time steps. However, the BTCS methodis unconditionally stable, so muchlarger time steps can be taken if the accuracy of the transient solution is not of interest. The results of this approachare illustrated in Example 10.9. Example10.9., Asymptoticsteady state solution of the convection-diffusion equation Let’s solve the unsteady heat convection-diffusionproblemfor the asymptoticsteady state solution with Ax = 0.1 cmby the BTCSmethod. Figure 10.33 presents seven solutions of the heat convection-diffusion equation, each one for a single time step with a different
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Figure]0.33 $ing]eostepsolutions by the BTCS method for P = value of At. AsAt is increased from 2.0 s to 1000.0 s, the single-step solution approaches the steady state solution moreand moreclosely. In fact, the solution for At ---- 1000.0s is essentially identical to the steady state solution and was obtained in a single step. In summary,steady equilibrium problems, mixed elliptic/parabolic problems, and mixedelliptic/hyperbolic problemscan be solved as the asymptoticsteady state solution of an appropriate unsteady propagation problem. For linear problems, the asymptotic steady state solution can be obtained in one or two steps by the BTCS method,whichis the recommendedmethod for such problems. For nonlinear problems, the BTCSmethod becomesquite time consuming, since several time steps must be taken to reach the asymptotic steady-state solution. The asymptotic steady state approach is a powerful procedure for solving difficult equilibrium problems and mixedequilibrium/propagation problems. 10.12 PROGRAMS Three FORTRAN subroutines for solving the diffusion equation are presented in this section: 1. The forward-time centered-space (FTCS) method 2. The backward-time centered-space (BTCS) method 3. The Crank-Nicolson (CN) method
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The basic computational algorithms are presented as completely self-contained’ subroutines suitable for use in other programs. Input data and output statements are contained in a main(or driver) programwritten specifically to illustrate the use of each subroutine.



10.12.1 The Forward-Time Centered-Space (FTCS) Method The diffusion equation is given by Eq. (10.4): (10.130)



ft = c~fx~



WhenDirichlet (i.e., specified f) boundaryconditions are imposed,those values must specified at the boundarypoints. That type of boundarycondition is considered in this section. The first-order forward-time second-order centered-space (FTCS)approximation of Eq. (10.130) is given by Eq. (10.25): fn+l =f/,n



(f/+l



-~- 2’0f/"n



(lO.131)



+f/n-l)



A FORTRAN subroutine, subroutine ftcs, for solving Eq. (131) is presented Program10.1. Programmain defines the data set and prints it, calls subroutineflcs to implementthe solution, and prints the solution.



Program10.1. The FTCSmethod for the diffusion



equation program



program main main program to illustrate diffusion equation solvers nxdim x-direction array dimension, nxdim = ii in this program.. ntdim t-direction array dimension, ntdim = 101 in this progra imax number of grid points in the x direction number of time steps nmax intermediate results output flag: 0 none, 1 all iw ix output increment: 1 every grid point, n every nth point it output increment: 1 every time step, n every nth step f solution array, f(i,n) x-direction grid increment dt time step alpha diffusion coefficient dimension f(ll,lOl) data nxdim, ntdim, imax, nmax, iw, ix, it/ll,lOl,ll,101, O, I, 10/ data (f(i,l),i=l,ll) / 0.0, 20.0, 40.0, 60.0, 80.0, 100.0, 1 80.0, 60.0, 40.0, 20.0, 0.0 / data dx, dt,alpha,n,t / 0.i, 0.1, 0.01, i, 0.0 / write (6,1000) call ftcs (nxdim, ntdim, imax, nmax, f, dx, dr, alpha, n, t, iw, ix) if (iw. eq.l) stop do n=l, nmax, i t
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ParabolicPartial Differential Equations t=float (n-l) *dt write (6,1010) n, t, (f(i,n),i=l,imax, end do stop i000 format (’ Diffusion equation solver 1 ’ n’,2x, ’time’,3x, ’f(i,n)’/’ 1010 format (i3,fS.l,llf6.2) end



(FTCS method)’/"



,/



subroutinef tcs (nxdim, ntdim, imax, nmax, f, dx, dr, alpha, n, t, iw, ix) the FTCS method for the diffusion equation dimension f (nxdim, ntdim) d=alpha *dt/dx* *2 do n=l,nmax-i t=t+dt do i=2, imax-I f (i,n+l )=f (i,n) +d* (f (i +l,n)-2.0*f (i,n) +f end do if (iw. eq.l) write (6,1000)n+l,t, (f(i,n+l),i=l,imax, end do return 1000 format (i3,f7.3,11f6.2) end



The data set used to illustrate subroutine tics is taken from Example10.1. The output generated by the programis presented in Output 10.1. A Neumarm(i.e., derivative) boundary condition on the right-hand side of the solution domaincan be implementedby solving Eq. (10.87) at grid point imax. Example 10.6 can be solved to illustrate the application of this boundarycondition. Output 10.1. Solution of the diffusion equation by the FTCSmethod Diffusion equation solver (ETCS method) n time 1 0.0 II 1.0 21 2.0 31 3.0 41 4.0 51 5.0 61 6.0 71 7.0 81 8.0 91 9°0 101 10.0



f(i,n) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00



20.00 19.96 19.39 18.21 16.79 15.34 13.95 12.67 11.49 10.42 9.44



40.00 60.00 80.00100.00 80.00 60.00 40.00 39.68 58.22 72.81 78.67 72.81 58.22 39.68 37.81 53.73 64.87 68.91 64.87 53.73 37.81 35.06 48.99 58.30 61.58 58.30 48.99 35.06 32.12 44.51 52.63 55.45 52.63 44.51 32.12 29.25 40.39 47.61 50.11 47.61 40.39 29.25 26.57 36.63 43.11 45.35 43.11 36.63 26.57 24.11 33.20 39.06 41.07 39.06 33.20 24.11 21.86 30.10 35.39 37.21 35.39 30.10 21.86 19.82 27.28 32.07 33.72 32.07 27.28 19.82 17.96 24.72 29.07 30.56 29.07 24.72 17.96



20.00 0.00 19.96 0.00 19.39 0.00 18.21 0.00 16.79 0.00 15.34 0.00 13.95 0.00 12.67 0.00 11.49 0.00 10.42 0.00 9.44 0.00
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The first-order backward-time second-order centered-space (BTCS)approximation Eq. (10.130) is given by Eq. (10.67): ’ -I- (1 + 2d)f/n+l--dfn_~



df/~_~ 1



n=fi



(10.132)



A FORTRAN subroutine, subroutine btes, for solving the system equation arising from the application of Eq. (10.132) at every interior point in a finite difference grid presented in Program10.2. Subroutine thomaspresented in Section 1.8.3 is used to solve the tridiagonal system equation. Only the statements which are different from the statements in programmain and programtics in Section 10.12.1 are presented. Program maindefines the data set and prints it, calls subroutinebtcs to implementthe solution, and prints the solution.



Program10.2. The BTCSmethod for the diffusion equation program ~grogram main c



main program to illustrate diffusion equation solvers dimension f(ll,101) ,a(ll,3) ,b(ll) cal i btcs (nxdim, n tdim, imax, nmax, f, dx, dt, alpha,n, t, iw, ix, a, b, 1000 format (" Diffusion equation solver (BTCS method)’/’ ’/ 1 ’ n’,lx, ’time’,3x, ’f(i,n) ’/’ ’) end subroutine btcs (nxdim, ntdim, imax, nmax, f, dx, dr, alpha, n, t, iw, 1 ix, a,b,w) implements the BTCS method for the diffusion equation dimension f (nxdim, n tdim), a (nxdim, 3 ), b (nxdim), w (nxdim) d=alpha *dt/dx* *2 a(i,2)=1.0 a(l,3)=O.O b(1)=O. a (imax,1 ) =0.0 a (imax,2) =I. b(imax) =0.0 do n=l, nmax-i t=t+dt do i=2, imax-i a(i,l)=-d a (i, 2) =i. 0+2. O*d a(i,3)=-d b(i)=f(i,n) end do
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ParabolicPartial Differential Equations call thomas (nxdim, imax, a,b, w) do i=2, imax-i f (i,n+l)=w(i) end do if (iw. eq.l) write (6,1000) n+l,t, (f(i,n+l),i=l,imax, end do return 1000 format (i3,fS.l,llf6.2) end



The data set used to illustrate subroutine btcs is taken from Example10.4. The output generated by the programis presented in Output 10.2.



Output10.2. Solution of the diffusion equation by the BTCS method Diffusion equation solver (BTCS method) n time 1 0.0 3 1.0 5 2.0 7 3.0 9 4.0 II 5.0 13 6.0 15 7.0 17 8.0 19 9.0 21 10.0



f(i,n) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00



20.00 19.79 19.10 18.03 16.75 15.42 14.11 12.87 11.73 10.67 9.70



40.00 39.25 37.40 34.91 32.19 29.50 26.93 24.53 22.33 20.31 18.46



60.00 57.66 53.62 49.20 44.91 40.90 37.22 33.84 30.77 27.97 25.42



80.00100.00 73.06 80.76 65.58 70.28 59.06 62.65 53.39 56.39 48.38 50.99 43.90 46.22 39.86 41.94 36.21 38.09 32.90 34.60 29.90 31.44



80.00 73.06 65.58 59.06 53.39 48.38 43.90 39.86 36.21 32.90 29.90



60.00 57.66 53.62 49.20 44.91 40.90 37.22 33.84 30.77 27.97 25.42



40.00 39.25 37.40 34.91 32.19 29.50 26.93 24.53 22.33 20.31 18.46



20.00 19.79 19.10 18.03 16.75 15.42 14.11 12.87 11.73 10.67 9.70



0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00



10.12.3 The Crank-Nicolson (CN) Method The Crank-Nicolsonapproximation of Eq. (10.130) is given by Eq. (10.78): _df~1 +2(l+d)fn+l



_arn+~ ~Ji+l -~"d



~_~+2(1 - d)fn+ d n



(10.133)



A FORTRAN subroutine, subroutine cn, for implementing the system equation arising fromthe application of Eq. (10.133)at everyinterior point in a finite difference grid is presented in Program10.3. Onlythe statements whichare different from the statements inprogram main and programbtes in Section 10.12.2 are presented. Programmain defines the data set and prints it, calls subroutine cn to implementthe solution, and prints the solution.
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Program 10.3.



The CN method for the diffusion



program c



main call 1000



main



program



to



cn (nxdim,



format



equation program



("



1 ’ n’,2x,



illustrate



ntdim, imax,



Diffusion



diffusion nmax,



equation



equation



solvers



f, dx, dt,alpha,n,t,



solver



(CN



iw, ix, a,b,w)



method)’/’



’time’,3x,’f(i,n)’/’



end subroutine 1 a,b,w) the CN



cn (nxdim, ntdim, imax, nmax, f, dx, dr, alpha, n, t, iw, ix,



method



for



the



diffusion



equation



a (i,2) =2.0*(i.O+d) b(i) =d*f (i-l, n) +2.0" (i. O-d) *f (i,n) +d*f end subroutine the thomas



thomas (ndim, n,a,b,x) algorithm for a tridiagonal



system



end



The data set used to illustrate subroutine cn is taken from Example 10.5. The output generated by the program is presented in Output 10.3. Output 10.3. Diffusion n



time



Solution of the diffusion



equation



equation by the CN method



solver (CN method)



f(i,n)



1



0.0



0.00



20.00



40.00



60.00



80.00100.00



80.00



60.00



40.00



20.00



0.00



3



1.0



0.00 19.92



39.59



58.20



72.93



78.79



72.93



58.20



39.59



19.92



0.00



5



2.0



0.00



19.34



37.76



53.75



64.97



69.06



64.97



53.75



37.76



19.34



0.00



7



3.0



0.00



18.19



35.06



49.04



58.41



61.72



58.41



49.04



35.06



18.19



0.00



9



4.0



0.00



16.80



32.15



44.59



52.74



55.59



52.74



44.59



32.15



16.80



0.00



ii



5.0



0.00



15.36



29.30



40.48



47.73



50.24



47.73



40.48



29.30



15.36



0.00



13



6.0



0.00 13.98



26.64



36.73



43.23



45.48



43.23



36.73



26.64



13.98



0.00



15



7.0



0.00



12.70



24.18



33.31



39.18



41.21



39.18



33.31



24.18



12.70



0.00



17



8.0



0.00



11.53



21.94



30.21



35.52



37.35



35.52



30.21



21.94



11.53



19



9.0



0.00 10.46



19.90



27.39



32.21



33.86



32.21



27.39



19.90



10.46



0.00 0.00



21



10.0



9.49 18.04



24.84



29.20



30.70



29.20



24.84



18.04



9.49



0.00



0.00



10.12.4 PackagesFor SolvingThe Diffusion Equation Numerouslibraries and software packages are available for solving the diffusion equation. Many work stations and main frame computers have such libraries attached to their operating systems.
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Manycommercialsoftware packages contain algorithms for integrating diffusion type (i.e., parabolic) PDEs.Dueto the wide variety of parabolic PDEsgoverningphysical problems, manyparabolic PDEsolvers (i.e., programs) have been developed. For this reason, no specific programsare recommended in this section.



10.13



SUMMARY



The numerical solution of parabolic partial differential equations by finite difference methodsis discussed in this chapter. Parabolic PDEsgovern propagation problems which have an infinite physical information propagation speed. Theyare solved numerically by marchingmethods. The unsteady one-dimensional diffusion equation f = af~x is considered as the modelparabolic PDEin this chapter. Explicit finite difference methods,as typified by the FTCSmethod,are conditionally stable and require a relatively small step size in the marchingdirection to satisfy the stability criteria. Implicit methods,as typified by the BTCS method,are unconditionally stable. The marchingstep size is restricted by accuracy requirements, not stability requirements. For accurate solutions of transient problems, the marchingstep size for implicit methodscannot be very muchlarger than the stable step size for explicit methods. Consequently, explicit methodsare generally preferred for obtaining accurate transient solutions. Asymptoticsteady state solutions can be obtained very efficiently by the BTCS methodwith a large marchingstep size. Nonlinearpartial differential equations can be solved directly by explicit methods. Whensolved by implicit methods, systems of nonlinear FDEsmust be solved. Multidimensionalproblemscan be solved directly by explicit methods. Whensolved by implicit methods, large banded systems of FDEsresults. Alternating-direction-implicit (ADI) methods and approximate-factorization-implicit (AFI) methods can be used to solve multidimensional problems. After studying Chapter 10, you should be able to: 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13.



Describe the physics of propagation problems governed by parabolic PDEs Describe the general features of the unsteady diffusion equation Understandthe general features of pure diffusion Discretize continuous physical space Developfinite difference approximationsbf exact partial derivatives of any order Developa finite difference approximation of an exact partial differential equation Understand the differences between an explicit FDEand an implicit FDE Understand the theoretical concepts of consistency, order, stability, and convergence, and howto demonstrate each Derive the modified differential equation (MDE)actually solved by a FDE Perform avon Neumannstability analysis Implementthe forward-time centered-space method Implement the backward-time centered-space method Implement the Crank-Nicolson method
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Chapter10 14. Describe the complications associated with nonlinear PDEs 15. Explain the difference between Dirichlet and Neumannboundary conditions and howto implement both. 16. Describe the general features of the unsteady convection-diffusion equation 17. Understandhowto solve steady state problems as the asymptotic solution in time of an appropriate unsteady propagation problem 18. Choosea finite difference methodfor solving a parabolic PDE



EXERCISE PROBLEMS Section 10.2 General Features of Parabolic PDEs I.



2. 3.



Consider the unsteady one-dimensional diffusion equation ~ = @xx.Classify this PDE.Determinethe characteristic curves. Discussthe significance of these results as regards domainof dependence,range of influence, signal propagation speed, auxiliary conditions, and numerical solution procedures. Developthe exact solution of the heat diffusion problempresented in Section 10.1, Eq. (10.3). By hand, calculate the exact solution for T(0.5, 10.0).



Section 10.4 The Forward-Time Centered-Space (FTCS) Method 4.



Derive the FTCSapproximation of the unsteady one-dimensional diffusion equation, Eq. (10.25), including the leading truncation error terms in and Ax. 5.* By hand calculation, determine the solution of the example heat diffusion problem by the FTCSmethodat t = 0.5 s for Ax -= 0.1 cm and At = 0.1 s. 6. By hand calculation, derive the results presented in Figures 10.12 and 10.13. 7. Implementthe programpresented in Section 10.12.1 to reproduce Table 10.2. Comparethe results with the exact solution presented in Table 10.1. 8. Solve Problem7 with Ax= 0.1 cmand At = 0.5 s. Comparethe results with the exact solution presented in Table 10.1. 9. Solve Problem8 with Ax = 0.05 cm and At = 0.125 s. Comparethe errors and the ratios of the errors for the twosolutions at t = 5.0 s.



Section 10.5 Consistency, Order, Stability, and Convergence Consistency and Order 10. Derive the MDEcorresponding to the FTCSapproximation of the diffusion equation, Eq. (10.25). Analyzeconsistency and order. 11. Derive the MDEcorresponding to the Richardson approximation of the diffusion equation, Eq. (10.56). Analyzeconsistency and order.
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12. Derive the MDEcorresponding to the DuFort-Frankel approximation of the diffusion equation, Eq. (10.61). Analyzeconsistency and order. Derive the MDE corresponding to the BTCSapproximation of the diffusion equation, Eq. (10.67). Analyzeconsistency and order. Derive the MDE corresponding to the Crank-Nicolson approximation of the diffusion equation, Eq. (10.78). Analyzeconsistency and order. Stability 15. 16. 17. 18. 19.



Performavon Neumannstability Perform avon Neumann stability Performavon Neumarm stability Performa yon Neumann stability Perform avon Neumann stability



analysis analysis analysis analysis analysis



of of of of of



Eq. (10.25). Eq. (10.56). Eq. (10.61). Eq. (10.67). Eq. (10.78).



Section 10.6 The Richardson and Du-Fort-Frankel



methods



20. Derive the Richardson approximation of the tmsteady one-dimensional diffusion equation, Eq. (10.56), including the leading truncation error terms in and Ax. 21. Derive the DuFort-Frankel approximation of the unsteady one-dimensional diffusion equation, Eq. (10.61), including the leading truncation error terms At and Ax. Section 10.7 Implicit



Methods



The Backward-Time Centered-Space (BTCS) Method Derive the BTCSapproximation of the unsteady one-dimensional diffusion equation, Eq. (10.67), including the leading truncation error terms in At and Ax. 23.* By hand calculation, determine the solution of the exampleheat diffusion problem by the BTCSmethodat t = 0.5 s for Ax = 0.1 cm and At = 0.5 s. 24. Implementthe programpresented in Section 10.12.2 to reproduce the results presented in Figure 10.18. Comparethe results with the exact solution presented in Table 10.1. 25. Implementthe programpresented in Section 10.12.2 and repeat the calculations requested in the previous problem for Ax= 0.05 cmand At = 0.125 s. Compare the errors and ratios of the errors for the twosolutions at t = 10.0 s. 25. Implementthe programpresented in Section 10.12.2 to reproduce the results presented in Figure 10.19. 22.



The Crank-Nicolson Method 27.



Derive the Crank-Nicolson approximation of the unsteady one-dimensional diffusion equation, Eq. (10.78), including the leading truncation error terms At and ~c. 28,* By hand calculation, determine the solution of the example heat diffusion problem by the Crank-Nicolson method at t = 0.5 s for Ax = 0.1 cm and At-- 0.5 s. 29. Implementthe programpresented in Section 10.12.3 to reproduce the results
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Chapter10 presented in Figure 10.21. Comparethe results with the exact solution presented in Table 10.1. 30. Implementthe programdeveloped in Section 10.12.3 and repeat the calculations requested in the previous problem for Ax = 0.05 cm and At = 0.25 s. Compare the errors and the ratios of the errors for the twosolutions at t = 10.0 s. 31. Use the program presented in Section 10.12.3 to reproduce the results presented in Figure 10.22.



Section 10.8 Derivative BoundaryConditions 32. Derive Eq. (10.87) for a right-hand side derivative boundarycondition. 33.* By hand calculation using Eq. (10.87) at the boundarypoint, determine the solution of the exampleheat diffusion problempresented in Section 10.8 at t = 2.5 s for Ax = 0.1 cmand At = 0.5 s. 34. Modifythe programpresented in Section 10.12.1 to incorporate a derivative boundary condition on the right-hand boundary. Check out the program by reproducing Figure 10.25. Section 10.9 Nonlinear Equations and Multidimensional Problems Nonlinear Equations 35.



Consider the following nonlinear parabolic PDEfor the generic dependent variable f(x, y), whichserves as a modelequation in fluid mechanics: ff~ =Otfyy



(A)



wheref(x, O) ----f~, f(x, Y) ----J~, and f(0,y) ---- F(y). (a) Derive the approximation of Eq. (A). (b) Perform a yon Neumannstability analysis the lineafized FDE.(c) Derive the MDE corresponding to the lineafized FDE. Investigate consistency and order. (d) Discuss a strategy for solving this problemnumerically. 36. Solve the previous problem for the BTCSmethod. Discuss a strategy for solving this problem numerically (a) using lineafization, and (b) using Newton’s method. 37. Equation (A) can be written 0c2/2)x = af~



(B)



(a) Derive the FTCSapproximation for this form of the PDE.(b) Derive BTCSapproximation for this form of the PDE. Multidimensional Problems 38. Consider the unsteady two-dimensionaldiffusion equation:



= +L)



(c)



(a) Derive the FTCSapproximationofEq. (C), including the leading truncation error terms in At, Ax, and Ay. (b) Derive the corresponding MDE.Analyze consistency and order. (c) Perform avon Neumannstability analysis of the FDE. 39. Solve Problem 38 using the BTCSmethod.
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40. Derive the FTCSapproximation of the unsteady two-dimensional convectiondiffusion equation:



41. 42. 43. 44. 45.



Derive the MDE for the FDEderived in Problem 40. Derive the amplification factor G for the FDEderived in Problem40. Derive the BTCSapproximation of the unsteady two-dimensional convectiondiffusion equation, Eq. (D). Derive the MDE for the FDEderived in Problem 43. Derive the amplification factor G for the FDEderived in Problem43.



Section 10.10 The Convection-Diffusion Equation Introduction 46. Consider the unsteady one-dimensionalconvection-diffusion equation: (E) ~t + U~’x= ~x~ Classify Eq. (E). Determinethe characteristic curves. Discussthe significance of these results as regards domainof dependence,range of influence, signal propagationspeed, auxiliary conditions, and numerical solution procedures. 47. Developthe exact solution for the heat transfer problempresented in Section 10.10, Eqs. (10.109) and (10.115). 48. By hand calculation, evaluate the exact solution of the heat transfer problem for P = 10 for T(0.8, 5.0) and T(0.8, The Forward-Time Centered-Space Method 49.



50. 51. 52.



53.



54.



Derive the FTCSapproximation of the unsteady one-dimensional convectiondiffusion equation, Eq. (10.116), including the leading truncation error terms in At and Ax. Derive the modified differential equation (MDE)corresponding to Eq. (10.116). Analyzeconsistency and order. Perform avon Neumannstability analysis of Eq. (10.116). By hand calculation, determine the solution of the exampleheat transfer problem for P = 10.0 at t = 1.0 s by the FTCSmethodfor Ax = 0.1 cm and At = 0.5 s. Comparethe results with the exact solution in Table 10.7. Modifythe programpresented in Section 10.12.1 to implementthe numerical solution of the example convection-diffusion problem by the FTCSmethod. Use the programto reproduce the results presented in Figure 10.30. Use the program to solve the example convection-diffusion problem with Ax = 0.05 cm and At = 0.125 s.



The Backward-Time Centered-Space Method 55. Derive the BTCSapproximation of the unsteady one-dimensional convectiondiffusion equation, Eq. (10.123), including the leading truncation error terms in At and Ax. 56. Derive the modified differential equation (MDE)corresponding to Eq. (10.123). Analyzeconsistency and order. 57. Performa yon Neumann stability analysis of Eq. (10.123).
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Chapter10 58. By hand calculation, determine the solution of the exampleheat transfer problem forP = 10.0 at t = 1.0 s with Ax = 0.1 cm and At = 1.0 s. 59. By hand calculation, estimate the asymptotic steady state solution of the example heat transfer problem for P = 10.0 with Ax = 0.I cm by letting At = 1000.0 s. 60. Modifythe programpresented in Section 10.12.2 to implementthe numerical solution of the exampleconvection-diffusion problem by the BTCSmethod. Use the programto reproduce the results presented in Figure 10.32. 61. Use the programto solve the convection-diffusion problemfor Ax = 0.05 cm and At = 0.25 s. Comparethe errors and the ratios of the errors for the two solutions t = 5.0 s.



Section 10.11



Asymptotic Steady State Solution of Propagation Problems



62. Consider steady heat transfer in a rod with an insulated end, as discussed in Section 8.6. The steady boundary-valueproblemis specified by ~’xx - a2(~ _ T~) = 0 ~’(0) = T~ and ~x(L) = 0 where a2 = hP/kA, which is defined in Section 8.6. The exact solution for T1 = 100.0, ~ = 2.0, and L--- 1.0 is given by Eq. (8.70) and illustrated Figure 8.10. This steady state problemcan be solved as the asymptoticsolution in time of the following unsteady problem: 0{2( ~ --



Ta) ~(0) = 1 and ~x(L) =0 (G with the initial temperaturedistribution ~(x, 0) F(x), where fl = pC~k, p i s the density of the rod (kg/m3), C is the specific heat (J/kg-K), and k is thermal conductivity (J/s-m-K). Equation (G) can be derived by combining analyses presented in Sections II.5 and II.6. (a) DeriveEq. (G). (b) Develop FTCSapproximation of Eq. (G). (c) Let ~’(0.0)= 100.0, ~’x(1.0)= Ta = 0.0, L = 1.0, a = 2.0, fl = I0.0, and the initial temperaturedistribution ~(x, 0.0) = 100.0(1.0 - x). Solve for the steady state solution by solving (G) by the FTCSmethod with kx = 0.1 cm and At = 0.1 s. Compare the results with the exact solution presented in Table8.9, 63. Solve Problem61 using the BTCSmethod. Try large values of At to reach the steady state as rapidly as possible. fl~’t



Section 10.12



= ~xx --



Programs



64. Implementthe forward-time centered-space (FTCS)programfor the diffusion equation presented in Section 10.12.1. Checkout the programusing the given data set. 65. Solve any of Problems5 to 9 with the program. 66. Implement the backward-time centered-space (BTCS)program for the diffusion equation presented in Section 10.12.2. Checkout the programusing the given data set. 67. Solve any of Problem23 to 26 with the program. 68. Implementthe Crank-Nicolsonprogramfor the diffusion equation presented in Section 10.12.3. Checkout the programusing the given data set. 69. Solve any of Problems28 to 31 with the program.



11 Hyperbolic Partial Differential Equations 11.1. 11.2. 11.3. 11.4. 11.5. ll.6. 11.7. 11.8. 11.9. 11.10. 11.11.



Introduction General Featnres of Hyperbolic PDEs The Finite Difference Method The Forward-Time Centered-Space Method and the Lax Method Lax-Wendroff Type Methods Upwind Methods The Backward-Time Centered-Space Method Nonlinear Equations and Multidimensional Problems The Wave Equation Programs Summary Problems



Examples 11.1. 11.2. 11.3. 11.4. 11.5. 11.6. 11.7. 11.8. 11.9.



The FTCSmethodapplied to the convection equation The Lax methodapplied to the convection equation The Lax-Wendroffone-step methodapplied to the convection equation The Lax-Wendroff(Richtmyer) two-step methodapplied to the convection equation The MacCormack method applied to the convection equation The first-order upwindmethodapplied to the convection equation The second-order upwindmethodapplied to the convection equation The BTCSmethod applied to the convection equation The Lax-Wendroffone-step method applied to the wave equation



11.1 INTRODUCTION The constant-area tube illustrated in Figure 11.1 is filled with a stationary incompressible fluid havinga very low thermalconductivity, so that heat diffusion is neglible. The fluid is heated to an initial temperaturedistribution, T(x, 0), at whichtime the heat sourceis turned off and the fluid is instantaneously given the velocity u = 0.1 cm/s to the right. The 651
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Chapter11 IncompressibleLiquid



1 ft+Ufx= 0, f(x,0) = F(x), f(x,t)



Compressible Gas



, f(x,0) = F(x), ft(x,0) = G(x),f(x,t) ftt = a2fxx Figure 11.1 Unsteadywavepropagation problems. temperature distribution within the tube is required. The temperature distribution is governed by the unsteady one-dimensional convection equation: T, + uTx = O



(11.1)



In the range 0.0 < x < 1.0, the initial temperatureof the fluid is given by T(x, 0.0) = 200.Ox



0.0 < x < 0.5



(11.2a)



T(x, 0.0) = 200.0(1.0 -



0.5 < x < 1.0



(11.2b)



whereT(x, t) is measuredin degrees Celsius (C). The initial temperature is zero everywhereoutside of this range. This initial temperaturedistribution is illustrated by the curve labelled t = 0.0 in Figure 11.2. For the present problem,the temperaturedistribution specified by Eq. (11.2) simply movesto the right at the speed u = 0.1 cm/s. Theexact solutions for several values of time are presented in Figure 11.2. Note that the discontinuity in slope at the peak of the temperaturedistribution is preserved during convection. The lower sketch in Figure 11.1 illustrates a long duct filled with a stagnant compressiblegas. Thegas is initially at rest. Asmall triangularly shapedacoustic pressure perturbation is created in the duct. As shownin Section 1II.7, the acoustic motionwithin the duct is governedby a set of coupledfirst-order PDEs,Eqs. (III,89) and (III.90), where the subscript zero and the superscript prime have been droppedfor clarity: put q- Px = 0



(11.3)



Pt q- paZux= 0



(11.4)
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u 0.1 cm/s
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~_ 40 E
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Figure 11.2



0.5



1.0 1.5 Location x, cm



2.0



2.5



Exactsolution of the heat convectionproblem.



As shownin Section III.7, equation:



Eqs. (11.3) and (11.4) can be combinedto yield the



(11.5) Ptt = aepxx The acoustic pressure distribution within the duct P(x, t) is required. The specific problem, its exact solution, and its numericalsolution are presented in Section 11.9. Quite a few hyperbolic partial differential equations are encounteredin engineering and science. Twoof the more commonones are the convection equation and the wave equation, presented belowfor the generic dependentvariable f(x, t): f + Ufx = 0 f, = c2f~



(11.6) (11.7)



where u is the convection velocity and c is the wavepropagation speed. The convection equation applies to problemsin fluid mechanics, heat transfer, etc. The waveequation applies to problemsof vibrating systems, such as acoustic fields and strings. Theconvectionequation modelsa wavetravelling in one direction, the direction of the velocity u. Thus, the convectionequation modelsthe essential features of the morecomplex wavemotiongovernedby the waveequation, in whichwavestravel in both directions at the velocities ÷c and -c. The general features of the numerical solution of the convection equation also apply to the numerical solution of the waveequation. Consequently, this chapter is devoted mainly to the numerical solution of the convection equation to gain
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insight into the numericalsolution of more complicatedhyperbolic PDEssuch as the ~vave equation. Section 11.9 presents an introduction to the numerical solution of the wave equation. The solution to Eqs. (11.6) and (11.7) is the function f(x, t). For Eqs. (11.6) and (11.7), this function must satisfy an initial condition at time t = 0, f(x, O)=F(x). Equation (11.7) must also satisfy a second initial condition f(x, O) = G(x). Since Eq. (11.6) is first order in space x, only one boundarycondition can be applied. Since Eq. (11.7) is secondorder in space, it requires two boundaryconditions. In both cases, these boundaryconditions maybe of the Dirichlet type (i.e., specified values off), the Neumann type (i.e., specified values off~), or the mixedtype (i.e., specified combinationsoff f~). The basic properties of finite difference methodsfor solving propagation problems governedby hyperbolic PDEsare presented in this chapter. Figure 11.3 presents the organization of Chapter 11. Aider this introductory section, the general features of hyperbolic PDEsare reviewed. This discussion is followed by an Hyperbolic PDEsI



GeneralFeatures of Hyperbolic PDEs



TheFinite Difference Method



Lax Methods



Lax-Wendroff{ Type MethodsJ



Upwind Methods



Nonlinear PDEsand Multidimensional Problems



The Wave Equation



Programs



Summary Figure 11.3 Organization of Chapter 11.



The BTCS Method
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introduction to the finite difference methodas it applies to hyperbolicPDEs.At this point, the presentationsplits into a discussion of four majortypes of finite difference methodsfor solving hyperbolic PDEs:(1) the FTCSand Lax methods, (2) Lax-Wendrofftypemethods, (3) upwindmethods, and (4) the BTCSmethod. Following these four sections, a brief discussion of nonlinear PDEsand multidimensional problems is presented. An introduction to the numericalsolution of the waveequation follows. Several programsfor solving the simple convection equation are then presented. The chapter ends with a summary. 11.2 GENERAL FEATURES OF HYPERBOLIC PDES Several concepts must be considered before a propagation type PDEcan be solved by a finite difference method. Mostof these concepts are discussed in Section 10.2, whichis concernedmainly with finite difference methodsfor solving parabolic PDEs.That section should be reviewed and considered relevant to finite difference methods for solving hyperbolic PDEs.In this section, the concepts whichare different for hyperbolicPDEsare presented, the general features of convectionare illustrated, and the conceptof characteristics is discussed. 11.2.1 Fundamental Considerations Propagation problems are initial-boundary-value problems in open domains(open with respect to time or a timelike variable) in whichthe solution in the domainof interest is marchedforward from the initial state, guided and modified by the boundaryconditions. Propagation problemsare governedby parabolic or hyperbolic partial differential equations. The general features of parabolic and hyperbolic PDEsare discussed in Part III. Thosefeatures whichare relevant to the finite difference solution of parabolic PDEsare summarizedin Section 10.2. Thosefeatures which are relevant to the finite difference solution of hyperbolic PDEsare summarizedin this section. The general features of hyperbolic partial differential equations (PDEs) are discussed in Section III.7. In that section it is shownthat hyperbolic PDEsgovern propagation problems, which are initial-boundary-value problems in open domains. Consequently, hyperbolic PDEsare solved numerically by marching methods. From the characteristic analysis presented in Section III.7, it is knownthat problemsgovernedby hyperbolic PDEshave afinite physical information propagation speed. As a result, the solution at a given point P at time level n dependson the solution only within a finite domainof dependencein the solution domainat times preceding time level n, and the solution at a given point P at time level n influences the solution only within a finite range of influence in the solution domainat times after time level n. Consequently,the physical information propagation speed, c = dx/dt, is finite. Thesegeneral features of hyperbolic PDEsare illustrated in Figure 11.4. 11.2.2 General Features of Convection Consider pure convection, which is governed by the convection equation: [ f +uf~=O]



(11.8)



where u is the convectionvelocity. The exact solution of Eq. (11.8) is given f(x, t) = F(x -



(11.9)
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Boundary condition



tn



/,-Boundary condition ~te t_ Initial condition Figure 11.4



Generalfeatures of hyperbolicPDEs.



whichcan be demonstratedby direct substitution. Equation(11.9) defines a right-traveling wavewhichpropagates(i.e., convects) the initial property distribution to the right at the convection velocity u. The first-order (in time) convectionequation requires one initial condition: f(x, 0) = qS(x)



(11.10)



Substituting Eq. (11.10) into Eq. (11.9) gives



F(x)= ¢(x) Equation(11.11) showsthat the functional form ofF(x ut) is identical to thefunctional form of q~(x). That is, F(x - ut) = e~(x - ut). Thus, Eq. (11.9) becomes [ f(x,t) = ck(x-ut)



(11.12)



Equation(11.12) is the exact solution of the convectionequation. It showsthat the initial property distribution f(x, 0) = q~(x) simply propagates(i.e., convects) to the right at constant convection velocity u unchangedin magnitudeand shape. 11.2.3 Characteristic Concepts The concept of characteristics of partial differential equations is introduced in Section 111.3. In two-dimensionalspace, whichis the case considered here (i.e., physical space and time t), characteristics are paths (curved, in general) in the solution domainD(x, t) along whichphysical information propagates. If a partial differential equation possesses real characteristics, then physical information propagates along the characteristic paths. The presence of characteristics has a significant impact on the solution of a partial differential equation (by both analytical and numericalmethods). Consider the unsteady one-dimensional convection equationf + u£ = 0. It is shown in Section Ili.3 that the pathline is the characteristic path for the convectionequation: dx -- = u dt



(11.13)
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Consider the one-dimensionalwaveequation ft = a2fx~¯ It is shownin Section III.7 that the wavelinesare the characteristic paths for the waveequation: -- = +a dt



(11.14)



Thus, information propagates along the characteristic paths. Thesepreferred information propagation paths should be considered when solving hyperbolic PDEsby numerical methods. 11.3 THE FINITE



DIFFERENCE METHOD



The objective of a finite difference methodfor solving a partial differential equation (PDE) is to transform a calculus probleminto an algebra problemby: 1. Discretizing the continuousphysical domaininto a discrete finite difference grid 2. Approximatingthe individual exact partial derivatives in the partial differential equation (PDE)by algebraic finite difference approximations (FDAs) 3. Substituting the FDAsinto the PDEto obtain an algebraic finite difference equation (FDE) 4. Solving the resulting algebraic FDEs These steps are discussed in detail in Section 10.3. That section should be reviewed and considered equally relevant to the finite difference solution of hyperbolic PDEs. The objective of the numericalsolution of a hyperbolic PDEis to marchthe solution at time level n forwardin time to time level n ÷ 1, as illustrated in Figure 11.5, wherethe physical domainof dependenceof a hyperbolic PDEis illustrated. In view of the finite physical information propagation speed c = dx/dt associated with hyperbolic PDEs,the solution at point P at time level n + 1 should not dependon the solution at any of the other points at time level n + 1. This requires a finite numericalinformationpropagationspeed, c, = AxlAt. A discussion of explicit and implicit finite difference methodsis presentedin Section 10.2. Fromthat discussion, it is obvious that the numerical domainof dependenceof explicit finite difference methodsmatches the physical domainof dependenceof hyperbolic PDEs.Consequently,hyperbolic PDEsshould be solved by explicit finite difference



P n+l



dr-



///////////////////,’)x Figure 11.5
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Physical domainof dependenceof hyperbolicPDEs.
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methods. The only exception is when solving steady state problems as the asymptotic solution in time of an appropriate unsteady propagationproblem.In that case, as discussed in Section 10.11, implicit methodsmayhave someadvantages over explicit methods. The solution domainD(x, t) is discretized for the finite difference solution of a hyperbolic PDEin the same manneras done for a parabolic PDE,as illustrated in Figure 10.8. Finite difference approximationsof the individual exact partial derivatives in a PDE must be developed. As in Chapters 9 and 10, the exact solution of the PDEwill be denoted by an overbar over the symbol for the dependent variable, that is, ]’(x, t), and the approximate solution of the PDEwill be denoted by the symbol for the dependent variable withoutan overbar, that is f(x, t). Thus, j~(x, t) = exact solution f(x, t) = approximatesolution The exact time derivative]; can be approximatedby forward-time, backward-time,or centered-time finite difference approximations,as described in Section 10.2. The first-order space derivative f~ is a model of physical convection. From characteristic concepts, it is knownthat the physical information propagation speed associated with first-order spatial derivatives is finite, and that information propagates along distinct characteristic paths. For the convectionequation, the characteristic paths are the pathlines, given by dx/dt = u, and the physical information propagation speed is the convection velocity u. The solution at a point depends only on the information in the domainof dependencespecified by the upstreamcharacteristic paths, and the solution at a point influences the solution only in the range of influence specified by the downstream propagation paths. Thesecharacteristic conceptssuggest that first-order spatial derivatives, such as ~, should be approximated by one-sided approximations in the direction from which the physical information is being propagated. Such approximations are called upwind approximati_ons.A first-order backward-spaceapproximationof the first-order_ spatial derivative fx_ can be obtained by writing the backward-spaceTaylor series for f_l and solving forfx[i. Thus, ~ii-1 =~ii + frxli(-Ax) + ½.~xxli(-Ax2) J~xxxli(-Ax3) +""



(11.15)



Solving Eq. (11.15) fOr~xJi gives --



Ax + ½ ~xx(~)



Ax



(11.16)



wherexi_ ~ < ~ < xi. Truncating_theremainder term yields the first-order backward-space (i.e., upwind)approximationoffal i, denotedby f~]i: (11.17) Twoupwindapproximations of the convection equation are presented in Section 11.6. First-order spatial derivatives can also be approximatedwith centered-space approximations with acceptable results. A second-ordercentered-space approximationof the first-
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_order spatial derivativefx can be obtainedby combiningthe forwar_d-spaceTaylor series for f+l, presented below, with the backward-spaceTaylor series for f_l, Eq. (11.15). Thus, (11.18) fii+l = fi +fxli Ax + ½ f~[i Ax2 + ~ ~xxli ~c3+"" Subtracting Eq. (11.15) from Eq. (11.18) and solving forfxli gives J~xli



(11.19)



=f/+t--



2Ax--J~/-1 2 1 ~xxx(~) where xi_1 0 or u < 0, respectively. This type of information propagation is referred to as upwindpropagation, since the information comesfrom the direction from which the convectionvelocity comes,that is, the upwinddirection. Finite difference methodsthat account for the direction of information propagation are called upwindmethods. Twosuch methodsare presented in this section. 11.6.1 The First-Order



UpwindMethod



The simplest procedure for developing an upwindfinite difference equation is to replace the time derivative ~1~’ by the first-order forward-differenceapproximationat grid point (i, n), Eq. (10.17), and to replace the space derivative J~x}~’by the first-order one-sided approximationin the upwinddirection, Eq. (11.17), for u > 0. The corresponding finite difference stencil is presented in Figure 11.18. Substituting Eqs. (10.17) and (11.17) the convection equation gives fin+l



--fin



~-u’i



Ji--I



= 0



(11.50)



At



Ax Solving Eq. (11.50) forfi "+1 yields (11.51)



[I fin+’=fn-c(f~-f"_l) where c = uAt/Ax is the convection number. The modified differential equation (MDE)corresponding to Eq. (11.51) f + uf~ = 1 At - ~fn At2



.... +½,fx



(i,n+l)



0-1,n) Figure 11.18



(i,n) Thefirst-order upwindmethodstencil.



+ "¯



(11.52)
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Figure11.19 Locusof the amplification factor G for the first-order upwindmethod. As At --~ 0 and Ax--~ 0, Eq. (11.52) approachesft + uf~ = 0. Consequently,Eq. (11.50) consistent with the convectionequation. The truncation error is 0(At) ÷ 0(Ax). Froma Neumann stability analysis, the amplification factor G is given by G = (1 - c) + coos0 -IesinO



(11.53)



Equation(11.53) is the equation of a circle in the complexplane, as illustrated in Figure 11.19. Thecenter of the circle is at (1 - c +I0), and its radius is c. For stability, IGI < 1, whichrequires the circle to be on or within the unit circle. This is guaranteedif u At Ax-



(11.54)



Equation (11.54) is the CFLstability criterion. Consequently, the first-order upwind approximationof the convection equation is conditionally stable. It is also consistent. Consequently, by the Lax Equivalence Theorem,it is a convergent approximation of the convection equation. Example11.6. The first-order



upwindmethodapplied to the convection equation



As an example of the first-order upwind method, let’s solve the convection problem presented in Section ll.1 using Eq. (11.51) for Ax= 0.05 cm. The results are presented in Figure 11.20 at times from 1.0 to 5.0s for c = 0.5, and at 10.0s for c = 0.1, 0.5, 0.9, and 1.0. Several important features of Eq. (11.51) are illustrated in Figure 11.20. When c = 1.0, the numericalsolution is identical to the exact solution, for the linear convection equation. This is not true for nonlinear PDEs.Whenc = 0.5, the amplitudeof the solution is dampedas the wave moves to the right, and the sharp peak becomesrounded. The results at t = 10.0 s for c = 0.1, 0.5, 0.9, and 1.0 showthat the amountof numerical damping(i.e., diffusion) dependson the convectionnumber,c. The large errors associated with the numerical dampingmakethe first-order upwindmethoda poor choice for solving the convection equation, or any hyperbolic PDE.
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Location x, cm Figure 11.20 Solution by the first-order upwindmethod. The first-order upwindmethodapplied to the convectionequation is explicit, single step, consistent, 0(At)+ 0(Ax), conditionally stable, and convergent. However,it introduces significant amountsof numericaldampinginto the solution. Consequently,it is not a very accurate method for solving hyperbolic PDEs. Second-order upwind methods can be developed to give more accurate solutions of hyperbolic PDEs.



11.6.2



The Second-Order Upwind Method



An0(At)+ 0(Ao¢ 2) finite difference approximation of the unsteady convection equation can be derived by replacing ~ by the first-order forward-difference approximationat grid point (i, n), Eq. (10.17), and replacing x bythesecond-order one-sided upwind-space approximation based on grid points i, i- 1, and i- 2, Eq. (5.96). Unfortunately, the resulting FDEis unconditionally unstable. It cannot be used to solve the unsteady convection equation, or any other hyperbolic PDE. An 0(At2) + 0(z~ 2) finite difference approximation of the unsteady convection equation is given, without derivation, by the following FDE:



fn+l



=fn -- C(fn



_iin_l)



C(1~-



C)(fi n --



2f/n 1 q_f//n_2 )



(11.55)
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(i-2,n)



(i-1



Figure 11.21



O,n) Thesecond-orderupwindmethodStencil.



wherec = u At/Ax is the convection number,iThe corresponding finite difference stencil is illustrated in Figure 11.21. The modifieddifferential equation (MDE)corresponding Eq. (11.55) ft + uf~ =½ftt At -



~ttt



At2- "[-



½u2



Atfxx "-[-



(½U ~¢2 __



2 AXAt)fx~x-I-"" (11.56) ½U



As At --~ 0 and Ax--~ 0, Eq. (11.56) approachesft + Ufx = 0. Consequently,Eq. (11.55) consistent with the convection equation. Equation (11.56) appears to be 0(At) + 0(Axe). However,whenftt = U2fxxis substituted into ’Eq. (11.56), the two 0(At) terms cancel, Eq. (11.56) is seen to be 0(At2) + 0(Axe), as desired. Froma von Neumann stability analysis, the amplification factor, G, is given by G= 1-3~+-~+(2c-c2)cosO+ -I((2c-c~)sinO+(c2-~)sin20)



(c2-~)cos20 (11.57)



Equation (11.57) is too complicatedto solve analytically for the conditions required ensure that [G[ < 1. Equation(11.57) can be solved numericallyby parametrically varying 0 from 0 to 2n in small increments (say 5 deg), then at each value of 0 varying parametrically from 0 to someupper value, such as 2.2, in small increments(say 0.1), and calculating IGI at each combinationof 0 and c. Searching these results for the range of values of c which yields IGI < 1 for all values of 0 yields the stability range for Eq. (11.55). Performingthese calculations showsthat IGI < 1 for c < 2. Thus, Eq. (11.55) conditionally stable. It is also consistent with the convectionequation. Consequently,by the Lax equivalence theorem, it is a convergent approximationof the convection equation. Example11.7. The second-order upwind method applied to the convection equation As an example of the second-order upwind method, let’s solve the convection problem presented in Section 11.1 using Eq. (11.55)for Ax = 0.05 c~ The results are presented Figure 11.22 at times from 1.0 to 5.0s for c = 0.5, and at 10.0s for c = 0.1, 0.5, 0.9, and 1.0. Several important features are illustrated in Figure 11.22. Whenc = 1.0, the numericalsolution is identical to the exact solution, for the linear convectionequation. This is not tree for nonlinear PDEs. Whenc = 0.5, the amplitude of the solution is dampedonly slightly as the wavepropagates (i.e., convects) to the right. The results t = 10.0 s for c = 0.1, 0.5, 0.9, and 1.0 showthat the amountof numerical dampingis
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Location x, cm Figure 11.22 Solution by the second-order upwindmethod. muchless than for the first-order upwindmethod. The second-order upwindmethodis a good choice for solving the convection equation, or any hyperbolic PDE. The second-order upwindmethodapplied to the convection equation is explicit, single step, consistent, 0(At2) ÷ 0(Ax2),conditionally stable (c < 2), and convergent.It is a method for solving hyperbolic PDEs. Explicit upwind methods can be used in a straightforward mannerto solve nonlinear PDEs,systems of PDEs, and multidimensional problems, as discussed in Section 11.8. Although upwind methods do not match the physical information propagation paths exactly, they do account for the direction of physical information propagation. Thus, they match the physics of hyperbolic PDEsmore accurately than centered-space methods. 11.7 THE BACKWARD-TIME CENTERED-SPACE (BTCS)



METHOD



The Lax method, the Lax-Wendroff type methods, and the upwind methods, are all examplesof explicit finite difference methods.In explicit methods,the finite difference approximations to the individual exact partial derivatives in the partial differential equation are evaluated at grid point i at the knowntime level n. Consequently,the solution at grid point i at the next time level n + I can be expressed explicitly in terms of the known solution at grid points at time level n. Explicit finite difference methodshave many desirable features. Foremostamongthese for hyperbolic PDEsis that explicit methods have a finite numericalinformation propagationspeed, whichgives rise to finite numerical
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domainsof dependenceand ranges of influence. Hyperbolic PDEshave a finite physical information propagation speed, whichgives rise to finite physical domainsof dependence and ranges of influence. Consequently,explicit finite difference methodsclosely matchthe physical propagation properties of hyperbolic PDEs. However,explicit methodsshare one undesirable feature: they are only conditionally stable. Consequently, the allowable time step is usually quite small, and the amountof computational effort required to obtain the solution of some problems is immense. A procedure for avoiding the time step limitation wouldobviously be desirable. Implicit finite difference methodsfurnish such a procedure. Implicit finite difference methodsare unconditionally stable. There is no limit on the allowable time step required to achieve a stable solution. There is, of course, somepractical limit on the time step required to maintain the truncation errors within reasonable limits, but this is not a stability consideration; it is an accuracy consideration. Implicit methodsdo have somedisadvantages, however. The foremost disadvantage is that the solution at a point at the solution time level n + 1 dependson the solution at neighboring points at the solution time level n + 1, which are also unknown.Consequently, the solution is implied in terms of other unknownsolutions at time level n + 1, systems of FDEsmust be solved to obtain the solution at each time level, and the numerical information propagation speed is infinite. Additional complexities arise when the partial differential equationsare nonlinear. This gives rise to systemsof nonlinearfinite difference equations, which must be solved by some manner of linearization and/or iteration. However,the major disadvantage is the infinite numericalinformation propagation speed, which gives rise to infinite domainsof dependenceand ranges of influence. This obviously violates the finite domains of dependence and ranges of influence associated with hyperbolic PDEs. In spite of these disadvantages, the advantage of tmconditional stability makesimplicit finite difference methodsattractive for obtaining steady state solutions as the asymptotic solution in time of an appropriate unsteady propagation problem. This concept is discussed in Section 10.11. Consequently, the backward-timecentered-space (BTCS)methodis presented in this section. In this section, we will solve the unsteady one-dimensionalconvection equation by the backward-timecentered-space (BTCS)method. This methodis also called the fully implicit method. The finite difference equation (FDE) which approximates the partial differential equationis obtainedby replacingthe exact partial defi, vativef by the first-order backward-differenceapproximation,Eq. (10.65), and the exact partial derivative x bythe second-order centered-space approximation,Eq. (11.20), evaluated at time level n -+The finite difference stencil is presented in Figure 11.23. The resulting finite difference approximationof the convection equation is
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(i,n) Figure 11.23 The BTCSmethodstencil.



(11.58)
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(11.59)



where c = u At/Ax is the convection number. Equation (11.59) cannot be solved explicitly for fn+~ because the two unknown neighboringvaluesf"~I andf~_-~1 also appear in the equation. The value off "+1 is implied in Eq. (11.59), however.Finite difference equations in whichthe unknown value off "+i is implied in terms of its unknownneighbors, rather than being given explicitly in terms of knowninitial values, are called implicit finite difference equations. The modified differential equation (MDE)corresponding to Eq. (11.59) Ax4 .... At2-" "" - ~ Ufx~x AxZ ~ uf~.~x~ (11.60) - ~6 As At --~ 0 and x --~ 0, the truncation error terms go to zero, and Eq. (11.60) approaches f + uf~ = 0. Consequently, Eq. (11.59) is consistent with the convection equation. From Eq. (11.60), the FDEis 0(At)+ 0(&~c2). From avon Neumannstability analysis, amplification factor, G, is given by l G(11.61) 1 +IcsinO Since I1 +IcsinO] _> 1 for all values of 0 and all values of c, the BTCSmethodis unconditionally stable when applied to the convection equation. The BTCSmethod applied to the convectionequation is consistent and unconditionally stable. Consequently, by the Lax EquivalenceTheorem,it is a convergent finite difference approximationof the convection equation. Consider nowthe solution of the unsteady one-dimensional convection equation by the BTCSmethod.The finite difference grid for advancingthe solution from time level n to time level n + 1 by an implicit finite difference methodis illustrated in Figure 11.24. There is an obviousproblemwith the boundaryconditions for a pure initial-value problem, such as the convection problem presented in Section 11.1. Boundaryconditions can be simulated in an initial-value problemby placing the open boundariesat a large distance from the region of interest and applying the initial conditions at those locations as boundaryconditions.
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Figure 11.24 Finite difference grid for implicit methods.
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Equation (11.59) applies directly at points 2 to imax- 1 in Figure 11.24. The followingset of simultaneouslinear equations is obtained: __C ¢,nq_1 C- 0 f2 n+l n+ 2J3 =f2 + ~f( , t)



b2



-----C ¢’n+l -t-A n+l -I---C ¢’n+l =f3n b3 2J2 -- 2J4



(11.62)



_ _c ¢.n+1 +f4n+l c n+l 2J3 + ~J~ = f4" = b4 __ C¢’n+l _{_ ¢’n+] __ n 2,imax-2 Jimax-1 --f~nax-1



C--



~f(L, t)



= 1 bimax_



Equation(11.62) is a tridiagonal sysemof linear equations. That system of equations may be written as Aft +~ = b (11.63) where A is the (imax - 2) x (imax - 2) coefficient matrix, fn+l is the (imax - 2) x solution column vector, and b is the (imax - 2) x 1 columnvector of nonhomogeneous terms. Equation(11.63) can be solved very efficiently by the Thomasalgorithm presented in Section 1.5. Since the coefficient matrix A does not changefrom one time level to the next, LU factorization can be employed with the Thomasalgorithm to reduce the computational effort ever further. As shownin Section 1.5, once the LUfactorization has been performed, the numberof multiplications and divisions required to solve a tridiagonal system of linear equations by the Thomasalgorithm is 3n, where n = (imax - 2) is the numberof equations. 100 ¯ o ¯ rn
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Example11.8. The BTCSmethod applied to the convection equation Let’s solve the convection problem presented in Section 11.1 by the BTCSmethodfor Ax= 0.05 cm. For this initial-value problem, numerical boundaries are located 100 grid points to the left and right of the initial triangular wave, that is, at x = -5.0 cmand x = 6.0 cm, respectively. The results are presented in Figure 11.25 at times from 1.0 to 5.0s for c = 0.5, and at 10.0s for c = 0.1, 0.5, 0.9, and 1.0, and in Figure 11.26 at 10.0s for c = 1.0, 2.5, 5.0, and 10.0. Several important features of the BTCSmethodapplied to the convection equation are illustrated in Figures 11.25 and 11.26. for c = 0.5, the solution is severely dampedas the wavepropagates, and the peakof the waveis rounded. Theseeffects are due to implicit numericaldiffusion and dispersion. At t = 10.0 s, the best solutions are obtained for the smallest values of c. For the large values of c (i.e., c > 5.0), the solutions barely resemble the exact solution. Theseresults demonstratethat the methodis indeed stable for c > 1, but that the quality of the solution is very poor. Thepeaksin the solutions at t = 10.0 s for the different values of c are lagging further and further behindthe peakin the exact solution, which demonstrates that the numerical information propagation speed is less than the physical information propagation speed. This effect is due to implicit numerical dispersion. Overall, the BTCSmethodapplied to the convection equation yields rather poor transient results.
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The BTCSmethodis 0(At). An 0(Aft) implicit FDEcan be developed using the CrankNicolsonapproachpresented in Section 10.7.2 for the diffusion equation. Theprocedureis straightforward. The major use of implicit methodsfor solving hyperbolic PDEsis to obtain the asymptotic steady state solution of mixed elliptic/hyperbolic problems. As pointed out in Section 10.11, the BTCSmethod is preferred over the Crank-Nicolson methodfor obtaining asymptotic steady state solutions. Consequentlythe Crank-Nicolson methodis not developed for the convection equation. The implicit BTCSmethod becomes considerably more complicated when applied to nonlinear PDEs, systems of PDEs, and multidimensional problems. A discussion of these problemsis presented in Section 11.8. In summary,the BTCS approximationof the convection equation is implicit, single step, consistent, 0(At)+ 0(Ax2), unconditionally stable, and convergent. The implicit nature of the methodyields a system of finite difference equations which must be solved simultaneously. For one-dimensional problems, that can be accomplishedby the Thomas algorithm. The infinite numerical information propagation speed does not correctly model the finite physical information propagation speed of hyperbolic PDEs. The BTCS approximation of the convection equation yields poor results, except for very small values of the convectionnumber,for whichexplicit methodsare generally more efficient. 11.8 NONLINEAR EQUATIONS AND MULTIDIMENSIONAL PROBLEMS Someof the problems associated with nonlinear equations and multdimensional problems are summarizedin this section. 11.8.1 Nonlinear Equations The finite difference equations and examplespresented in this chapter are for the linear one-dimensionalconvectionequation. In each section in this chapter, a brief paragraphis presented discussing the suitability of the methodfor solving nonlinear equations. The additional complexities associated with solving nonlinear equations are discussed in considerable detail in Section 10.9.1 for parabolic PDEs.The problems and solutions discussed there apply directly to finite difference methodsfor solving nonlinear hyperbolic PDEs. Generally speaking, explicit methodscan be extended directly to solve nonlinear hyperbolic PDEs.Implicit methods, on the other hand, yield nonlinear FDEswhenapplied to nonlinear PDEs. Methods for solving systems of nonlinear FDEsare discussed in Section 10.9. 11.8.2 Multidimensional Problems The finite difference equations and examplespresented in this chapter are for the linear one-dimensional convection equation. In each section a brief paragraph is presented discussing the suitability of the method for solving multidimensional problems. The additional complexities associated with solving multidimensional problems are also discussed in considerable detail in Section 10.9.2 for parabolic PDEs.The problems and solutions discussed there apply directly to finite difference methodsfor solving hyperbolic PDEs. Generally speaking, explicit methodscan be extended directly to solve multidimensional hyperbolic PDEs. Whenapplied to multidimensional problems, implicit
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methods result in large banded systems of FDEs. Methodsfor solving these problems, such as alternating-direction-implicit (ADI) methods and approximate-factorizationimplicit (AFI) methods,are discussed in Section 10.9.2. 11.9 THE WAVE EQUATION The solution of the hyperbolic convectionequation is discussed in Sections 11.4 to 11.8. The solution of the hyperbolic waveequation is discussed in this section. 11.9.1



Introduction



Consider the one-dimensionalwaveequation for the generic dependentvariable ~(x, t): I~t-~¢2f~xx



]



(11.64)



wherec is the wavepropagationspeed. Asshownin Section III.7, Eq. (11.64) is equivalent to the following set of two coupled first-order convectionequations: ~ + C~x = 0



(11.65)



~t + cf~ =0



(11.66)



Equations (11.65) and (11.66) suggest that the waveequations can be solved by the methodsthat are employedto solve the convection equation. Sections 11.4 to 11.8 are devoted to the numerical solution of the convection equation, Eq. (11.6). Most of the concepts, techniques, and conclusions presented Sections 11.4 to 11.8 for solving the convection equation are directly applicable, sometimes with very minormodifications, for solving the waveequation. The present section is devoted to the numericalsolution of the waveequation, Eq. (11.64), expressed as a set two coupled convection equations, Eqs. (11.65) and (11.66). The finite difference grids and the finite difference approximationspresented in Sections 10.3 and 11.3 are used to solve the waveequation. The concepts of consistency, order, stability, and convergencepresented in Section 10.5 are directly applicable to the waveequation. The exact solution of Eqs. (11.65) and (11.66) consists of the two functions.~(x, and ~(x, t). Thesefunctions mustsatisfy initial conditions at t = ~f(x,



O) = F(x) and ~(x, 0) G(x)



(11.67)



and boundary conditions at x = 0 or x = L. The boundary conditions maybe of the Dirichlet type (i.e., specified j~ and ~), the Neumann type (_i.e., specified derivatives j2 and ~), or the mixedtype (i.e., specified combinationsoff and ~ and derivatives of~ and ~). As shownin Section 11.2, the exact solution of a single convection equation, for example,Eq. (11.6), is given by Eq. (11.12): ~f(x, t) = 49(x-



(11.68)
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which can be demonstrated by direct substitution. Equation (11.68) defines a right_traveling wavewhich propagates (i.e., convects) the initial property distribution, f(x, O) = ~b(x), to the right at the velocity u, unchangedin magnitudeand shape. The exact solution of the waveequation, Eq. (11.64), is given j~(x, t) =F(x - ct) + G(x+



(11.69)



whichcan be demonstratedby direct substitution. Equation (11.69) represents the superposition of a positive-traveling wave,F(x - ct), and a negative-traveling wave, G(x + ct), which propagate information to the right and left, respectively, at the wavepropagation speed c, unchangedin magnitude and shape. The second-order (in time) waveequation requires two initial conditions: f~(x, O) = dp(x) and ~(x, O)



(11.70)



Substituting Eq. (11.70) into Eq. (11.69) gives ¢(x) =~?(x, 0) F(x) + 6( O(x) =~t(x, 0) -c F’(x) + ca’(x)



(11.71) (11.72)



where the prime denotes ordinary differentiation with respect to the argumentsofF and G, respectively. Integrating Eq. (11.72) yields -F(x) + G(x) =_1 0(4)



(11.73)



C o



wherexo is a reference location and ~ is a dummy variable. Subtracting Eq. (11.73) from Eq. (11.71) gives



1



F(x) = -~ c~(x)



-~ 0



0(4)



(11.74)



AddingEqs. (11.71) and (11.73) gives



G(x) = ~ ~(x) + ~ 0(4) 1(



lli



(11.75)



0



Equations (11.74) and (11.75) showthat the functional forms F(x- ct ) and G(x + ct are identical to the functional forms specified in Eqs. (11.74) and (11.75) with x replaced by (x- ct) and (x + ct), respectively. Substituting these values into Eqs. (11.74) and (11.75), respectively, and substituting those results into Eq. (11.69) yields f(x, t) : -~ ~(x - ct) -1- dp(x +ct) q- ~c x-ct 0(4)



(11.76)



Equation (11.76) is the exact solution of the waveequation. It is generally called the D’Alembertsolution. The wave equation applies to problems of vibrating systems, such as vibrating strings and acoustic fields. Mostpeople havesomephysical feeling for acoustics due to its presence in our everydaylife. Consequently,the waveequation governingacoustic fields is
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Figure 11.27 AcousticWavepropagationin an infinite duct. considered in this section to demonstrate numerical methods for solving the wave equation. That equation is presented in Section III.7, Eq. (III.91), and repeated below: Ptt = aZPxx (11.77) e = Pascals = Pa) and a is the speed of where P is the acoustic pressure perturbation (N/m sound (m/s). The superscript prime on P and the subscript 0 on a have been dropped for clarity. Equation(11.77) requires two initial conditions P(x, 0) and Pt(x, 0). As shownin Section III.7, Eq. (11.77) is obtained by combiningEqs. (III.89) and (III.90), which repeated below: put + Px = 0 (11.78) P~ + paZux = 0 (11.79) 3) wherep is the density (kg/m and u is the acoustic velocity perturbation (m/s). Equations (11.78) and (11.79) can be expressed in the form of Eqs. (11.65) and (11.66) in terms and the secondary variable Q -- (Pa)u, where Pa is a constant. Thus, Qt + aPx =- 0 and P~ + aQx = O. Thefollowingproblemis consideredin this section to illustrate the behaviorof finite difference methodsfor solving the waveequation. A long duct, illustrated in Figure 11.27, is filled with a stagnant compressible gas for which the density p = 1.0 kg/m3 and the acoustic wavevelocity a = 1000.0m/s. The fluid is initially at rest, u(x, 0) = 0.0, and has an initial acoustic pressure distribution given by P(x, 0) = 200.0(x - 1) 1.0 < x < (11.80) P(x, 0) = 200.0(2 - x) 1.5 < x < (11.81) z) whereP is measuredin Pa (i.e., N/m and x is measuredin meters. This initial pressure distribution is illustrated in Figure 11.28. For an infinitely long duct, there are no boundary conditions (except, of course, at infinity, whichis not of interest in the present problem). Thepressure distribution P(x, t) is required. For the acoustic problemdiscussed above, combiningEq. (11.79) and the initial condition u(x, 0) = 0.0 showsthat Pt(x, 0) = 0, so that O(x) = 0. Combining Eqs. (11.69) and (11.76) shows that fr(x, t) =F(x - at) +G(x+at) ½ [~b (x- at) +d)(x+at)] Equation (11.82) must hold for all combinationsofx and t. Thus,



(11.82)



F(x - at) -= ½ $(x - at) and G(x + at) = ½ (o(x +



(11.83)



Equation (11.83) showsthat at t = 0, F(x) = 4~(x)/2 and G(x) = ~b(x)/2. Thus, the exact solution of the acoustics problemconsists of the superposition of two identical traveling waves, each having one-half the amplitudeof the initial wave. Onewavepropagates to the right and one wave propagates to the left, both with the wave propagation speed a. Essentially, the initial distribution, whichis the superpositionof the twoidentical waves, simply decomposes into the two individual waves. The exact solution for P(x, t) for several
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Exactsolution of the wavepropagationproblem.



values of time t, in ms (millisec), is presentedin Figure 11.28. Notethat the discontinuities in the slope of the initial pressure distribution at x = 1.0, 1.5, and 2.0 mare preserved during the wavepropagation process. 11.9.2 Characteristic Concepts The concep.t of characteristics of partial differential equations is introduced in Section III.3. In two independentvariables, whichis the case consideredhere (i.e., physical space and time t), characteristics are paths (curved, in general) in the solution domainD(x, t) along whichphysical information propagates. If a partial differential equation possesses real characteristics, then information propagates along the characteristic paths. The presence of characteristic paths has a significant impact on the solution of a partial differential equation (by both analytical and numericalmethods). Let’s apply the concepts presented in Sections III.3 and III.7 to determine the characteristics of the system of two coupled convection equations, Eqs. (11.65) and (11.66), where c has been replaced by a to modelacoustic wavepropagation: ~+a~x



=0



+ aL= 0



(11.84)



(11.85)



Applyingthe chain rule to the continuousfunctions ~(x, t) and ~(x, t) yields df = f dt + ~x dx and d~, = ~t dt + ~,~ dx



(11.86)



Hyperbolic Partial Differential Equations



687



Writing Eqs. (11.84) to (11.86) in matrix form yields



dx 0



0 0 = d~ dt dx I_gx_l d~



The characteristics of Eqs. (11.84) and (11.85) are determinedby setting the determinant of the coefficient matrix of Eq. (11.87) equal to zero. This gives the characteristic equation: (1)[-(ax) 21 + dt(a 2 at) = 0



(11.88)



Solving Eq. (11.88) for dx/dt gives (11.89)



~ = +a



Equation (11.89) shows that there are two real distinct roots associated with the characteristic equation. The physical speed of information propagation c along the characteristic curvesis dx c = -- = ±a dt



(11.90)



Consequently,informationpropagates in both the positive and negative x directions at the wave speed a. 11.9.3 The Lax-Wendroff One-Step Method The one-step method developed by Lax and Wendroff (1960) is a very popular 0(At2) + (Ax2) explicit finite difference methodfor solving hyperbolic_PDEs.For the pair of first-order PDEsthat correspond to the linear waveequation, f + a~ = 0 and ~t + ajax = 0, the functions to be determinedare jT(x, t) and ~(x, t). Expandingf(x,t) Taylor series in time gives " j~in+l



t_? in At2 3) + 0(At



(11.91)



The derivative~ is determined directly from the PDE: (11.92) ~ = -@x The derivative~t is determinedby differentiating Eq. (11.92) with respect to time. Thus, At = (~)t = (-@:~)t = -a@t)x = -a(-aj’x)x



(11.93)



Substituting Eqs. (11.92) and (11.93) into Eq. (11.91) ~//n+l= y2/in _ a3ox[,~ At +½a2~xx[i~ Aft +3) 0(At



(11.94)



Approximating the two space derivatives ~x}~and£xl - i~ by second-order centered-difference approximations,Eqs. (11.20) and (10.23), respectively, gives a At . n a2 At2



f~.+l=fin _ ~--~(gi+l - g7-1)+ T--~(f,+~- 2f~n +fL0



(11.95)
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Introducing the convection numberc = a At/Ax yields



I



c2 ~



c ~



f/n+l =f/" - ~ (g/+l - ~-1)+ ~-(fi+l - 2fi" +f/"-l)



(11.96)



Performingthe samesteps for the function ~(x, t) yields C



n



C2



n



g’~÷~= g’/ - -~ ( fi÷~- fi~-~) +~ (gi÷~- 2g’~÷g~_~)[



(11.97)



Equations (11.96) and (11.97) are the Lax-Wendroffone-step approximation of coupled convection equations that correspond to the linear waveequation. The MDEcorresponding to Eq. (11.96) f + agx = - ½ft At - ~fttt At~ - ~4fttt At3 .... a2~¯ At Ax2 +... -~agx~ _"+~ ~~a2r ~xat+~ 1 ~x~



(11.98)



Substituting Eq. (11.93) into Eq. (11.98) gives f +agx=~(aa At2-aAx2)g~cx~+½(a4 At3-a2 AtAx2)fx~c~x+...



(11.99)



As At --~ 0 and Ax-~ 0, the remainder terms in Eq. (11.98) go to zero, and Eq. (11.98) approachesf+ agx. Consequently,Eq. (11.96) is consistent with jTt a~,x -- 0. From Eq. (11.99), the FDEis 0(At2) + 0(Axe). Similar results and conclusions apply to Eqs. (11.97). Performinga yon Neumannstability analysis of Eqs. (11.96) and (11.97) gives f,+l=f,



_ c, n#O ~tgie -g’~e-Z°)+-f



c2 (£nelo -10- )-2fn + fine i ~ ~ "0



g~+l = g~ __ -~ C~¢:~10 kJ i -- -- fin e-lO) -~- -~ (gi et -- 2g~ +



(11.100) -I°) g’~e



(11.101)



Introducing the relationships betweenthe exponential functions and the sine and cosine functions gives fn+~=fn _ g’~Ic sin 0 + c2f"(cos 0 -- 1)



(11.102)



~+~ = g~- f~"Icsin0 + cZg~ (cos0 - 1)



(11.103)



Equations (11.102) and (11.103) can be written in the matrix



If/n+l / -- Lgi" J .~ G~f _



(11.104)



whereG is the amplification matrix: G = [1 +c2(cos0- 1) -Ic sin 0



-lcsinO ] 1 + c2(cos 0 - 1)



(11.105)



For Eqs. (11.96) and (11.97) to be stable, the eigenvalues, 2, of the amplification matrix, G, must be _< 1. Solving for the eigenvalues gives -Ic sin 0 1)I [1 + c2(cos0-



-IcsinO [ 1 + c2(cos 0 - 1) - 2]I =



(11.106)
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Hyperbolic Partial Differential Equations Solving Eq. (11.106) gives [1 + C2(COS 0 -- 1) -- 2 + C2sin2 0



---- 0



(11.107)



Solving Eq. (11,107) for 2 gives 2± = (1 - ca) + z c os O+ IcsinO



(11.108)



Equation(11.108) represents an ellipse in the complexplane with center at (1 2 + I0) and axes c and c2. For stability, I;~+l 0, Eq. (11.51), including the leading truncation error terms in At and Ax. 31. Derive the MDE corresponding to Eq. (11.51). Analyze consistency and order. 32. Perform a von Neumannstability analysis of Eq. (11.51). 33.* By hand calculation, solve the convection problempresented in Section 11.1 by the first-order upwind method with Ax= 0.1 cm and At= 0.5 s for t = 1.0 s. Comparethe results with the exact solution. 34. Implement the program presented in Section 11.10.4 to solve the example convection problem by the first-order upwindmethod. Use the program to solve the example convection problem with Ax = 0.1 cm and At = 0.5 s for t = 10.0 s. Comparethe results with the exact solution and the results of Problem 33.
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35. Use the programto reproduce the results presented in Figure 11.20, where Ax = 0.05 cm. Comparethe errors with the errors in Problem34 at selected locations and times. The Second-Order Upwind Method 36. A second-order upwind approximation of the unsteady one-dimensional convection equation can be developed by using the second-order backward difference approximationforfx specified by Eq. (5.101). (a) Derive the including the leading truncation error terms in At and Ax. (b) Performa von Neumarm stability analysis of this FDE. 37. Derive the MDE corresponding to Eq. (11.55). Analyzeconsistency and order. Perform avon Neumann stability analysis of Eq. (11.55). This is best 38. accomplishednumerically. 39. By hand calculation, solve the convection problempresented in Section 11.1 by the second-order upwind method with Ax = 0.1 cm and At = 0.5 s for t -- 1.0 s. Compare the results with the exact solution. 40. Implement the program presented in Section 11.10.4 to solve the example convection problem by the second-order upwind method. Use the programto solve the example convection problem with Ax = 0.1 cm and At = 0.5 s for t = 10.0 s. Comparethe results with the exact solution and the results of Problem 39. 41. Use the programto reproduce the results presented in Figure 11.22, where Ax = 0.05 cm. Comparethe errors with the errors of Problem40 at selected locations and times.



Section 11.7



The Backward-Time Centered-Space Method



42. Derive the BTCSapproximation of the unsteady one-dimensional convection equation, Eq. (11.59), including the leading truncation error terms in At and Ax. 43. Derive the MDE corresponding to Eq. (11.59). Analyze consistency and order. 44. Peform avon Neumannstability analysis of Eq. (11.59). 45.* By hand calculation, determine the solution of the example convection problem by the BTCS method for t = 1.0s for Ax= 0.25 cm and At = 1.0 s. Applythe initial conditions as boundaryconditions at x = -0.5 and 1.5 cm. Comparethe results with the exact solution. 46. Implement the program presented in Section 11.10.5 to solve the example convection problem by the BTCSmethod. Use the program to solve the exampleconvection problem with Ax= 0.1 cm and At = 0.5 s for t = 10.0 s. Applythe initial conditions as boundaryconditions 100 grid points to the left and right of the initial triangular wave. Comparethe results with the exact solution. 47. Use the programto reproduce the results presented in Figure 11.25, where Ax = 0.05 cm. Applythe initial conditions as boundaryconditions 100 grid
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Chapter11 points to the left and right of the initial triangular wave. Comparethe errors with the errors in Problem46 at selected locations and times. 48. Use the programto reproduce the results presented in Figure 11.26. Discuss these results.



Section 11.8 Nonlinear Equations and Multidimensional Problems Nonlinear Equations 49. Consider the following hyperbolic PDEfor the generic dependent variable 37(x, t), whichserves as a modelequation in fluid dynamics:



(A)



f, +/Z= 0



where 37(x, 0)= F(x). (a) Develop the Lax approximation of Eq. (A). Discuss a strategy for solving this problemnumerically. 50. Solve Problem 49 by the MacCormackmethod. 51. Solve Problem 49 by the BTCSmethod. Discuss a strategy for solving this problem numerically by (a) linearization, (b) iteration, and (c) Newton’s method. 52. Equation (A) can be written ~ + (372/2)x =



(B)



which is the conservation form of the nonlinear PDE. (a) Develop the Lax approximation of Eq. (B). (b) Discuss a strategy for solving this problem numerically. 53. Solve Problem 52 by the MacCormackmethod. Develop the MacCormack approximation of Eq. (B). Discuss a strategy for solving this problem numerically. 54. Solve Problem 52 by the BTCSmethod. Develop the BTCSapproximation of Eq. (B). Discuss a strategy for solving this problem numerically by (a) linearization, (b) iteration, and (c) Newton’smethod. 55. Equation (B) can be written in the form (C)



Qt + Ex = 0



where Q =37 and E = (372/2). Solving Eq. (C) by the BTCSmethodyields nonlinear FDE: Q~/+I



_ Q~/+



At



(E~++I



2Ax + -



1 En+l ) 0



i-1



=



(D)



Equation (D) can be time linearized as follows:



~EI.(Q.+1 _Qn)= En n+l --On) En+l=Enj¢__.~ ~-An(Q



(E)
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where An= (OEIOQ)~. Combining Eqs. (D) and (E) and letting (Q~+I_ Q~) yields the delta form of the FDE,which is linear in AQ: ~ At E" E At ~ A AQi+~--~(Ai+I Qi+I-A’]-~AQi-~)=--~-~( i+1-i--1)



(F)



Applythis procedureto develop a strategy for solving Eq. (B). 56. Write a program to solve Problem 55 numerically for F(x)= 200.0x for 0.0 < x < 0.5 and F(x) = 200.0(1.0 - x) for 0.5 < x < 1.0. March from t = 0.0 to t = 10.0 s with Ax= 0.1 cm and At = 1.0s. Multidimensional Problems 57. Consider the unsteady two-dimensionalconvection equation:



+=0 (a) Derive the Lax-Wendroffone-step approximationof Eq. (G), including leading truncation error terms in At, Ax, and Ay. (b) Derive the corresponding MDE.Analyse consistency and order. (c) Perform a yon Neumannstability analysis of the FDE. 58. Solve Problem 57 by the BTCSmethod. (a) Derive the backward-time centered-space (BTCS) approximation of Eq. (G), including the leading truncation error terms in At, Ax, and Ay. (b) Derive the corresponding MDE.Analyze consistency and order. (c) Peforrna avon Neumannstability analysis of the FDE. Section 11.9



The Wave Equation



Introduction 59. Consider the set of two coupled unsteady one-dimensional convection equations: ~ + a~x = 0 and



~,t



+ afCx -----



0



(H)



Classify this set of PDEs.Determinethe characteristic curves. Discuss the significance of these results as regards domainof dependence, range of influence, physical information propagation speed, and numerical solution procedures. 50. Developthe exact solution for the acoustics problem presented in Section 11.9.1 and discuss its significance. Characteristic Concepts 61. Developthe methodQf characteristics analysis of the two coupled unsteady one-dimensionalconvectionequations presented in Section 11.9.2. Discuss the effects of nonlinearities on the results. The kax-Wendroff One-Step Method 62. Derive the Lax-Wendroffone-step approxirrlation of the coupled convection equations, Eq. (H), including the leading truncation error terms in At and Ax. 63. Derive the MDE corresponding to the finite difference approximation of Eq. (H). Analyzeconsistency and order.
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Chapter11 64. Performavon Neumann stability analysis of the finite difference approximation of Eq. (H). 65. By hand calculation, determine the solution of the exampleacoustics problem at t = 0.1 ms by the Lax-Wendroff one-step method with Ax = 0.1 m and At = 0.05 ms. Comparethe results with the exact solution. 66. Modify the program presented in Section 11.10.2 to solve the example acoustics problem by the Lax-Wendroff one-step method with Ax = 0.1 m and At = 0.05 ms for t = 1.0 ms. Comparethe results with the results of Problem 65. 67. Use the programto reproduce the results in Figure 11.29 where Ax= 0.05 m. Comparethe errors with the errors in Problem66.



Flux-Vector-Splitting Methods 68. Developthe flux-vector-splitting approximationof Eq. (C), Qt ~- Ex = O. 69. Substitute the first-order upwindfinite difference approximation,Eq. (11.51), into Eqs. (11.121) and (11.122) to derive the first-order flux-vector-split FDEs. Derive the corresponding MDEs.Investigate consistency and order. Performa yon Neumarm stability analysis of the FDEs. 70. By hand calculation, determine the solution of the exampleacoustics problem by the first-order flux-vector-splitting method with z~x=0.1 m and At = 0.05 ms for t = 0.1 ms. Comparethe results with the exact solution. 71. Modify the program presented in Section 11.10.2 to solve the example acoustics problem by the first-order flux-vector-spiitting method with Ax--= 0.1 m and At = 0.05 ms for t = 1.0 ms. Comparethe results with the results of Problem70. 72. Use the program to solve the example acoustics problem with ~x = 0.05 m and At = 0.01, 0.025, 0.045, and 0.05 ms for t = 1.0 ms. Comparethe errors with the errors in Problem71. 73. Substitute the second-orderfinite difference approximation,Eq. (11.55), into Eqs. (11.121) and (11.122) to derive the second-orderflux-vector-split FDEs. Derive the corresponding MDEs.Investigate consistency and order. Performa von Neumarm stability analysis of the FDEs. 74. By hand calculation, determine the solution of the exampleacoustics problem by the second-order flux-vector-splitting method with Zkx = 0.1 m and At = 0.05 ms for t = 0.1 ms. Comparethe results with the exact solution and the results of Problem65. 75. Modify the program presented in Section 11.10.2 to solve the example acoustics problem by the second-order flux-vector-splitting method with ZXx= 0.1 m and At = 0.05 ms for t = 1.0 ms. Comparethe results with the results of Problem74. 76. Use the program to solve the example acoustics problem with ~x = 0.05 m and At = 0.025 ms for t = 1.0 ms. Comparethe errors with the errors in Problem 75. Section 1 1.10 Programs 77. Implement the Lax methodprogram presented in Section 11.10.1. Check out the programusing the given data set.
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78. Solve any of Problems13 to 15 with the program. 79. Implement the Lax-Wendroffmethod program presented in Section 11.10.2. Checkout the programusing the given data set. 80. Solve any of Problems19 to 21 with the program. 81. Implement the MacCormack method program presented in Section 11.10.3. Checkout the programusing the given data set. 82. Solve any of Problems27 to 29 with the program. 83. Implement the upwind methodprogram presented in Section 11.10.4. Check out the programusing the given data set. 84. Solve any of the Problems33 to 35 and 38 to 40 with the program. 85. Implementthe BTCSmethodprogrampresented in Section 11.10.5. Check out the programusing the given data set. 86. Solve any of Problems 44 to 46 with the program.
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The Rayleigh-Ritz method The collocation method The FEMon a one-dimensional uniform grid The FEMon a one-dimensional nonuniform grid The FEMwith a derivative boundary condition The FEMfor the Laplace equation The FEMfor the Poisson equation The FEMfor the diffusion equation



12.1. INTRODUCTION All the methodsfor solving differential equations presented in Chapters 7 to 11 are based on the finite difference approach.In that approach,all of the derivatives in a differential equation are replaced by algebraic finite difference approximations, which changes the differential equation into an algebraic equation that can be solved by simple arithmetic. Anotherapproach for solving differential equations is based on approximatingthe exact solution by an approximate solution, which is a linear combination of specific trial functions, which are typically polynominals.The trial functions are linearly independent functions that satisfy the boundaryconditions. The unknowncoefficients in the trial functions are then determined in somemanner. To illustrate this approach, consider the one-dimensionalboundary-valueproblem: [~" ÷ Q~ = F



with appropriate boundaryconditions ]



(12.1) 711
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where Q = Q(x) and F = F(x). Let’s approximate the exact solution ~(x) by an approximate solution y(x), which is a linear combination of specific trial functions yi(x)(i = 1, 2 ..... 1): I ~(x) ~, y(x) = ~,CiYi(X) i=1



(12.2)



This approach can be applied to the global solution domainD(x). The Rayleigh-Ritz method, the collocation method, and the Galerkin weighted residual methodfor determining the coefficients, Ci (i = 1, 2 ..... I) for the global solution domainare presented in Section 12.2. The heat transfer problemillustrated in Figure 12.1a is solved by these methodsin Section 12.2.



/~o(x) T 1



X 1



X 2



T"- ¢x2 T _~2Ta’ T(x) =



(a) One-dimensionalboundary-valueproblem.



f specifiedon ./- boundaries



fxx+fyy= F(x,y), f(x,y) (b) TheLaplace(Poisson)equation.



f(O,t) -~-"-’~



I



I~.- f(L,t)



I



OL.j.~L ft = °~fxx,f(x,O)= F(x), f(x,t) (c) Thediffusionequation. Figure 12.1. Finite element problems.



x



713



TheFinite ElementMethod



Another approach is based on applying Eq. (12.2) to a subdomainof the global solution domainDi(x), which is called an element of the global solution domain. The solutions for the individual elements are assembledto obtain the global solution. This approach is called the finite element method. The finite element methodfor solving Eq. (12.1) is presentedin Section12.3. Theheat transfer problemillustrated in Figure 12.1 a solved by the finite element methodin Section 12.3. Thefinite elementmethodalso can be applied to solve partial differential equations. Consider the two-dimensional Poisson equation: [ fxx +fyy = F(x, y) with appropriate boundary conditions [



(12.3)



The finite elementmethodfor solving Eq. (12.3) is presented in Section 12.4. Figure 12. illustrates the heat transfer problempresented in Chapter9 to illustrate finite difference methodsfor solving elliptic partial differential equations. That problemis solved by the finite element methodin Section 12.4. Consider the one-dimensionaldiffusion equation: [ ft = ~f~x with appropriate initial



and boundary conditions I



(12.4)



Figure12. lc illustrates the heat transfer problempresentedin Chapter10 to illustrate finite difference methodsfor solving parabolic partial differential equations. That problemis solved in Section 12.5 to illustrate the application of the finite elementmethodfor solving unsteadytime marchingpartial differential equations. The treatment of the finite element methodpresented in this chapter is rather superficial. A detailed treatment of the methodrequires a completebookdevoted entirely to the finite element method. The books by Rao (1982), Reddy(1993), Strang and (1973), and Zienkiewicz and Taylor (1989 and 1991) are good examples of such books. The objective of this chapter is simply to introduce this important approach for solving differential equations. The organization of Chapter 12 is illustrated in Figure 12.2. After the general introduction presented in this section, the Rayleigh-Ritz, collocation, and Galerkin methodsare presented for one-dimensional boundary-value problems. That presentation is followed by a discussion of the finite element methodapplied to one-dimensional boundary-valueproblems. Brief introductions to the application of the finite element methodto the Laplace (Poisson) equation and the diffusion equation follow. The chapter closes with a Summary,which discusses the advantages and disadvantages of the finite element method,and lists the things you should be able to do after studying Chapter 12. 12.2.



THE RAYLEIGH-RITZ, COLLOCATION, AND GALERKIN METHODS



Consider the one-dimensional boundary-valueproblem specified by Eq. (12.1): I ~" + Q~ = V with appropriate



boundary conditions



]



(12~5)



where Q -- Q(x) and F = F(x). The Rayleigh-Ritz, collocation, and Galerkin methodsfor solving Eq. (12.5) are presented in this section.
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Figure 12.2. 12.2.1.



Organizationof Chapter12.



The Rayleigh-Ritz Method



The Rayleigh-Ritz methodis based on the branch of mathematicsknownas the calculus of variations. The objective of the calculus of variations is to extremize (i.e., minimizeor maximize) a special type of function, called a functional, which depends on other unknown functions. The simplest problemof the calculus of variations in one independent variable (i.e., x) is concernedwith the extremizationof the followingintegral: I~(x)] G(x, ~, .~’ )dx



(12.6)



where G(x, ~, ~’), which is called the fundamental function, is a function of the independentvariable x, the unknown function ~(x), and its first derivative ~/(x). The points a and b are fixed. Thesquare bracket notation, I[~(x)], is used to emphasizethat I not a functionof x; it is a function of the function~(x). In fact, I[~(x)] does not depend at all since x is not presentin the result whenthe definite integral is evaluatedfor a specific function ~(x). The objective of the calculus of variations is to determinethe particular function ~(x) whichextremizes (i.e., minimizesor maximizes)the functional I[~(x)].
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Functionals are extremized(i.e., minimizedor maximized)in a manneranalogous extremizingordinary functions, whichis accomplishedby setting the first derivative of the ordinary function equal to zero. The derivative of a functional is called a variation and is denoted by the symbol6 to distinguish it from the derivative of an ordinary function, whichis denoted by the symbold. The first variation of Eq. (12.6) (for fixed end points and b) is given by b b 3G (12.7) ~l=I’a(~y3y+O~ry’)dx=j’a(~-f3yq OGd(rY)~ Oy’ dx .] dx where~5y’ = 3(dy/dx) = d(3y)/dx from continuity requirements. Integrating the last term in Eq. (12.7) by parts yields



b OGa(@)



la



da ~)3y



-~ ~ ax =-Ja



x



d



OG +~3y



b



(12.8)



wherethe last term in Eq. (12.8) is zero since 6y = 0 at the boundariesfor fixed end points. Substituting Eq. (12.8) into Eq, (12.7) and setting 31 = 0 gives



Equation(12.9) must be satisfied for arbitrary distributions of 6y, whichrequires that



ay ax



(12.10)



=0



Equation(12.10) is knownas the Euler equation of the calculus of variations. Howdoes the calculus of variations relate to the solution of a boundary-value ordinary differential equation? To answer this question, consider the following simple linear boundary-valueproblemwith Dirichlet boundaryconditions: ~"+Q~



=F



~(Xl) =.Pl and/~(x2) =.~2]



(12.11)



where Q = Q(x) and F = F(x). The problem is to determine a functional I[p(x)] whose extremum(i.e., minimumor maximum) is precisely Eq. (12.11). If such a functional be found, extremizingthat functional yields the solution to Eq. (12.11). The particular functional whoseextremization yields Eq. (12.11) is given I[p(x)] = [(p,)2 _ Q~ + 2F,)ldx



(12.12)



wherethe fundamentalfunction G(x, ~, ~’) is defined as G(X, y, ~t)



C~,)2 _



Q~2 nt - 2F~



(12.13)



Applyingthe Euler equation, Eq. (12.10), to the fundamentalfunction given by Eq. (12.13) gives d 0 -t 2 ~ [(P’)2- Q~2+ eFt] = ~xx 1~ [(P)- Q~2 + 2F.p]



(12.14)
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Performingthe differentiations gives d , 2d2~ -2Q~+ 2F = ~x(2~) dx 2



(12.15)



whichyields the result ~"



+Q~=F



(12.16)



which is identically Eq. (12.11). Thus, the function ~(x) which extremizes the functional I[p(x)] given by Eq. (12.12) also satisfies the boundary-valueODE,Eq. (12.11). The Rayleigh-Ritz methodis based on approximatingthe exact solution ~(x) of the variational problem by an approximate solution y(x), which depends on a number of unspecified parametersa, b ..... That is, ~(x) ~-y(x) =y(x, a, b .... ). Thus, Eq. (12.12) becomes I~(x)] ~ I[y(x)] I[y(x, a, b ...



(12.17)



)1



Takingthe first variation of Eq. (12.17) with respect to the parametersa, b, etc., yields OI Ol rb aiD{x, a, b .... )1 =-~aaa +-~ + ...



(12.18)



whichis satisfied only if OI OI Oa Ob



(12.19)



0



Equation (12.19) yields exactly the number of equations required to solve for the parameters a, b ..... which determines the function y(x) that extremizes the functional /[y(x)]. The function y(x) is also the solution of the differential equation, Eq. (12.11). In summary,the steps in the Rayleigh-Ritz methodare as follows: 1. 2.



Determinethe functional IF(x)] that yields the boundary-value ODEwhen the Euler equation s applied. Assumethat the functional form of the approximatesolution y(x) is given by I



~(x) ~ y(x) ~-~.Cyi(x )



3. 4.



(12.20)



Choosethe functional forms of the trial functions yi(x), and ensure that they are linearly independentand satisfy the boundaryconditions. Substitute the approximatesolution, Eq. (12.20), into the functional I[P(x)] obtain I[C~]. Formthe partial derivatives of I[Ci] with respect to Ci, and set themequal to zero: OI --= 0 (i = 1, 2 ....



, I)



5. Solve Eq. (12.21) for the coefficients C/(i = 1, 2 .....



(12.21) I).



Let’s illustrate the Rayleigh-Ritzmethodby applying it to solve the boundary-value problemspecified by Eq. (12.11): I~" + Q~ = e ~(x,)



=~ andy(x2)



1



(12.22)
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As a specific example, let the boundaryconditions be ~(0.0) = 0.0 and,~(1.0) = Y. Thus, Eq. (12.22) becomes ~" + Q~ = F ~(0.0) = 0.0 andS(1.0)



(12.23)



Step 1. The functional I[~(x)] correspondingto Eq. (12.23) is given by Eq. (12.12): (12.24)



iLS(x)] = [(~,)2 _ Q~2+ 2F~] dx where the fundamentalfunction G(x,~,~/-1) is defined as G(x, ~, ~’) = ~,)z _ Q]v2+ 2F.~



(12.25)



As shownby Eqs. (12.14) to (12.16), the function ~(x) which extremizes the functional I[~(x)] given by Eq. (12:24) also satisfies the boundary-value ordinary differential equation, Eq. (12.23). Step 2. Assumethat the functional form of the approximatesolution y(x) is given by y(x) = C~y~(x)+Czyz(x)+C3y3(x ) = C~x+Czx(x- 1) + C3x2(x- 1) (12.26) The three trial functions in Eq. (12.26) are linearly independent. Applyingthe boundary conditions yields C1 = Y. Thus, the approximatesolution is given by y(x) = Yx + Czx(x 1) + C3x~(x - 1) = y(x , C 2, C3) (12.



27)



Step 3. Substituting the approximatesolution, Eq. (12.27), into Eq. (12.24) gives I[y(x)]



-OyZ+2Fy]dx=I[C2,



C3]



(12.28)



Step 4. Formthe partial derivatives of Eq. (12.28) with respect to z and C3: 3--~2 = ~--~z [(y) ] dx 0



__ = ~C3 o



[~y,)2] ax



o



[2Fy]dx=O



Qy2]dx+



I’o~o [2Fyl&= 0



Q~2] ax+



(12.29a)



(12.29b)



Evaluating Eq. (12.29) yields = f2,0Y y dx



3C--7=



-



Oy dxf~.~ + o2F~c~__



~Tdx-



~3dx+ 2F~-7



dx



= 0



dx = 0



(12.30a)



(12.30b)



Step 5. Solve Eq. (12.30) for 2 and C3. Equation ( 12.30) r equires t he f unctions y(x), 3y/OC 2, 3y/OC 3, y’(x), 3y’/OC~,and Oy’/OC3.Recall Eq. (12.27): y(x) = Yx + C2x(x- 1)+ C3x2(x- 1) (12.31) Differentiating Eq. (12.31) with respect to x, C2, and 3 gives y’(x) = Y + C2(2x- 1) + C3(3xz - 2x)



or = (~2_ x) 0C2



and ~ = (~ _ ~2) OC3



(12.32)



(1233)
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Differentiating Eq. (12.32) with respect to 2 and C3 gives 0y’ = (2x - 1) and ~ = (3x 2 - 2x)



~c2



(12.34)



Substituting Eqs. (12.31) to (12.34) into Eq. (12.30) and dividing through by 2 C2(2x - 1) ÷ C3(3x2 - 2x)](2x 1)dx - 0[Yx + C~(x~ -x) + C3(x3 - x~)](x ~ -x)dx+ F(x ~ -x)dx =



(12.35a)



C2(2x- 1) + C3(3x2 - 2x)](3x2 - 2x)dx 0 1



-IoQ[Yx



~ - x) +C~(x ~ - x~)](x 3 - x~) ax + F(x3 - x~) ax= 0 + Ca(x



(12.35b)



The functions Q = O(x) and F = F(x) must be substituted into Eq. (12.35) before integration. At this point, all that remainsis a considerableamountof simplealgebra, integration, evaluation of the integrals at the limits of integration, and simplification of the results. Integrate Eq. (12.35) for {2 = constant and F = constant and evaluate the results. Thefinal result is:



C2



~-



~C3



"



--20 I 12



Solving Eq.(12.36) for2 and 3C nd a ubstituting s he esults rt nto i q. E 12.27) ( ields y t approximate solution y(x). Example12.1. The Rayleigh-Ritz method. Let’s apply the Rayleigh-Ritz methodto solve the heat transfer problem presented in Section 8.1. The boundary-valueODEis [see Eq. (8.1)] T" - o:2T = -e2Ta



T(0.0) = 0.0 and T(1.0) = 100.0



(12.37)



Let Q = _e2 = -16.0 cm-2, Ta = 0.0 (which gives F = 0.0), and Y = 100.0. For these values, Eq. (12.36) becomes C2~-~t-f~) [1 16"~ [1 16"~



(12.38a)



[1 16~ (16)(100) - 12 q-C3~-~-~) (1-~



16)



(16)(100)



-



2o



(12.38b)



Solving Eq. (12.38) gives C2 = 57.294430 and C3 = 193.103448. Substituting .these results into Eq. (12.27) gives the approximatesolution T(x): T(x) = 100x + 57.294430(x2 - x) + 193.103448(x3 2) - x



(12.39)
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The Finite ElementMethod Table 12.1 Solution by the Rayleigh-Ritz Method x, eva



T(x), C



0.00 0.25 0.50 0.75 1.00



0.000000 5.205570 11.538462 37.102122 100.000000



~(x), 0.000000 4.306357 13.290111 36.709070 100.000000



Error(x), 0.899214 -1.751650 0.393052



SimplifyingEq. (12.39) yields the final solution: [ T(x)= 42.705570x-135.809109x2 + 193.103448x3 I /



(12.40)



I



Table 12.1 presents values from Eq. (12.40) at five equally spaced points (i.e., Ax= 0.25 cm). The solution is most accurate near the boundariesand least accurate in the middle of the physical space. The Euclidean norm of the errors in Table 12.1 is 2.007822C, which is comparable to the Euclidean norm of 1.766412 C for the errors obtained by the second-order equilibrium methodpresented in Table 8.8.



12.2.2.



The Collocation Method



The collocation methodis a memberof a family of methodsknownas residual methods. In residual methods, an approximateform of the solution y(x) is assumed,and the residual R(x) is definedby substituting the approximatesolution into the exact differential equation. The approximate solution is generally chosen as the sum of a number of linearly independent trial functions, as done in the Rayleigh-Ritz method. The coefficients are then chosento minimizethe residual in somesense. In the collocation method,the residual itself is set equal to zero at selected locations. Thenumberof locations is the sameas the numberof unknowncoefficients in the approximatesolution y(x). In summary,the steps in the collocation methodare as follows: 1. 2.



Determinethe differential equation which is to be solved, for example, Eq. (12.5). Assumethat the functional form of the approximatesolution y(x) is given by 1



.~(x) ~ y(x) = ~Ciyi(x ) i=1



3.



Choosethe functional formof the trial functions yi(x) and ensure that they are linearly independentand satisfy the boundaryconditions. Substitute the approximatesolution y(x) into the differential equationand define the residual R(x): R(x)=y" +Qy-F=R(x, C1, 2 . ....



4. 5.



(12.41)



C1).



(12.42)



Set R(x, Cz, C2 ..... Cz) = 0 at I values of x. Solvethe systemof residual equations for the coefficients Ci (i = 1, 2 .....



I).
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Let’s illustrate the collocation methodby applying it to solve the boundary-value problemspecified by Eq. (12.11). Consider the specific examplegiven by Eq. (12.23):



I~"



+ Q)5 F= )5(0.0)



0.0 and 3(1.0)



Y ]



(12.43)



Step 1. The differential equation to be solved is given by Eq. (12.43). Step 2. Assumethat the functional form of the approximatesolution y(x) is given by Eq. (12.27): y(x) = Yx + Czx(x 1)÷ C3x~(x - 1)



(12.44)



Step 3. Define the residual R(x): R(x) = y" + Qy -



(12.45)



FromEq. (12.44): y"(x) = 2C2 + C3(6x - 2)



(12.46)



Substituting Eqs. (12.44) and (12.46) into Eq. (12.45) R(x) = 2C2 + C3(6x - 2) Q[Yx + Cz(x2 - x)+



C3( 3 - x2 )] -



F



(12.47)



Step 4. Since there are two unknown coefficients in Eq. (12.47), the residual can be set equal to zero at two arbitrary locations. Choosex = 1/3 and 2/3. Thus, R(1/3)



=



2C2



+ 3 ( ~-2)+



Q[~-+



C 2 ( ~-~)-~-C



3



( ~7-~-)] -



f



=



(12.48a) R(2/3) I-F-0 =



C 2(~-})+C3(2~-;) 4



2C2+C3(~-~-2)+Q[~+



(12.48b) Step 5. Solve Eq. (12.48) for C2 and 3. The final r esult i s: (2-~)C2-(~-~)C



Y 3 - Q3 t-F ---



(12.49a)



3 +F



(12.49b)



SolvingEq. (12.49) for z and C3 and substituting t he results i nto Eq. ( 12.44) yields t approximatesolution y(x). Example12.2. The collocation method. To illustrate the collocation method, let’s solve the heat transfer problempresented in Section 8.1 [see Eq. (8.1)]: T" -- ~2T = -c~ZTa T(0.0) = 0.0 and T(1.0) = 100.00



(12.50)
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The Finite ElementMethod Table 12.2 Solution by the Collocation Method x, cm



T(x), C



0.00 0.25 0.50 0.75 1.00



0.000000 5.848837 14.000000 40.151163 100.000000



Error(x),



f’(x), 0.000000 4.306357 13.290111 36.709070 100.000000



1.542480 0.709888 3.442092



Let Q = -0~2 = -16.0 cm-2, Ta = 0.0 C (which gives F = 0.0), and Y = 100.0. Equation (12.49) becomes 2+



(~) 2+ (~)



C2"1-’~



32 C3- 1600 3



C2+ 2+ (6~)



C3



=-



(12.51a) 3



(12.51b)



Solving Eq. (12.51) gives C2 = 60.279070 and 3 =167.441861. Substituting th ese results into Eq. (12.44) gives the approximatesolution T(x): T(x) = 100x + 60.279070(x2 - x) + 167.441861(x3 - x2)



(12.52)



SimplifyingEq. (12.52) yields the final solution: T(x) = 39.720930x- 107.162791x 2 + 167.441861x 3 ]



(12.53)



Table 12.2 presents values from Eq. (12.53) at five equally spaced points (i.e., Ax= 0.25 cm). The Euclidean normof the errors is 3.838122C, which is 91 percent larger than the Euclidean normof the errors for the Rayleigh-Ritz methodpresented in Example 12.1.



12.2.3.



The Galerkin Weighted Residual Method



The Galerkin weightedresidual method,like the collocation method,is a residual method. Unlike the collocation method, however,the Galerkin weighting residual methodis based on the integral of the residual over the domainof interest. In fact, the residual R(x) is weighted over the domain of interest by multiplying R(x) by weighting functions Wj(x)(j = 1, 2 .... ), integrating the weightedresiduals over the range of integration, and setting the integrals of the weightedresiduals equal to zero to give equations for the evaluationof the coefficients Ci of the trial functionsyi(x). In principle, any functions can be used as the weighting functions W)(x). example,letting Wj(x)be the Dirac delta function yields the collocation methodpresented in Section 12.2.2. Galerkin showedthat basing the weightingfunctions Wj(x)on the trial functions yi(x) of the approximatesolution y(x) yields exceptionally good results. That choice is presented in the followinganalysis. In summary,the steps in the Galerkin weighted residual methodare as follows: 1.



Determinethe differential (12.5).



equation which is to be solved, for exampleEq.
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Assumethat the functional form of the approximatesolution y(x) is given by 1



~(x) ~ y(x) = ~CiYi(X )



(12.54)



i=1



Choosethe functional form of the trial functions Yi(X), and ensure that they are linearly independentand satisfy the boundaryconditions. Introduce the approximatesolution y(x) into the differential equation and define the residual R(x): R(x) = y" + Qy 4. 5.



Choosethe weightingfunctions Wj(x)(j = 1, 2 .... Set the integrals of the weightedresiduals Wj(x)R(x)equal to zero:



Ii



2 Wj(x)R(x) = 0(j = 1, 2 ...



6.



(12.55)



)



(12.56)



Integrate Eq. (12.56) and solve the systemof weightedresidual integrals for the coefficients Ci (i = 1, 2 ..... 1).



To illustrate the Galerkin weighted residual method, let’s apply it to solve the boundary-valueproblemspecified by Eq. (12.11). Consider the specific examplegiven Eq. (12.23): ~" + Oy - F .~(0.0) = 0.0 and.~(1.0)



(12.57)



Step 1. The differential equation to be solved is given by Eq. (12.57). Step 2. Assumethe functional form of the approximatesolutiony(x) given by Eq. (12.27): y(x) = Yx + Czx(x 1)+ C3xZ(x - 1)



(12.58)



Step 3. Define the residual R(x): R(x) = y" + Qy -



(12.59)



FromEq. (12.58): y" = 2C2 + C3(6x - 2)



(12.60)



Substituting Eqs. (12.58) and (12.60) into Eq. (12.59) R(x) = 2C2 + C3(6x - 2) Q[Yx + C2(x2 - x)+ C3( 3 - x2 )] - F



(12.61)



whichis the sameas the residual given by Eq. (12.47) for the collocation method. Step 4. Choose two weighting functions W2(x) and W3(x). Let W2(x) =y2(x) and W3(x ) = y3(x) from Eq. (12.26). Thus, W2(x) = 2 - x and W3(x ) = x3 -x 2



(12.62)
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/



~ ~(x 2 - x){2C 2 + C3(6x - 2) Q[Yx G(x + - x) +3C3(~ -



- F}dx = 0



o



(12.63a) (x 3 - x2){2C~+ C3(6x - 2) Q[Yx + C2(x2 - x)+ C3(3 - x~ )] - F} dx0 ,to



(12.63b) The functions Q = Q(x) and F = F(x) must be substituted into Eq. (12.63) before integrating. Step 6. Integrate Eq. (12.63), for Q = constant and F = constant, evaluate the results, and collect terms. Thefinal result is C 1



C3(~-~0)



+ C3(~5



F



1~-~)-



QY20 t-12F



(12.64a)



(12.64b)



Equation (12.64) is identical to the result obtained by the Rayleigh-Ritz method, Eq. (12.36). This correspondence always occurs when the weighting functions Wj.(x)(j" = 1, 2 .... ), are chosenas the trial functions,yi(x). 32.2.4.



Summa~



The Rayleigh-Ritz method, the collocation method, and the Galerkin weighted residual methodare based on approximating the global solution to a boundary-valueproblemby a linear combinationof specific trial functions. The Rayleigh-Ritz methodis based on the calculus of variations. It requires a functional whose extremum(i.e., minimumor maximum)is also a solution to the boundary-value ODE.The collocation method is residual method in which an approximate solution is assumed, the residual of the differential equation is defined, and the residual is set equal to zero at selected points. The collocation methodis generally not as accurate as the Rayleigh-Ritz methodand the Galerkin weighted residual method, so it is seldom used. Its main utility lies in the introduction of the concept of a residual, which leads to the Galerkin weighted residual methodin whichthe integral of a weightedresidual over the domainof interest is set equal to zero. Themost common choices for the weightingfunctions are the trial functions of the approximatesolution y(x). In that case, the Rayleigh-Ritzmethodand the Galerkin method yield identical results. There are problemsin whichthe Rayleigh-Ritz approachis preferred, and there are problemsin whichthe Galerkin weightedresidual approachis preferred. If the variational functional is known,then it is logical to apply the Rayleigh-Ritzapproachdirectly to the functional rather than to developthe correspondingdifferential equation and then apply the Galerkin weighted residual approach. This situation arises often in solid mechanics problems where Hamilton’s principle (a variational approach on an energy principle) can be employed.If the governingdifferential equationis known,then it is logical to apply the Galerkin weightedresidual approach rather than look for the functional corresponding to the differential equation. This situation arises often in fluid mechanicsand heat transfer problems.
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12.3. THE FINITE PROBLEMS



ELEMENT METHOD FOR BOUNDARY-VALUE



The Rayleigh-Ritz methodpresented in Section 12.2.1 and the Galerkin weighted residual methodpresented in Section 12.2.3 are based on approximating the exact solution of a boundary-valueordinary differential equation)5(x) by an approximatesolution y(x), which is a combinationof linearly independenttrial functions yi(x) (i = 1, 2 .... ) that applyover the global solution domain D(x). The trial functions are typically polynominals. To increase the accuracy of either of these two methods,the degree of the polynominaltrial functions must be increased. This leads to rapidly increasing complexity. As discussed in Chapter 4, increased accuracy of polynominalapproximationscan be obtained moreeasily by applying low degree polynominals to subdomainsof the global domain. That is the fundamental idea of the finite element method. The finite element method (FEM) discretizes the global solution domain D(x) into a number of subdomains Di(x) (i = 1, 2 .... ), called elements, and applies either the Rayleigh-Ritzmethodor the Galerkin weighted residual methodto the discretized global solution domain. The finite element methodis developedin this section by applying it to solve the following simple linear boundary-value problem with appropriate boundary conditions



(BCs):



[3



" + Q~ = F



with appropriate boundary conditions ]



(12.65)



where Q = Q(x) and F = F(x). The concept underlying the extension of the basic Rayleigh-Ritz approach or the Galerkinweightedresidual approachto the finite element approachis illustrated in Figure 12.3. Figure 12.3a illustrates the global solution domainD(x). The functional I[Ci] from the Rayleigh-Ritz approach, or the weighted residual integral I(Ci) from the Galerkin weighted residual approach, applies over the entire global solution domainD(x). Let the symbol! denote either I[Ci] or I(Ci). Figure 12.3b illustrates the discretized global solution domainD(x) whichis discretized into/nodes and I - 1 elements. Note that the symbolI is being used for the functional I[Ci], the weightedresidual integral I(Ci), and the numberof nodes. Thesubscript i denotes the grid points, or nodes, and the superscript (i) denotes the elements.Element(i) starts at nodei and ends at nodei + I. Theelementlengths (i.e., grid increments) are Ax; = x~+l - xi. Figure 12.3c illustrates the discretization of the global integral I into the sum of the discretized integrals I(O(i = 1, 2 ..... I- 1). Each discretized integral I (i) in Figure 12.3c is evaluated exactly as the global integral I in Figure 12.3a. This process yields a set of equations relating the nodal values within each element, which are called the nodal equations. The global integral I = ~ I (0 could be differentiated directly with respect to C~in one step by differentiating all of the individual element integrals (i.e., OI(O/OCi)and summingthe results. This approach would immediatelyyield I equations for the I nodal values Ci. However,the algebra is simplified considerably by differentiating a single generic discretized integral I(;) with respect to every C~present in (0, t o obtain ageneric set of equations involving those values of C~. These equations are called the element equations. This generic set of element equations is then applied to all of the discretized elementsto obtain a completeset of I equations for the nodal values C;. This completeset of element equations is called the system equation. The system equation is adjusted to
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¯ x 2 (a) GlobalIntegral,



D(x) Di’I(X)DXx)~ Nodes



~



)_O)



Elements (1) (2) 1 2 3



/-1



i i+1



I-1



I



(b) Discretizedglobal solution domain,D(x).



I Figure 12.3.



2 3



I-I



I



(c) Discrctizedintegral, Finite elementdiscretization.



account for the boundaryconditions, and the adjusted system equation is solved for the nodal values Ci (i = 1, 2 ..... I). In summary,the steps in the finite element approachare as follows: 1.



2.



3. 4.



5.



Formulatethe problem. If the Rayleigh-Ritz approach is to be used, find the functional/to be extremized. If the Galerkin weightedresidual approachis to be used, determinethe differential equation to be solved. Discretize the global solution domainD(x) into subdomains(i.e., elements) Di(x) (i = 1, 2 ..... l). Specify the type of element to be used (i.e., linear, quadratic,etc.). Assumethe functional form of the approximate solution y(O(x) within each element, and choosethe interpolating functions for the elements. For the Rayleigh-Ritzapproach,substitute the approximatesolution y(x) into the functional I to determine I[C,.]. For the Galerkin weighedresidual approach, substitute the approximate solution y(x) into the differential equation to determine the residual R(x), weight the residual with the weighting functions Wj(x), and form the weightedresidual integral I(Ci). Determinethe element equations. For the Rayleigh-Ritz approach, evaluate the partial derivatives of the functional I[Ci] with respect to the nodal values Ci, and equate themto zero. For the Galerkin weightedresidual approach, evaluate the partial derivatives of the weighted residual integral I(Ci) with respect to the nodal values Ci, and equate them to zero.
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Assemblethe element equations to determine the system equation. Adjust the system equation to account for the boundaryconditions. Solve the adjusted system equation for the nodal values C i.



Discretization of the global solution domainand specification of the interpolating polynominals are accomplished in the same mannerfor both the Rayleigh-Ritz approach and the Galerkin weighted residual approach. Consequently,those steps are considered in the next section before proceeding to the Rayleigh-Ritz approach and the Galerkin weighted residual approach developmentsin Sections 12.3.2 and 12.3.3, respectively. 12.3.1. DomainDiscretization and the Interpolating Polynominals Let’s discretize the global solution domainD(x) into I nodes and I- 1 elements, as illustrated in Figure 12.4, wherethe subscript i denotes the grid points, or nodes, and the superscript (i) denotes the elements.Element(i) starts at nodei and ends at nodei ÷ 1. elementlengths (i.e., grid increments)are i = xi+1 - xi . Let the global exact solution ~(x) be approximated by the global approximate solution y(x), which is the sum of a series of local interpolating polynominals y(i)(x) (i = 1, 2 ..... ! - 1) that are valid within each element. I-1 y(x)



= y(l)(x)



+ y(2)(X)



yg-1)(x) = ~y(i)(x)



y(i)(x ) q- " " "



(12.66) i=1



The local interpolating polynominalsy(i)(x) defined as follows:



l



y(O(x) yiN~!i)(x) +yi+iN~i)+l(x)



(12.67)



whereYi and y~+lare the values ofy(x) at nodesi and i + 1, respectively, and N,!i)(x) Ni(~l(x) are linear inte~olating polynominalswithin element (i). The subscript i denotes the grid point whereN~i3(x)= 1.0, and the superscript (i) denotes the element within which N{i)(x) applies. The interpolating polynominalsare generally called shape functions in the finite element literature. The shape functions are defined to be unity at their respective nodes, zero at the other nodes, and zero everywhere outside of their element. Thus, Y(i)(xi) = Yi, that is, the to-be-determined coefficients Yi represent the solution at the nodes. Figure 12.5 illustrates the linear shapefunctions for element(i). FromFigure 12.4, JVi(i)(x Nt!~l(x



(12.68)



) _ x - xi+ 1 1_ x - xi+ ) _ x--xi xi+ 1 -- xi



x--xi Axi



(12.69)



Substituting Eqs. (12.68) and (12.69) into Eq. (12.67) y(O(x)= i



AX 1 ,]



q-Yi+l\



Ax i



~]



(12.70)



( x x,+q.(x-xi



Elements :(I)~=(2)= Nodes 1 2 3 Figure12.4. Discretized



/-1 global



~/-I~ (i) i i+1



solution



=



domain.



I-,1



I
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i+1 Figure 12.5.



Linearshapefunctionsfor element(i).



Equation (12.70) is actually a linear Lagrangepolynominalapplied to element (i). Since there are I - 1 elements, there are 2(I - 1) shape functions in the global solution domain D(x). The 2(1 - 1) shape functions in Eqs. (12.68) and (12.69) form a linearly independent set. The interpolating polynominalpresented in Eq. (12.70) is a linear polynominal.The correspondingelement is called a linear element. Higher-orderinterpolating polynominals can be developedby placing additional nodes within each element. Thus, quadratic, cubic, etc., elementscan be defined. All of the results presentedin this chapter are basedon linear elements. 12.3.2.



The Rayleigh-Ritz Approach



As discussed in Section 12.2.1, the Rayleigh-Ritz approachis based on extremizing(i.e., minimizingor maximizing)the following functional [see Eq. (12.6)]:



I[~(x)] G(x, ,) , .V )dx



(12.71)



where the functional I[~(x)] yields the boundary-valueODE,Eq. (12.65), whenthe Euler equation, Eq. (12.10), is applied. In terms of the global approximatesolution y(x) and the discretized global solution domainillustrated in Figure 12.4, Eq. (12.71) can be written as follows: /Lv(x)]



G dx+ Gdx + . . . + G dx+ G dx + . . . + G dx



(12.72) I[y(x)] = I(1)[y(x)] + f2)Lv(x)] +... + I(i-l)Lv(x)] f° [y(x)] +... + fl -l~Lv(x)] (12.73) whereG(x, y, y’) within each element (i) dependson the interpolating polynominalwithin that element y~O(x). Consider element (i). Substituting Eq. (12.67) y(O(x) intothe integral in Eq. (12.73) correspondingto element (i) gives I(i)[y(x)] : G(x, y, y’)dx = I(i)D,(i)(x)] = I(i)[yi,



(12.74)
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Thus, Eq. (12.73) can be expressed in terms of the nodal values Yi (i = 1, 2 ..... follows: /[y(X)]



= I(1)[yl,



Y2] q-/(2)~2,



I), as



Y3] +"" I(i -1)[Yi-l, Yi]



+ I(O[Yi, Yi+I] +"" q-I(t-1)[Yi-1, Y~]



(12.75)



Extremizing(i.e., minimizingor maximizing)Eq. (12.75) is accomplishedby setting the first variation 61 of I[y(x)] equal to zero. This gives OI OI 372+ 6I[y(x)]= -~6y 1 +~-~9__



~I 3 "" +-~i-~ Yi-~



OI OI +~ 6yi+... +-~6y, ----



0 (12.76)



Since the individual variations 6yi (i = 1, 2 ..... only if OI OI ...............



OI



OI



0Y 1



0Yi



0Yl



072



I) are arbitrary, Eq. (12.76) is satisfied



0



(12.77)



Equation (12.77) yields I equations for the determination of the I nodal values Yi (i = 1, 2 ..... I). Consider the general nodal equation corresponding to OI/Oyi. FromEq. (12.75), Yi appearsonlyin I(i-l)[~i_l, Yi] and I(i)[fli, Yi+I]’ Thus, (i) OI 0I (i-1) OI 3y’--~ = 3y--~ + ~,. = 0



(12.78)



which yields -OYi



- ] G|x, OYix,._l



y(i-1)(x),



dx q-



G x,



y(i)(x),



dx = 0



L



(12.79) The result of evaluating Eq. (12.79) is the nodal equation corresponding to node i. A similar nodal equation is obtained at all the other nodes. For Dirichlet boundary conditions, y~ = p~ and Yt = 35~, so @1= 6Yl = O, and nodal equations are not needed at the boundaries. For Neumannboundary conditions, ~ = ~ and ffz = 4, and ~ and 31 are not specified. Thus, 671 and ~y~are arbitrary. In that case, the Euler equation must be supplemented by equations arising from the variations of the boundary points, which yields nodal equations at the boundary points. That process is not developed in this analysis. The results presented in the remainder of this section are based on Dirichlet boundary conditions. Neumannboundary conditions are considered in Section 12.3.3, which is based on the Galerkin weighted residual approach. Gathering all the nodal equations into a matrix equation yields the system equation, whichcan be solved for the nodal values, yi(i = 2, 3 ..... ! - 1). Let’s develop the finite element methodusing the Rayleigh-Ritz approach to solve Eq. (12.65). As shownin Section 12.2.1, the functional whoseextremum(i.e., minimum maximum) is equivalent to Eq. (12.65) is [see Eq. (12.12)]



~r[~(x)l



- Q~+ 2F~]dx



(~2.80)
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(12.81)



G(x, ), ~’) = @,)2 _ 0)2 +



Let’s evaluate the secondintegral inEq. (12.79), OI(O/Oyi,to illustrate the procedure. Thecorrespondingresult for the first integral in Eq. (12.79), oI(i-1)/Oyi, will be presented later. Substituting Eq. (12.81), with )(x) approximatedy(x), int o thesecond integral in Eq. (12.79) and differentiating with respect to Yi gives (12.82)



02.83) Equation (12.83) requires the functions y(O(x), O[y(O(x)]/Oyi, y’(x)= d[y(O(x)l/dx, and O[y’(x)]/Oy i. RecallEq. (12.70)for y(i)(x): =~i J



+Y/+I k’~-/)



(12.84)



Differentiating Eq. (12.84) with respect to yi yields 0[.y(i)(X)]



ayi -



1X -- Xi+



(12.85)



z~xi



Differentiating Eq. (12.84) with respect to x gives



(12.86)



.v’(x)- d[v~0(x)] _ Y~~_Yi÷__L _Yi÷l Differentiating Eq. (12.86) with respect to Yi gives ~V(x)] -



1



(12.87)



Substituting Eqs. (12.84) to (12.87) into Eq. (12.83)



1)dx+2[x’+’F(



x-xi+,~dx



where the order of the second and third terms in Eq. (12,83) has been interchanged, Simplifyingthe integrals in Eq. (12.88) gives ~I(i)



(12.89)
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Nowlet’s evaluate the integrals in Eq. (12.89). Let the values of Q and F in Eq. (12.89) be average values, so they can be taken out of the integrals. Thus, 73(i) (Qi + Qi+~) 2 /~(i) __ (Fi +/7/+1) 2



(12.90) (12.91)



Integrating Eq. (12.89) yields



Evaluating Eq. (12.92) gives o](i) OYi



The four terms in parentheses involving xi and xi+1 on the right-hand side of Eq. (12.93) reduce as follows: Term 1: Term 2:



Ax i -Axe//2



Term 3:



Axe/3



Term 4:



-Axe/6



(12.94)



Substituting Eq. (12.94) into Eq. (12.93) and dividing through by 2 yields oI(i) Oy i



(Yi-1 +Yi) + AX i



2



The first integral in Eq. (12.79), presented above. The result is ~I(i-1)



= (Yi --Yi-1)



-I /~(i-1)



~I(i-1)/Oyi,



is



kxi_ ~



evaluated by repeating the steps



Axi_ 1 ~(i-1)yi-1



Oy i



(12.95)



6



3



2



Axi-1



6



O(i-1)yi Axi-1 3



(12.96)
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Substituting Eqs. (12.95) and (12.96) into Eq. (12.79), collecting terms, multiplying through by -1 yields the nodal equation for node i for a nonuniformgrid: 1



+ Yi+l \ξ ([:(i-~)Axi_1 +~’(0 2



(12.97)



Equation (12.97) is valid for a nonuniformgrid. Letting Axi_ 1 = [~x i = AXand multiplying through by Axyields the nodal equation for node i for a uniformgrid: Yi_l (l + O(i-l~ Ar2.) _ 2yiIl _ (O(i-1) q-_6O(i)) ~c2.] _F Yi+l (12.98)



Example12.3. The FEMon a one-dimensional uniform grid. Let’s apply the results obtainedin this section to solve the heat transfer problempresented in Section 8.1. The boundary-valueODEis [see Eq. (8.1)] T" - ~2T = -~z2Ta



T(0.0) = 0.0 and T(1.0) = 100.00



(12.99)



Let Q = _a2 = _16.0cm-2, Ta = 0.0 C (which gives F = 0.0), and Ax = 0.25cm, correspondingto the physical domaindiscretization illustrated in Figure 12.6. For these values, Eq. (12.98) becomes ST.



=0



(12.100)



ApplyingEq. (12.100) at nodes 2 to 4 in Figure 12.5 gives Node23"5.g :~r2-g8~3-]T~ - ~ r2 ~r+ 4~ r3 .= = 0



(12.101a) (12.101b) (12.101c)



Node 4 :~T3 -IT 4 +~T5 = 0



Setting T1 = 0.0 and T5 = 100.0 yields the followingsystemof linear algebraic equations: -2.666667 1 0.833333 0.000000 1



(1)



2



(2)



0.833333 0.000000 1 I T~ 1 I 0.000000 -2.666667 0.833333 T3 = 0.000000 0.833333 -2.666667 T -83.333333 4 3



(3)



4



0.0 0.25 0.50 0.75 1.0 Figure 12.6. Uniformphysical domaindiscretization.



(12.102)



732



Chapter12



Table 12.3 Solution by the FEMon a Uniform Grid x, cm



.T(x), C



0.00 0.25 0.50 0.75 1.00



0.000000 3.792476 12.135922 35.042476 100.000000



~’(x), 0.000000 4.306357 13.290111 36.709070 100.000000



Error(x), -0.513881 -1.154189 -1.666594



Solving Eq. (12.102) using the Thomasalgorithm yields the results presented in Table 12.3. The Euclidean normof the errors in Table 12.3 is 2.091354C, whichis 18 percent larger than the Euclidean norm of 1.766412C for the errors for the second-order equilibrium finite difference methodpresented in Table 8.8. Let’s illustrate the variable Ax capability of the finite element methodby reworking Example12.3 on a nonuniform grid. Example 12.4. The FEMon a one-dimensional nonuniform grid. Let’s solve the heat transfer problemin Example12.3, Eq. (12.99), by applyingEq. (12.97) on the nonuniformgrid generated in Example8.12 in Section 8.8 and illustrated in Figures 8.22 and 12.7. Let Q = -c¢2 = -16.0cm-2 and Ta = 0.0C (which gives F = 0.0). The geometric data from Table 8.25 are tabulated in Table 12.4. Those results and the coefficients of T,-_1, T~., and Ti+1 in Eq. (12.97) are presentedin Table12.4. ApplyingEq. (12.97) at nodes 2 to 4 gives: 1.666667T1 - 9.650794T2 + 2.650794T3 = 0 2.650794T2 - 10.895238T3 + 4.244445T4 = 0 4.244445T3 - 14.577778T4 + 7.666667T5 = 0



Node2 : Node3 : Node4 :



(12.103a) (12.103b) (12.103c)



Setting T~ = 0.0 and T5 = 100.0 yields the following tridiagonal system of FDEs: 0.0000001 I T2 ] r 0.000 7 -9.650794 2.650794 2.650794 -10.895238 (12.104) 4.244445 / T3 = | 0.000| 0.000000 4.244445 -14.577778 ] T4 [. -766.667 ]



I



2 (2) 0.0 Figure 12.7. Table 12.4



3 (3)



4 (4)



0,375 0.666667 0.875 1.0 x Nonuniform physical domaindiscretization. Geometric Data and Coefficients for the NonuniformGrid



Node



x, cm



Ax_, cm



Ax+, cm



(...)T/_ 1



1 2 3 4 5



0.000 0.375 0.666667 0.875 1.000



0.375000 0.291667 0.208333



0.291667 0.208333 0.125000



1.666667 2.650794 4.244445



i(’".)T -9.650794 -10.895238 -14.577778



(’"-)T/+ 1



2.650794 4.244445 7.666667
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x, cm



1 2 3 4 5



0.0 0.375 0.666667 0.875 1.0



T(x), 0.000000 6.864874 24.993076 59.868411 100.000000



]"(x), 0.000000 7.802440 26.241253 60.618093 100.000000



Error(x), -0.937566 -1.248179 -0.749682



Solving Eq. (12.104) using the Thomasalgorithm yields the results presented in Table 12.5. Comparingthese results with the results presented in Table 12.3 for a uniformgrid showsthat the errors are a little larger at the left end of the rod and a little smaller at the right end of the rod. The Euclideannormof the errors in Table 12.5 is 1.731760C, which is smaller than the Euclidean normof 2.091354Cfor the uniform grid results in Table 12.3, and which is comparable to the Euclidean norm of 1.766412C for the errors presented in Table 12.7 for the second-order equilibrium finite difference method.



12.3,3.



The Galerkin Weighted Residual Approach



The Rayleigh-Ritz approach is applied in Section 12.3.2 to develop the finite element method. As discussed in Section 12.2.4, the Galerkin weighted residual approach is generally morestraightforward than the Rayleigh-Ritzapproach, since there is no need to look for the functional corresponding to the boundary-value ODE.The finite element methodbased on the Galerkin weightedresidual approachis illustrated in this section by applying it to solve the following simple linear boundary-valueproblem: I ~" + Q~ = F with appropriate boundary conditions ]



(12.105)



where Q = Q(x) and F = F(x). As discussed in Section 12.2.3, the Galerkin weighted residual methodis based on the residual obtained when the exact solution ~(x) of the boundary-value ODE,Eq. (12.105), is approximatedby an approximatesolution y(x). The resulting residual R(x) is then R(x) = y" + Qy -



(12.106)



The residual R(x) is multiplied by a set of weightingfactors Wj(x)(j = 1, 2 .... ) integrated over the global solution domainD(x) to obtain the weightedresidual integral:



IO,(x)) =~.(x)R(x)dx= 0



(12.107)



Substituting Eq. (12.106) into Eq. (12.107) gives



~O,(x))= ~(x)O/’+ ~y - F)dx=



(12.108)
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Integrating the first term in Eq. (12.108) by parts gives bwjy" dx= --y’Wj’ dx + y’Wj = -- y’Wj’ dx+ ybWj(b) ’ - y’aWj(a) (12.109) The last two terms in Eq. (12.109) involve the derivative at the boundarypoints. For Dirichlet boundary conditions, these terms are not needed. For Neumannboundary conditions, these two terms introduce the derivative boundaryconditions at the boundaries of the global solution domain.Substituting Eq. (12.109) into Eq. (12.108) yields I(y(x))



(- y’Wj’+QyWj-FWj)dx+y’bWj(b)-y’aWj(a)=O



(12.110)



In terms of the global approximatesolution y(x) and the discretized global solution domainillustrated in Figure 12.4, Eq. (12.110) can be written as follows:



l~y(x))=to~(v(x)) +l~2)(y(x))+... +I~’-O(v(x)) -~- 1 (1-



l)(y(x))



+ y; Wi(b)



--



a W1(a)



=0



(12.111)



whereI(i)(y(x)) is given by I(’)(Y(x))=



, \



ax +QyWj-FWj



(12.112)



wherey(i)(x) is the interpolating polynominaland Wa.(x) denotes the weighting factors applicable to element (i). The interpolating polynominaly(O(x) is given by Eq. (12.67): y(O (x) = YiN~i) (x) + Yi+IN{~I (x) ( 12.113 where the shape functions N{O(x)and N/~l(x) are given by Eqs. (12.68) and (12.69): N~O(x) - x-xi+~ ZXx i N}2, (x)---X--Xi ~



(12.114) (12.115)



In the Galerkin weighted residual approach, the weighting factors Wj(x)are chosen to be the shapefunctions ~0~(x)and N/~1 (x). Recall that N~!i)(x) and/V/(2I (X) are defined be zero everywhereoutside of element (i). Letting Wj = ~/(i) in Eq. (12.112) I@(x))



=



Iii+l



i) dx -- 0 + ayNi(i) - FN~!



(l 2.116)



{ i X ld[N~i)(x)]



Equation(12.116)is equal to zero since N/(i)(x) is zero in all the integrals exceptI(O(y(x)) and N,!O(a) = N,!i)(b) = 0.0. Letting Wj(x)= N,!~ (x) in Eq. (12.112)



lfy(x))



]i’+’(-y’d[N~ (x)l



t-QyN’~_,- FN{i)+,)dx=



(12.117)



Equations (12.116) and (12.117) are element equations for element (i). Analternate approachis basedon the function N/(x) illustrated in Figure 12.8. Thus, N,.(x)



= N(ii-1)(x)



+ N,!i)(x)



(12.118)
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/+I Figure12.8. Shapefunction for node i, Equation(12.118) simply expresses the fact that Ni(x) = N~i-1)(X) in element (i- 1) and Ni(x) = N~i)(x) in element (i). Letting Wj(x)Ni(x) inEq.(12.110) give



I(y(x))--ll~,_, I-Y’d[N{i-])(x)]+QyN(ii-1)- FN{i-1)dxdx +QyN~O-FN(i i)



X’+l l-y’d[N(ii)(x)]L dx



+dxf,



dx=O



(12.119)



Equation(12.119) is the nodal equation for node i. Notethat Eq. (12.116), whichis the first elementequationfor element(i), is identical to the second integral in Eq. (12.119). Whenthe element equations are developed for element (i- 1), it is found that the second element equation for element (i- 1), which correspondsto Eq. (12.117)for element(i), is identical to the first integral in Eq. (12. l Thus, Eq. (’12.119) can be obtained by combining the proper element equations from elements (i - 1) and (/). This process is called assemblyingthe element equations. Thus, the element equation approach and the nodal equation approach yield identical results. Whichof two approaches is preferable? For one-dimensional domains, there is no appreciable difference in the amountof effort involved in the two approaches. However, for two- and three-dimensional domains, the element approach is considerably simpler. Thus, the element approach is used in the remainder of this section to illustrate that approach. Let’s illustrate the Galerkin weightedresidual approachby applyingit to solve Eq. (12.105). Steps 1 and 2, discretizing the solution domainand choosingthe interpolating polynominals,are discussed in Section 12.3.1 and illustrated in Figures 12.4 and 12.5. For element(i), the shape functions and the linear interpolating polynominalare given by Eqs. (12.68) to (12.70). Thus,



mi(i)(x)



Y(i)(x)



X -1



xi+



(



and



N{i)+~(x ) i--



Ax i ) + Yi+~ ~, Ax i x~x~+].~ (x-xi~



j



X -- X



(12.120)



(12.121)
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Note that Eq. (12.121) is simply a linear Lagrangeinterpolating polynominalfor element (i). The element equations for element (i) are given by Eqs. (12.116) and (12.117).



(12.122)



I(y(x))



-y’ ~ + ~:~ylvi+ 1 - FNi(i)+l dx =



(12.123)



FromEq. (12.120), d[N:O(x)] 1 dx Ax i dx Ax 1 d[N/(~l i (x)]



(12.124) (12.125)



Substituting Eqs. (12.124) and (12.125) into Eqs. (12.122) and (12.123), respectively, gives (12.126a) (12.126b) Equation(12.126)requires the functions y(x), y’(x), Ni(i)(x), and N/(~l (x), which given by Eqs. (12.121), (12.86), and (12.120). Substituting all of these expressions Eq. (12.126), evaluating Q(x) and F(x) as average values for each element as done in Eqs. (12.90) and (12.191), integrating, and evaluating the results at the limits of integration yields the two element equations: --Yi(~X i



~---fli)-3-Z~i



Yi it~ii~) +



(1



)



+Yi+l



(~----~.



-- O(i)~l~X)~7(i)~ Yi+l’l~¢i



-t-.



~



~)



/~(i)2



2



Axi 0



-- 0



(12.127a) (12.127b)



Equation (12.127) is valid for nonuniformAx. Letting i = Ax= constant and multiplying through by Axyields (12.128a)



--yi(10(O-3-Ax2)+Yi+l(1+~)-((i’2~2--O Yi( 1 +----~)



-Yi+~



Equation (12.128) is valid for uniform Ax.



2 --



(12.128b)
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Let’s assemblethe element equations for a uniformgrid, Eq. (12.128). ApplyingEq. (12.128) for element (i- 1) gives: -- Yi-I (1 O(i-~ AxZ)._}_ yi(1._}- O(i-l~ zk.r2.) /~(i-1)/kx2 --



6 Yi_l(1+O(i-1)l~(2)



--Yi( 1 -’-Axe) Q(’~/~(i-



2 --0 1) ~f__2



(12.129a) (12.129b)



ApplyingEq. (12.128) for element (/) gives:



+ ----~---) yi(l+O(i)~x2)_y~+,(l_O(i)_~c2.)_~_(i)2Ax2-0



2



(12.130a) (12.130b)



Adding Eqs. (12.129b) and (12.130a) yields the nodal equation for node i. Thus,



-2yi(1 Yi-I (1"-i O(i7ax2-)



’’p"Yi+l O(i) Ax2-) (1 (12.131)



Equation(12.131) is identical to Eq. (12.98), which was obtained by the RayleighRitz nodal approach. Applyingthe assembly step to Eq. (12.127), which is valid for Axi_l ¢ Axi, yields Eq. (12.97). Theseresults demonstratethat the nodal approachand the element approach yield identical results, and that the Rayleigh-Ritz approach and the Galerkin weighted residual approach yield the same results when the weighting factors Wj(x) are the shape functions of the interpolating polynominals. At the left and right boundariesof the global solution domain,elements (1) and (/), respectively, Eq. (12.110)showsthat Y’a Wi(a) and)/b WI(b)’ respectively, mustbe addedto the element equations corresponding to W~= N~l)(x) and t =N}l-1)(x). Note th at ve~(,~) = 1.0and Wt(b) = 1.0. Subtracting ~ =y’(a) from Eq. (12.128a) and adding ~ = y’(b) to Eq. (12.128b) yields --y~(1



Y/-i(



1 +~)--YI( 1



For Dirichlet boundary conditions, ~(xl)=.~l and ~(xt)=.~t, and Eqs. (12.132) (12.133) are not needed. However, for Neumannboundary conditions, ~’(x~) =~ .P’(xz) =~, Eqs. (12.132) and (12.133) are included as the first and last equations, respectively, in the systemequation.
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738 Example12.5. The FEMwith a derivative boundary condition.



Let’s apply the Galerkinfinite element methodto solve the heat transfer problempresented in Section 8.5. The boundary-valueODEis [see Eq. (8.75)] T" - ~2T = -~2T~ T(0.0) = 100.0 and T’(1.0) = (12.134) -2, Let Q = -~ = -16.0cm T~ = 0.0C (which gives F = 0.0), and Ax = 0.25 cm, correspondingto the physical domaindiscretization illustrated in Figure 12.6. For interior nodes 2 to 4, the nodal equations are the same as Eq. (12.101) in Example12.3: Node2"



~T1-~Tz



(12.135a)



Node3 :



+~T3 =0 ~T2 -~T 3 +~T4 =0



(12.135b)



Node4 :



~T3-~T4+~Ts=O



(12.135c)



In Eq. (12.135a), 1 =100.0. Th e bo undary co ndition at x= 1.0 cm is T~ =0.0. ApplyingEq. (12.133) at node 5 yields



Node 5"



(12.135d)



- - (00)(0"25)2 (0.25)(0.0) 2



Equation (12.135) yields the following system of linear algebraic equations: -2.666667 0.833333 0.000000 0.000000 ~ F T2 0.000000|IT 3 0.833333 -2.666667 0.833333 0.000000 0.833333 -2.666667 0.833333 / T4 0.000000



=



0.000000



0.833333



-1.333333_]



-83.333333 1 0.000000 / 0.000000 /



Ts



(12.136)



0.000000_] Solving Eq. (12.136) using the Thomasalgorithm yields the results presented in Table 12.6. The Euclidean normof the errors in Table 12.6 is 2.359047C, which is 15 percent larger than the Euclidean norm of 2.045460 C for the errors for the second-order equilibrium finite difference methodresults presented in Table 8.17.



Table 12.6 Solution by the FEMwith a Derivative Boundary Condition x, cm 0.00 0.25 0.50 0.75 1.00



T(x), C 100.000000 35.157568 12.504237 4.856011 3.035006



~"(x), 100.000000 36.866765 13.776782 5.650606 3.661899



Error(x), --1.709197 -1.272545 --0.794595 -0.626893
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Summary



The finite element method is an extremely important and popular methodfor solving boundary-value problems. It is one of the most popular methodsfor solving boundaryvalue problemsin two and three dimensions, which are elliptic PDEs.The application of the finite element methodto elliptic PDEsis discussed in Section 12.4. The finite element method breaks the global solution domain into a number of subdomains, called elements, and applies either the Rayleigh-Ritz approach or the Galerkin weighted residual approach to the individual elements. The global solution is obtained by assemblyingthe results for all of the elements. As discussedin Section 12.2.4, the choice between the Rayleigh-Ritz approach and the Galerkin weighted residual approachgenerally dependson whetherthe variational principle is knownor the governing differential equation is known. Twoapproaches can be taken to the finite element method:the nodal approachand the element approach.The ultimate objective of both approachesis to develop a systemof nodal equations, called the system equation, for the global solution. The nodal approach yields a set of nodal equations directly, whichgives the systemequation directly. The element approach yields a set of element equations, whichmust be assembledto obtain the nodal equations and the system equation. For one-dimensional problems, the two approaches are comparable in effort since each node belongs only to the two elements lying on either side of the node. However,in two- and three-dimensional problems, each node can belong to manyelements, thus, the element approach is generally simpler and preferred. Oneof the majoradvantagesof the finite element methodis that the element sizes do not have to be uniform. Thus, manysmall elements can be placed in regions of large gradients, and fewer large elements can be placed in regions of small gradients. This feature is extremely useful in two- and three-dimensional problems. The finite element methodis a very popular methodfor solving boundary-value problems. 12.4. THE FINITE ELEMENTMETHODFOR THE LAPLACE (POISSON) EQUATION The finite element method is applied to one-dimensional boundary-value problems in Section 12.3. In this section, the finite element methodis applied to the two-dimensional Laplace (Poisson) equation:



I



fc~, +]~y = F(x, y) with appropriate boundary conditions



(12.137)



The steps in the finite element approach presented in Section 12.3 also apply to multidimensional problems. The Galerkin weighted residual approach presented in Section 12.3.3 is applied to develop the element equations for a rectangular element. The element equations are assembledto develop the system equation for a rectangular physical space. 12.4.1. DomainDiscretization and the Interpolating Polynominals Consider the rectangular global solution domainD(x, y) illustrated in Figure 12.9a. The global solution domainD(x, y) can be discretized in a numberof ways. Figure 12.9b illustrates discretization into rectangular elements,and Figure 12.9c illustrates discretization into right triangles.
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Triangular elements and quadrilateral elements are the two most commonforms of two-dimensionalelements. Figure 12.10a illustrates a general triangular element, and Figure 12.10b illustrates a set of fight triangular elements. Figure 12.11a illustrates a general quadrilateral element, and Figure 12.11b illustrates a rectangular quadrilateral element.



Y



(a) Globaldomain. Figure 12.9.



(b) Rectangularelements. (e) Triangularelements.



Rectangularsolution domainD(xy). 3



(a) Generaltriangular elements. 3



1



Figure 12.10.
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3 4
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(b) Righttriangular elements. Triangularelements. 3



(a) Generalquadrilateral element. Figure12.11. Quadrilateral elements.
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(b) Rectangularelement.



TheFinite ElementMethod



741



In this section, we’ll discretize the rectangular global Solution domainD(x, y) illustrated in Figure 12.9a into rectangular elements, as illustrated in Figure 12.12. The global solution domainD(x, y) is covered by a two-dimensionalgrid of lines. There are ! lines perpendicularto the x axis, whichare denoted by the subscript i. There are J lines perpendicular to the y axis, which are denoted by the subscript j. There are (I- 1) x (J- 1) elements, which are denoted by the superscript (i, j). Element (i, starts at node i, j and ends at nodei + 1, j + 1. The grid incrementsare Ax i --- xi+l -i x and Ayj =Yj+I - Yj" Let the global exact solution 37(x, y) be approximatedby the global approximate solution f(x, y), which is the sum of a series of local interpolating polynominals f(id)(X, y) (i -~ 2 ... .. 1 - 1, j =1, 2 ..... J - 1) that are valid within each element. Thus, 1-1 J-I



f(x, y) = ~



f( id)(X,



y)



(12.138)



i----1j-----I



Let’s define the local interpolating polynominalf(iJ)(x, as a l inear bivariate pol ynomo inal. Element(i,j) is illustrated in Figure12.13. Let’s use a local coordinatesystem, where nodei,j is at (0.0), nodei + 1, j is at (Ax, 0), etc. Denotethe grid points as 1, 2, 3, and The linear interpolating polynominal,f(i,J)(x, y), correspondingto element(i,j) is given by f(id)(x, y) = flNl(x, y) +f2Nz(x, y) + f3N3(x, y) +



(12.139)



wheref~, fz, etc., are the values off(x, y) at nodes1, 2, etc., respectively, and N1(x, Nz(x, y), etc., are linear interpolating polynominalswithin element(i,j). Theinterpolating polynominals,Nl(X, y), N2(x, y), etc., are called shape functions in the finite element literature. The subscripts of the shapefunctions denote the node at whichthe corresponding shape function is equal to unity. The shapefunction is defined to be zero at the other



3-1



i+1 J



ij



j-~



2 1 2 /-1 i i+1 I x Figure 12.12. Discretized global solution domainD(x, y).
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(O,Ay)



(~X,Z~y)



(~



1 (0,0)



2 (~,0)



Figure 12.13. Rectangularelement(i, j). three nodes and zero everywhere outside of the element. Since the element approach is being used, only one element is involved. Thus, the superscript (i, j) identifying the elementwill be omitted for clarity. Figure 12.14 illustrates the shape functions Nl(x, y), N2(x, y), etc. Next, let’s develop the expressions for the shape functions N~(x, y), N2(x, y), etc. First, considerN~(x, y): Nl(x, y) = ao + alYc + a~f~ + a3Yc ~



(12.140)



where ~ and ~ are normalized values of x and y, respectively, that is, ~ = x/Ax and ~ = y/Ay. Introducing the values of N~(x, y) at the four nodes into Eq. (12.140) gives NI(0, 0) N~(1, 0) NI(0, 1) Nl(1, 1)



= 1.0 = 0.0 = 0.0 = 0.0



= 0 +al(0) + a2(0) + a3(0)(0 ) = a 0 = o +a~(1) + a2) + a3(1)(0) = a o+ al = o +al(0) + a2(1) + a3(0)(1) = 0 + a2 = o +a~(1) + a~(1) + a3(1)(1) = 0 + a 1 + a 2 + a 3 (12



4



4



(a) N~(x,y).



1



2 (C) N3(x,y ).



Co) N2(x,y).



1



2 (d) N4(x,y ).



Figure 12.14. Rectangularelement shape functions.
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Let ar=[ao a 1 a 2 a3]. Solving Eq. (12.141) Gauss elimination yields ar = [1.0 -1.0 -1.0 0.0]. Thus, Ni(x, y) is givenby Nl(x,



y) = 1.0 -~-~+~



(12.142a)



In a similar manner,it is found that Nz(x, y) = x -



(12.142b)



N3(x, y) = Yc~ N4(x, y) = y-



(12.142c) (12.142d)



Equation (12.142) comprises the shape functions for a rectangular element. Substituting Eq. (12.142) into Eq. (12.139) yields



[



f(x,



(12.143)



y)=f~(1.O-2-f~+2f~)+f2(~-Yc~)~f3(2f~)+f4@-Yc~,)l



Equation (12.143) is the interpolating polynominalfor a rectangular element. 12.4.2.



The Galerkin Weighted Residual Approach



The Galerkin weighted residual approach is applied in this section to develop a finite element approximationof the Laplace (Poisson) equation, Eq. (12.137): Iff~+~y=F(x,y)



with appropriate



boundary



conditions



1



(12.144)



Let’s approximatethe exact_solutionJT(x, y) by the approximatesolutionf(x, y) given Eq. (12.138). Substituting f(x, y) into Eq. (12.144) gives the residual R(x, y): R(x,



y) =Lx + fyy



- F



(12.145)



The residual R(x, y) is multiplied by a set of weightingfunctions Wk(x,y) (k = 1, 2 .... ) and integrated over the global solution domainD(x, y) to obtain the weighted residual integral I(f(x, y)), which is equated to zero. Consider the general weighting function W(x, y). Then I(f(x, Y)) = IID W(fxx + fyy - F)dxdy



(12.146)



The first two terms in Eq. (12.146) can be integrated by parts. Thus, Wf~ = W(£)x = (Wf~)~ - ~ Wfyy = W(fy)y = (Wf~)y -



(12.147a) (12.1478)



Substituting Eq. (12.147) into Eq. (12.146) gives I(f(x,



y)) = l" ID((Wfx)x + (Wj;)y - Wxfx - Wyf~



(12.148)



The first two terms in Eq. (12.148) can be transformed by Stokes’ theoremto give J ID(Wf~)xdx dy = ~Wfxnx



(12.149a)



f l~( Wfy)y dx dy = ~ Wfyny



(12.149b)
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wherethe line integrals in Eq. (12.149) are evaluated aroundthe outer boundaryB of the global solution domainD(x, y) and x and ny are t he componentsfot he unit n ormal vector to the outer boundaryn. Note that the flux off(x, y) crossing the outer boundaryB of the global solution domainD(x, y) is given by



q. = a. vf = xfx+



(12.150)



Substituting Eqs. (12.149) and (12.150) into Eq. (12.148)



[(f(x,



(12.151)



Y)) = - J ID(WXfx + Wyf~-t- WF)dxdy +



Theline integral in Eq. (12.151) specifies the flux qn normalto the outer boundary of the global solution domainD(x, y). For all interior elementswhichdo not coincide with a portion of the outer boundary,these fluxes cancel out whenall the interior elements are assembled. For any element which has a side coincident with a portion of the outer boundary, the line integral expresses the boundarycondition on that side. For Dirichlet boundaryconditions, f(x, y) is specified on the boundary, and the line integral is not needed. For Neumann boundaryconditions, the line integral is used to apply the derivative boundaryconditions. In terms of the global approximate solution f(x, y) and the discretized global solution domainillustrated in Figure 12.12, Eq. (12.151) can be written as follows: I(f(x, y)) = I(1A)(f(x, y)) + ... + I(i~i)(f(x,



+ [( 1- 1"J- 1)(f(x,



y))



+ ~ Wq, ds = O whereI(i,J)(f(x, is given by (12.153) wheref(x, y) is the approximatesolution given by Eq. (12.143) W(x,y) is an as yet unspecified weighting function. The evaluation of the weighedresidual integral, Eq. (12.153), requires the fimction f(x, y) and its partial derivatives with respect to x and y. FromEqs. (12.143), f(x, y) =fl(1 - J -~ +2~) +j~(J - Y¢~) + j~YO3+Aft



(12.154)



Differentiating Eq. (12.154) with respect to x and y gives (12.155a) (12.155b)
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I(f(x, Y))



+}) +f2(1 -~) -F f3@) +f4(-~)]dxdy



- ! o Wy~---~[J~(-1 +2) +f2(-~) +J~(2) -2)]d xdy (12.156)



o WFdxdy = 0



wherethe superscript (i, j) has been droppedfromI for simplicity. In the Galerkin weighed residual approach, the weighting factors Wk(x, y) (k = 1, 2 .... ) are chosen to be the shape functions Nl(X, y), N2(x, y), etc. specified by Eq. (12.142). Let’s evaluate Eq. (12.156) W(x,y) = Nl(x, y). From Eq. (12.142a), Wl(x, y) = N~(x, y) = 1 - £c- y-



(12.157)



Differentiating Eq. (12.157) with respect to x and y gives (12.158)



(W1)x= (- ~--- +-~) and "(W1)y ~--" (- ~-~ --~ ) Substituting Eqs. (12.157) and (12.158) into Eq. (12.156) I(f(x,



y)) -- 2 (- 1 -F ~)[A(-1 q- ~)-FA(1 -. ~)+f3@)-Ff4(-.~)]axay



1 I Io(- 1 +~)IA(-1 ~)+A( -~) +A( +f4(1- ~)] axay



- JJ(1 - + )F xay= 0



(12.159)



Recall that J = x/Ax, and .~ = y/Ay. Thus, dx = AxdYc and dy = Ayd~,. Thus, Eq.. (12.159) can be written



~r(f(x,y))



.) ~ zXyd~,



wherethe integrand of the inner integral, denoted as (...), Evaluating the inner integral in Eq. (12.160) gives



(12.160) is obtained from Eq. (12.159).



(12.161)
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Let ~" denote the average value ofF(x, y) in the element. Integrating Eq. (12.161) gives



Ax



-



’ 3]Jlo --



(12.162)



~k(~--~--~+~)



Evaluating Eq. (I 2.162) yields



(...)



= - ~[~(1 - 2~ +~) +A(-1 + 2~-~) +A(-P +~) +A~-~)] (12.163)



a~ g~ +~f~-gA -gA - (1 -~) Substituting Eq. (12.163) into Eq. (12.160) gives 1~Ayf



+A(-~ +~ +A~- ~)]



-



- fi) d~



(12.164)



Integrating Eq. (12.164) gives



~(f(x, y)) ~



AxAy~



{__~



1



1 o



=o



(12.165)



Evaluating Eq. (12.165) and collecting terms yields Ay



Ax



Ax AY/~ 0 4



1



1



l/



Ay



2Ax



(12.166a)



747



TheFinite ElementMethod Repeating the steps in Eqs. (12.156) to (12.166) for 2 =N2, W3= N3, and W4 =N4 yields the followingresults: 2Ax 1 (_2_ Ay6\Ax ~y)L~- ~ 1 (-~- + ~y)f2 + 1 (--~- + -~-y



+-~ -~ +--~y



4



1



if&



+ ~2__



1 fay



~X (12.166c)



l/by



&X ~by~ _ 0



(12.166d)



Equations(12.166a) to (12.166d) are the element equations for element (i, j) for Ax¢ The next step is to assemblethe element equations, Eqs. (12.166a) to (12.166d), obtain the nodal equation for node i,j. This process is considerably morecomplicatedfor two- and three-dimensional problems than for one-dimensional problems because each node belongs to several elements. Considerthe portion of the discretized global solution domain which surrounds node i,j, which is illustrated in Figure 12.15. Note that Ax_ = (x i - xi_~) :~ Ax+= (xi+l - xi), and Ay_ = (Yi - Yi-1) Ay+ = (Yi+~ -- Yi) These differences in the grid increments must be accounted for while assemblying the equations for four different elements using the element equations derived for a single element. Also note that the averagevalue of F(x, y), denotedby ~, can be different in the four elements surroundingnode i,j. Local node 0 is surroundedby local elements (1), (2), (3), and (4). The assemblednodal equation for node 0 is obtained by combiningall of elementequations for elements(1), (2), (3), and (4), respectively, whichcorrespond shape functions associated with node 0. Figure 12.16 illustrates the process. Figure 12.16aillustrates the basic elementused to derive Eqs. (12.166a) to (12.166d). Figures 12.16b to 12.16e illustrate elements (1) (4), respectively, from Figure 12.15. Considerelement (1) illustrated in Figure 12.16b. 2



6 (/--1 d’)



(id~



(3)



(4) 3



0 (1)



7



4 Portionof globalgrid surrounding nodei, j.



(2)
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(3)



4
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3



0



(a) (ij).



(b) (1). (c) (2). Figure 12.16. Elementcorrespondence.



2



(d) (3).



0 (e) (4).



Node 0 in element (1) corresponds to node 3 in the basic element. Thus, the element equation correspondingto node 3, Eq. (12.166c), is part of the nodal equation for node Renumberingthe function values in Eq. (12.166c) to correspond to the nodes in Figure 12.16byields: Element (1) Equation (12.166c) with Ax = Ax_ and Ay = Ay_. g_~__+k_~_’~ l[Ay_~ )jTAX-



1 [ Ay_ 2Ax_’~_



_1 (~y__ A~_)f0 kx_



l[2Ay_ zXx_)f3 ZXx_Ay_~m=0



(12.167a) Repeating the process for elements (2) to (4) show that Eq. (12.166d) corresponds element (2), Eq. (12,166a) corresponds to element (3), and Eq. (12.166b) corresponds element (4). Renumberingthe function values in those equations to agree with the node numbersin Figure 12.16 yields the remaining three element equations corresponding to node 0. Element (2) Equation (12.166d) with Ax = Ax+and Ay = Ay_. ~(_



Ay_



2Ax+\



1



Ax+



1



(2Ay_ (12.167b)



-o k°c+ AY-/>(2’ 4 -~ 1 (-~ + Ax+)f ~ Element (3) Equation (12.166a) with Ax = Ax+and Ay = A2+.



1 (_Ay+



2~+~ c ~+AY+~(3}



+gV



4



= 0



(12.167c)



Element (4) Equation (12.166b) with ~ = ~_ ~d Ay = Ay+. ~(~Ay+ 6,~_



~_ ~)



~_ 1 +~° +~ -Ay+ 1 (Ay+ + ~_~f~ ~_ Ay+~(4} _ 0 +g~_ ~f" 4 -



l(Ay+ ~,~_



2~_ (12.167d)
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+



1



=0



(~e.~68)



Let ~_ = ~+ = ~ ~d Ay_ = Ay+ = Ay, multiply t~ough by 3, ~d collect te~s. Ay Ax



2Ax



4



(12.169)



For Ax= Ay _= ALand F = constant, Eq. (12.169) yields -Sf0 + (f~ +f2 +J~ +f4 +k +f6 +J~ +A) - AL2F=



(12.170)



Example12.6. The FEMfor the Laplace equation. Let’s apply the results obtained in this section to solve the heat transfer problempresented in Section9.1. Theelliptic partial differential equationis [see Eq. (9.1)] Txx + Tyy = 0



(12.171)



with T(x, 15.0) = 100.0 sin(~x/10.0) and T(x, 0.0) = T(0.0, y) = T(10.0, y) = 0.0. exact solution to this problemis presented in Section 9.1. Let Ax = Ay= 2.5 cm. The discretized solution domainis illustrated in Figure 12.17.
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0



2.5 5.0 7.5 10.0 x Locationx, cm Figure 12.17. Discretizedsolution domainD(x, y). In terms of the i, j notation, Eq. (12.170) becomes -- 8Ti, j --~ (T/+Ij+I



-~ Ti+l, j ’~ Ti+l,j_ 1 --~ Tij+l Jl- ~,j-1



+ E._~,j + E_z,:_~) =



+ ~-l,j+l



(12.172)



Solving Eq. (12.172) for T~,j, adding the te~, ~E.,j, to the result, and applyingthe overrelaxation factor, ~, yields T~~



=



T~j



1+ wATi~



~+l,j+l



~+~i,j



+ ~+lj



(12.173a) + ~+l,j-I



+ ~,j+l



+ ~,j-1



+~._~j+~ + ~_~j + ~_~j_~ =



8



(12.173b) where the most recent values of the te~s in the numerator of Eq. (12.173b) are used. Let ~)= 0.0 at all the interior nodes and let m = 1.23647138, which is the optimumvalue of ~ for the five point ~ite difference method. Solving Eq. (12.173) yields the results presented in Table 12.7. The solution for both a 5 ~ 7 grid and a 9 x 13 grid ~e presented in Table 12.7. Comp~ing these results with the results obtained by the five point finite difference method in Section 9.4, which ~e presented in Table 9.2, showsthat the ~ite element methodhas slightly larger e~ors. The Euclideanno~s of the e~ors in Table 9.2 for the ~o grid sizes ~e 3.3075 C ~d 0.8503 C, respectively. The ratio of the no~s is 3.89, which showsthat the five-point methodis second order. The Euclidean no~ of the e~ors in Table 12.7 for the ~o grid sizes is 3.5889 C and 0.8679C, respectively, whichare slightly l~ger than the no~s obtained by the five-point method. The ratio of the no~s is 4.14, which showsthat the finite element methodis secondorder.
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T(~,, y), Error(x, y) IT(x, y)- ~’(y)], C Ax= Ay= 2.5cm, 5 x 7 grid y, cm 12.5 10.0 7.5 5.0 2.5



Ax= Ay= 1.25 cm, 9 x 13 grid



x= 2.5cm



d= 510cm



x= 2.5cm



x = 5.0crn



30.8511 -1.3787 13.4487 -1.2243 5.8360 -0.8063 2.4715 -0.4524 0.9060 -0.1977



43.6301 -1.9497 19.0194 -1.7314 8.2534 -1.1402 3.4952 -0.6398 1.2813 -0.2795



31.9007 -0.3291 14.3761 -0.2969 6.4438 -0.1985 2.8110 -0.1129 1.0539 -0.0498



45.1144 -0.4654 20.3308 -0.4200 9.1129 -0.2807 3.9754 -0.1596 1.4904 -0.0704



Example12.6 illustrates the application of the finite element methodto the Laplace equation. Let’s demonstratethe application of the finite element methodto the Poisson equation by solving the heat diffusion problempresented in Example9.6. Example12.7. The FEMfor the Poisson equation. Let’s apply the FEMto solve the heat diffusion problempresented ,in Section 9.8. The elliptic partial differential equationis [see Eq. (9.58)] Tx~ + Tyy = -~-



(12.174)



with T(x, y) = 0.0 C on all the boundaries and O/k = 1000.0 C/cm2. The width of the solution domainis 1.0cm and the height of the solution domainis 1.5 cm. The exact solution to this problem is presented in Section 9.8. Let Ax = Ay = 0.25cm. The discretized solution domainis presented in Figure 12.17. Equations (12.173a) and (12.173b) also apply to this problem, with the addition the source term, Ax2F(x, y) = -Ax20/k = 1000.0 Ax 2. Thus, T~-+’ +’ = T/~ + coAT/~,j Ti+l,j+~+ Ti+t,j +Ti+t,j-i + ri,j+i + Tij-i + T~-l,j+l + T~_1,/+T,._I,j_~ - 8T~,y+ Ax2F,.~ AT~5-t = 8



(12.175a)



(12.175b) wherethe most recent values of the terms in the numeratorof Eq. (12.175b) are used. Let T{ff) : 0.0 at all the interior nodes and co = 1.23647138,whichis the optimum value of co for the five-point finite difference method. Solving Eq. (12.175) gives the results presented in Table12.8. Table 12.8 presents the solution for both a 5 × 7 grid and a 9 × 13 grid. Comparing these results with the results presented in Table 9.8 for the five-point methodshowsthat
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~(x,y), ~(x,y), Error(x, y) = IT(x, y) - ~(x, y)], Ax = Ay= 0.25cm, 5 x 7 grid



Ax= Ay= 0.125 cm, 9x grid



y, cm



x = 0.25crn



x = 0.50cm



x = 0.25cm



x = 0.50cm



1.25



52,9678 50.4429 2.5249 73.2409 71.0186 2.2223 78.7179 76.6063 2.1116



66.9910 64.6197 2.3713 96.0105 92.9387 3.0718 103.7400 10.7714 2.9686



51.0150 50.4429 0.5721 71.5643 71.0186 0.5457 77.1238 76.6063 0.5175



65.2054 64.6197 0.5857 93.6686 92.9387 0.7299 101.4930 100.7714 0.7216



1.00



0.75



the finite element methodhas about 10 percent larger errors than the five-point method. The Euclidean normsof the errors in Table 9.8 are 5.6663 C and 1.4712 C, respectively. The ratio of the normsis 3.85, whichshowsthat the five-point methodis secondorder. The Euclidean normsof the errors in Table 12.8 are 6.2964Cand 1.5131 C, respectively. The ratio of the normsis 4.16, whichshowsthat the finite element methodis secondorder.



12.5. THE FINITE



ELEMENTMETHODFOR THE DIFFUSION EQUATION



Section 12.4 presents the application of the finite element methodto the two-dimensional Laplace(Poisson) equation. In this section, the finite elementmethodis applied to the onedimensionaldiffusion equation: [ ~ = Cg~x~+ QjT- F with appropriate auxiliary conditions ]



(12.176)



where Q = Q(x) and F = F(x). The steps in the finite element approach presented in Section 12.3 also apply to initial-boundary-value problems, with modifications to account for the time derivative. The Galerkinweightedresidual methodis applied in this section to develop the element equations for the one-dimensionaldiffusion equation. 12.5.1. DomainDiscretization and the Interpolating Polynominals Considerthe global solution domainD(x, t) illustrated in Figure 12.18. The physical space is discretized into I nodes and I - 1 elements. The subscript i denotes the nodes and the superscript (/) denotesthe elements. Element(i) starts at nodei and ends at nodei + 1. elementlengths (i.e., grid increments)are i = xi+1 - xi . The ti me ax is is discretized int o time steps Atn = t n+l - t n. The time steps Atn can be variable, that is, Atn-~ ~ At~, or constant, that is, Atn-1 = Atn -= At = constant.
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n+l n



1 (/-~). /-1 i



e Figure 12.18.



(0 i+1



]



x



Finite elementdiscretization.



Let the global exact solution jT(x, y) be approximatedby the global approximate solution f(x, t), which is the sum of a series of local interpolating polynominals f(i)(x, t) (i = 1, 2 ..... 1)that are validwithineach element . Thus, I-1



f(x, t) =f(1)(x, t) +...f(i)(x, t) -k’" .f(’-~)(x, ~~f(O(x, t)



(12.177)



i=1



The local interpolating polynominals,f(i)(x, t), are defined by Eqs. (12.67) to (12.70), wherethe nodal values, f/(i = 1, 2 ..... I), are functions of time. Thus, f(O(x, t) =f( t)N~i)--]- fi+ l ( t) N,!i)(x)



N~i) + l (X )



_ x - ~ _ x - xi +~



(12.178) (12.179)



Xi+ l -- Xi



Ni(i)+~(x) = x- xi _ i



(12.180)



Xi-b I -- Xi



Substituting Eqs. (12.179) and (12.180) into Eq. (12.178) f(i)(x,



x - xi t) =f/(t)(-- ~ x -Axi xi+~" ,] -P f+a(t) (~-~-/)



(12.181)



Equation(12.181) is a linear Lagrangepolynominalapplied to element (i). Since there I- 1 elements, there are 2(1- 1) shape functions in the global physical space. The 2(I-1) shape functions specified by Eqs. (12.179) and (12.180) form a linearly independentset. 12.5.2.



The Galerkin Weighted Residual Approach



The Galerkin weighted residual approach is applied in this section to develop a finite element approximationof the one-dimensionaldiffusion equation, Eq. (12.176): I ft = ~f~ + QJ?- F with appropriate auxiliary conditions }



(12.182)
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where Q = Q(x) and F = F(x). Substituting the approximate solution f(x, t) into Eq. (12.182)yields the residual R(x, t): R(x, t) = f - ~fx~ - Qf +



(12.183)



Theresidual R(x, t) is multiplied by a set of weightingfunctions Wk(x ) (k = 1, 2 .... ) and integrated over the global physical domainD(x) to obtain the weightedresidual integral, which is equated to zero. Consider the general weighting function W(x). Then, l(f(x,



t)) = W(f - ~fxx - Qf + F)



(12.184)



whereI(f(x, t)) denotes the weightedresidual integral. The secondterm on the right-hand size of Eq. (12.184) can be integrated by parts. Thus, (12.185)



-IiW~f~dx = Ji~Wffxdx- (W~fx)b ~



The last term in Eq. (12.185) cancels out at all the interior nodes whenthe element equations are assembled.It is applicable only at nodes 1 and I whenderivative boundary conditions are applied. Consequently,that term will be droppedfrom further consideration except whena derivative boundarycondition is present. Substituting Eq. (12.185), without the last term, into Eq. (12.184) gives I(f(x,t))=



dx+ ~W~fxdx-



dx+



WFdx=O



(12.186)



In terms of the global approximatesolution, f(x, t), and the discretized global physical domainillustrated in Figure 12.18, Eq. (12.186) can be written as follows: I(f(x, t)) =I(1)(f(x, t)) +... +l(i)(f(x,



t)) +... + I(1-1)(f(x, (12.187)



where I(i)(f(x, I (i) (f(x,



is given by t))



=



Wft (i) dx +



~ Wx



fx (i) dx



-



WQf(i) dx + WFdx = 0 (12.188)



where f(i)(x, is given by Eq.(12. 181) and W(x)is an as yetunspecified weighti ng (,)(x) and N;~I (,) (x) are defined to be zero everywhere function. Since the shape functions N~! outside of element(i), each individual weightedresidual integral l(i)(f(x, mustbe zero to satisfy Eq. (12.187). The evaluation of Eq. (12.188) requires the function f(O(x, t) and its partial derivatives with respect to t and x. FromEqs. (12.178) to (12.80), f(i)(x, t) =f(t)g{i)(x) +f+l (t)g{21 (x) N[i)(x) = _ x__- x,+, Axi



and



Nt~l



(12.189) (x)



X i --



=



X



(12,190)
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TheFinite ElementMethod Differentiating Eq. (12.189) with respect to t and x gives ft (i) = ~i( X --7~ Xi+l’~’} -~-~i4-1(X



fx(i’ -~’~ f/(-- ]’-~-~ -]-f/+l



(12.191)



--~k ~i xi~}



1)~k z~’Xi}



(12.192)



~ = fi+l --f//~_~.__



where~= d[fi(t)]/dt and~+~= d[f+~(t)/dt]. Substituting Eqs. (12.189) to (12.192) Eq. (12.188) yields I(i)(f(x,



-~



~ ~X~ +~ii+lN}i)+~) dx fx,.+~ .. , xf+ -l -f , ax



W(~iiNt !i)



-



"



Jxi



i



WFax=O



WQi)-fiN}



(12.193)



Let’s denoteI(O(f(x, y)) symbolicallyas



z(0(f(x,y)) =a +~+ c



(12.194)



whereA, B, etc., denotethe four integrals in Eq. (12.193). In the Galerkinweighted residualap.,proach,the weightingfactors W k (k = 1, 2 .... ) (i) and N~(x) 0) specified by Eq. are chosento be the shapefunctions N~(x) (12.190).



W(x) =N,.~0(~). Then, W(x)= N}i)(x) -~ x - xi+ zXxi



and



1 W x = -~/,.



(12.195)



Substitute W(x) and x i nto Eq. ( 12.193) and evaluate i ntegrals A, B, C, a nd D (12.196) . 1 [x,+, A = ~ j~, [~(x 2 - 2xi+~x + x~+~) - f+~(x2 - xi+~x - xix + xi+ixi) ] dx (12,197) 31 r..,l/X



=



)



2



" X(~.._’~



2 -{- Xi+lXiX/a ,x i xi+I )q (12.198)



Introducing the limits of integration and simplifying Eq. (12.198) gives A= -~-2 (2j7/ +~/+~)



(12.199)



Substituting Eq. (12.195) into integral B and evaluating gives



~(fi+~ -fi) Ax i



(12.200)



Substituting Eq. (12.195) into integral C gives X--Xi+l~QFf



[-



--Xi+l~ 1



-~-f+



dx



(12.201)



Chapter12



756 Let {) denote the average value of Q(x) over element (i). Then, C= Z~i [fi(x2-2xi+~x+~+l)-fi+l(x2-xi+~x-xix+xi+lXi)]dx



(12.202) Integrating Eq. (12.202) and evaluating the result yields C - ~(~’-’(2f/+fi+~)



(12.203)



Finally, substituting Eq. (12.195) into integral D, integrating, and evaluating the result yields D:



2x-xi+l~Fdx:



Ji:+’(



~



(12.204)



x



--~ii (-~- Xi+lX) xi+’ dx where/" denotes the average value of F(x) over element(i). Substituting the results for A, B, C, and D into Eq. (12.194) yields the first element equation for element (i). Thus,



I(i)(f(x,



y)) = ? (2~ q-~+l)



~(f/+l



]0Axi



--f/)



Axi



Z~iJ~



6 (2f+f+~)q



0



(12.205)



Next, let W(x) = N}_~I(x). Then, 1 and Wx = ~--



~t’~(X) : N(i21 (X) -- X i



(12.206)



Substituting Eq. (12.206) into Eq. (12.193) and evaluating integrals A, B, C, and D yields the secondelement equation for element (i). Thus, o~(fi+l



I(i)(f(x,



y)) : ~-~ q- 2~+1)



--fi)



0/~f i



6



Ax i



(f



+ 2f+1)



AxiP + T



0



(12.207) Equations (12.205) and (12.207) are the element equations for element Next let’s assemble the element equations to obtain the nodal equation for node i. Figure 12.19a illustrates the portion of the discretized global physical domainsurrounding node i. Note that Ari_1 = xi - xi_~ ¢ Ax i = xi+ 1 - Xi. Considerelement (i -- 1) in Figure 12.19a. Nodei in element (i- 1) corresponds to node (i+ 1) in the general element illustrated in Figure 12.19b. Thus, the elementequation correspondingto node i in element (i - 1) is Eq. (12.207) with i replaced by i - 1. Ax_ ~/-1 -~ 2~/)



6



-~ (~(fi



-f/-1)



Ax_



0 (i-1>



6



Ax_ (f/-1



+ 2f) q Ax_~(i-1) 2



__



0 (12.208)
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(/-1)



Nodes /-1



i



i+1



(a) Portionof global grid surrounding nodei,



(/-1)



(0 i



i+1



CO



/-1



(b) Generalelement.



i



i



(c) Elementi-1.



i+1 (d) Elememt



Figure 12.19. Element correspondence. Considerelement (i) in Figure 12.19c. Nodei in element (i) correspondsto node i in general element illustrated in Figure 12.19a. Thus, the element equation correspondingto node i in element(i) is Eq. (12.205). Thus,



_~+(2~+~+1)



~(f+l-f/) kx+



(12.209)



O(i)Ax+(2f+f+l)_~Ax+p(i)_ 0 2 6



Multiplying Eq. (12.208) by 6/Ax_ and Eq. (12.209) by 6/Ax+ and adding yields nodal equation for node i: ~-1 +4~"3t-j~/+l-I -- 0(i)(2fi



+fi+l)



6~(f -f_l)



6~(f+1 0(i--1)(f/_l



+ 3(j~(i-1)



~- 2f/)



(12.210)



"t- ~’,(i))



Next, let’s developa finite difference approximation forj’. Severalpossibilities exist. For example, j’n f,+l _ f, -- At



j’n+l



f,+l __ fn -- At



j’n+l/2 fn+l __ fn -- At



(12.211)



The first expressionis a first-order forward-timeapproximation,the secondexpressionis a first-order backward-timeapproximation, and the third expression is a second-order centered-time approximation. Whenusing any of these finite difference approximations, the function values in Eq. (12.210) must be evaluated at the correspondingtime level. Let’s develop the forward-timeapproximation.Substituting the first expression in Eq. (12.211) into Eq. (12.210), evaluating all the function values in Eq. (12.210) at level n, and multiplying through by At yields .j_ ~en+l



n



f~--~ + 4f "+1 "ai+l =f~-~ + 4f" +f+l 6~At(f" _fn_~) + n) 6~At(f~ -fi + AtO(i-1)(f~1 -k 2fn) q- AtO(i)(2fn q-f~-l) _ 3 At (~’(;-~)+p(0)



(12.212)
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Let Ax_ = Ax+= Ax, Q = constant, F = constant, and d = ~At/Ax2. Equation (12.212) becomes



n n 1 -t- 4f/n+l +6d(f/n-1 -- 2fi n +f/+l) fin_+l "~-Ji+l ¢’n+l = (f/n--I"~-mY/n q-f/+l) + AtQ(f~-i + 4fn +f~-l) - 6AtF



(12.213)



Equation (12.212) is the nodal equation for a nonuniformgrid, and Eq. (12.213) is nodal equation for a uniform grid with Q = constant and F = constant. Example12.8. The FEMfor the diffusion equation. Let’s apply the results obtained in this section to obtain the solution of the steady heat transfer problempresented in Section 8.1 as the asymptotic steady-state solution of the one-dimensional diffusion equation at large time. The boundary-value ODEis [see Eq.



(8.1)]: T"



- ~2T



:



T(0.0)



-~2T a



= 0.0 T(1.0)



= 100.0



(12.214)



where ~2 = 16.0cm-2and Ta = 0.0C. The exact solution to this steady-state problem is presented in Section 8.1. ApplyingEq. (12.176) to this heat transfer problemgives (12.215) Tt = ~T~x + QT - F Note that ~2 in Eq. (12.214) is not the same~ as the ~ in Eq. (12.215). For the present problem, let ~=0.01cm2/s, Q=-0.16s -1, Ta=0.0 (for which F=0.0), and Ax= 0.25 cm.The discretized physical space is illustrated in Figure 12.20. Let the initial temperaturedistribution be T(x, 0.0) = 100.0x. Let At = 1.0 s, and march50 time steps to approachthe asymptoticsteady-state solution. For these data, 6d = 6c~At/Ax2 = 6(0.01)(1.0)/(0.25) 2 = 0.96 and (1 + AtQ) (1 ÷ 1.0(-0.16)) = 0.84. Equation (12.213) fin-+l 1~- q-



4fn+l



"Ji+l’r"+l



4fi n -t-f~_l) q-



= 0.84(f~_~ -t-



0.96(fn_1 - 2f" -t-f/~_l) (12.216)



ApplyingEq. (12.216) at nodes 2 to 4 gives T~+~ + 4T~+1 + Tff +1 : b2 T~+~ + 4T~+~ ÷ T,~+l = b3 T~+1 + 4T~+~ + T~+l = b4



Node 2: Node 3: Node 4:



(12.217a) (12.217b) (12.217c)



where hi = 0.84(f/n_l



-t-4fi



n -~f/~-l)



"l-



0.96(f~_~ -



2f"



+f~_~)



(12.218)



Setting Tl(0.0 ) = 0.0, T2(0.0) = 25.0, 3 =(0.0) = 50.0, T4 (0.0 ) = 75.0, an d Ts(0.0) = 100.0 and applying the Thomasalgorithm to solve Eq. (12.217) yields the solution presented in line 2 of Table 12.9. The results for subsequenttime steps are also 1



(1)



2 (2)



3



(3)



4



0.0 0.25 0.50 0.75 Figure12.20. Discretized physical space.



1.0



~ X
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TheFinite ElementMethod Table 12.9 Solution of the Diffusion Equation by the FEM x~ C171



t, s



0.00



0.25



0.50



0.75



1.00



0.0 1,0 2.0 3.0 4.0 5.0 10.0 20.0 30.0 40.0 50.0 Steady-st~e Exact



0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0



25.000000 20.714286 18.466122 14.646134 12.119948 9.907778 5.132565 3.855092 3.795402 3.792612 3.792482 4.761905 4.306357



50.000000 43.142857 33.621224 28.524884 23.955433 20.941394 14.030479 12.224475 12.140060 12.136116 12.135931 14.285714 13.290111



75.000000 58.714286 52.146122 46.770934 43.684876 41.271152 36.383250 35.105092 35.045402 35.042612 35.042482 38.095238 36.709070



100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0



presented in Table 12.9. The next to the last line presents the solution Obtained by the second-order equilibrium methodin Example8.4, and the last line presents the exact solution. The Euclidean normof the errors in the steady-state solution obtained in Example 8.4 is 1.766412C. The Euclidean norm of the errors in Table 12.9 at t = 50.0s is 2.091343C, whichis 18 percent larger.



12.6. PROGRAMS Three FORTRAN programs for implementing the finite element methodare presented in this section: 1. 2. 3.



Boundary-valueordinary differential equations The two-dimensional Laplace (Poisson) equation The one-dimensional diffusion equation



The basic computational algorithms are presented as completely self-contained subroutines suitable for use in other programs. Input data and output statements are containedin a main(or driver) programwritten specifically to illustrate the use of each subroutine. 12.6.1. Boundary-ValueOrdinary Differential



Equations



The boundary-valueordinary differential equation considered in Section 12.3 is given by Eq. (12.65): ~" + Q~ = F



with appropriate boundary conditions



(12.218)
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The finite element methodapplied to Eq. (12.218) yields Eq. (12.97) for a nonuniform grid. For a uniformgrid, the correspondingresult is given by Eq. (12.98). Theseequations are applied at every interior point in a finite difference grid. Theresulting systemof FDEs, which is called the system equation, is solved by the Thomasalgorithm. An initial approximationy(x) ~°) must be specified. If the ODEis linear, the solution is obtained in one pass. If the ODEis nonlinear, the solution is obtained iteratively. A FORTRAN subroutine, subroutinefeml, for implementing Eqs. (12.97) and Eq. (12.98) is presented belowin Program12.1. Programmaindefines the data set and prints it, calls subroutinefemlto set up and solve the systemof FDEs,and prints the solution. A first guess for the solution y(i) (°>, mustbe supplied in a data statement. Subroutinethomas, Section 1.8.3, is used to solve the systemequation.



Program12.1. The boundary-value ordinary differential c c c c c c c c c c c c c c c



c2 c2 c3 c3



equation FEMprogram.



program main main program to illustrate the FEM for ODES nd array dimension, nd = 9 in this program number of grid points in the x direction imax x direction grid points, x(i) x dxm dx- grid increment dx+ grid increment dxp y solution array, y(i) q coefficient of y in the ODE £x nonhomogeneous term bc right side boundary condition, 1.0 y, 2.0 y’ yp2 right side derivative boundary condition, y" iter maximum number of iterations convergence tolerance tol intermediate results output flag: 0 none, 1 all iw ix output increment: 1 all points, n every nth point dimensionx(9) , dxm (9), dx1~ (9), y(9) , a (9, 3), b(9) data nd, imax, iter, tol,ix, iw /9, 5, i, 1.0e-06, i, I/ data (x(i),i=l,5) /0.0, 0.25, 0.50, 0.75, 1.00/ data (x(i),i=l,5) /0.0, 0.375, 0.66666667, 0.875, data (y(i),i=l,5) /0.00, 25.0, 50.0, 75.0, 100.0/ data (y(i),i=l,5) /0.0, 37.5, 66.666667, 87.5, 100.0/ data (y(i),i=l,5) /100.0, 75.0, 50.0, 25.0, data bc, yp2 /1.0, 0.0/ data bc, yp2 /2.0, 0.0/ data fx, q /0.0, -16.0/ write (6,1000) if (iw. eq.l) write (6,1010) (i,x(i),y(i),i=l,imax, do i=2, imax-i dxm(i)=x(i) -x(i-l) dx~(i)=x(i+l) -x(i) end do call £eml (nd, imax, x, dxm, dx~,y,q, fx, bc,yp2,a,b,z, iter, 1 tol, ix, iw) if (iw. eq.O) write (6,1010) (i,x(i),y(i),i=l,imax, stop
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1000 format (" Finite element 1 "x’,12x,’f’/" ’) 1010 format (i3,2f13.6) end



method



for ODEs’/’



’/’ i’,7x,



subroutineferal (nd, imax, x, dxm, dxp, y, q, fx, bc, yp2 , a, b, z, 1 iter, tol, ix, iw) implements the FEM for a second-order ODE dimensionx (nd) , dxm (nd) , dxp (nd), y (nd) , a (nd, 3), 1 z (nd) a(i,2)=1.0 a(l,3)=O.O b(1)=y(1) if (bc.eq.l.O) then a (imax,1 ) =0.0 a (imax,2) =I. b (imax) =y(imax) else a (imax, 1 ) =i. O+q*dxp (imax-i) * *2/6.0 a (imax, 2) =- (I. O-q*dxp (imax-I) **2/3.0) b (imax) =0.5 *fx*dxp (imax-i) * *2-dxp (imax-i) end if do it=ititer do i=2, imax-i a (i, i) =I. O/dxm(i) +q*dxm(i)/6.0 a (i, 2) =- (i. O/dxm(i) +i. O/dxp(i)-q*dxm(i)/3.0 -q*dxp (i)/3.0) 1 a (i, 3) =i. O/dxp (i) +q*dxp (i)/6.0 b (i) =0.5 * (fx*dxm(i) +fx*dxp end do call thomas (nd, imax, a,b, z) dymax= 0.0 do i=l, imax dy=abs (y (i) -z( i i f (dy. gt. dymax) dymax=dy y(i)=z(i) end do if (iw. eq.l) write (6, 1000) if (iw.eq.l) write (6,1010) (i,x(i),y(i),i=l,imax, if (dymax.le. tol) return end do if (iter.gt.l) write (6,1020) return 1000 format (’ ’) 1010 format (i3,2f13.6) 1020 format (" "/’ Solution failed to converge, it = ",i3) end



c



subroutine thomas (ndim, n,a,b,x) the Thomas algorithm for a tridiagonal end



system



762



Chapter12



The data set used to illustrate subroutine fetnl for a uniform grid is taken from Example12.3. The uniformgrid is defined in the data statements. The output generated by the programis presented in Output 12.1. Output 12.1. Solution of a boundary-value ODEwith a uniform grid by the FEM. Finite i



element



method



x



for ODEs y



1 2 3 4 5



0.000000 0.250000 0,500000 0.750000 1.000000



0.000000 25.000000 50,000000 75.000000 100.000000



1 2 3 4 5



0.000000 0.250000 0.500000 0.750000 1.000000



0.000000 3.792476 12.135922 35.042476 100.000000



The solution for a nonuniformgrid also can be obtained by subroutefeml. All that is required is to define the nonuniform grid in a data statement. Thedata set used to illustrate this option is taken from Example12.4. The required data statements are included in program main as commentstatements c2. The output generated by the program for a nonuniformgrid is illustrated in Output12.2. Output 12.2. Solution of a boundary-value ODEwith a nonuniform grid by the FEM. Finite i



element



method



x



for ODEs y



1



0.000000



2 3 4



0.375000 0.666667 0.875000



0.000000



5



1.000000



100.000000



1 2 3 4 5



0.000000 0.375000 0.666667 0.875000 1.000000



0.000000 6.864874 24.993076 59.868411 100.000000



37.500000 66.666667 87.500000



Lastly, the solution of a boundary-valueODEwith a derivative boundarycondition also can be obtained by subroutinefeml. The data set used to illustrate subroutinefemlfor
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a uniform grid with a derivative boundary condition is taken from Example12.5. The required data statements are included in program main as comment statements c3. The output generated by the programis presented in Output12.3. Output 12.3. condition. Finite



Solution



element



i



of a boundary-value



method



for



x



1 2 3 4 5



boundary



ODEs



y



0.000000 0.250000 0.500000 0.750000 1.000000



100.000000 75.000000 50.000000 25.000000 0.000000



1



0.000000



100.000000



2



0.250000



35.157578



3



0.500000



12.504249



4



0.750000



4.856019



5



1.000000



3.035012



12.6.2.



ODEwith a derivative



The Laplace (Poisson)



Equation



The Laplace (Poisson) equation is given by Eq. (12.137): ~x +]~ = F(x, y)



with appropriate boundary conditions



(12.221)



Thefinite element algorithm for solving Eq. (12.221) for a rectangular global domainwith rectangular elements for uniform Ax and Ay is presented in Eq. (12.168). The corresponding algorithm for Ax = constant and Ay = constant, but Ax ¢ Ay, is presented in Eq, (12.169). For Ax = Ay = constant, the corresponding algorithm is given by Eq. (12.170). A FORTRAN subroutine, subroutine fern2, for implementing Eq. (12.170) is presented Program12.2. Programmain defines the data set and prints it, calls subroutine fern2 to implementthe solution, and prints the solution. Program 12.2.



The Laplace (Poisson)



equation



C



program main main program



C



nxd



x-direction



C



nyd



y-direction



C



imax



number



of



grid



points



C



jmax



number



of



grid



points



C



intermediate



C



iw ix



C



X



x direction



C C



Y f



y direction array, y(i,j) solution array, f(i,j)



C



fx



right-hand



output



to



illustrate array array



the



dimension,



increment:



PDEs



= 9



nyd



= 13



the



in



the



output



for



nxd



in



1 all



array,



side



FEM



dimension,



results



FEMprogram



x direction y direction flag:



points,



0 none, n every



1 all nth



x(i,j)



derivative



boundary



condition



point
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fxy nonhomogeneous term in the Poisson equation dx, dy x-direction and y-direction grid increments iter maximum number of iterations tol convergence tolerance omega sot overrelaxation factor dimension x(9,13),y(9,13),f(9,13) data nxd, nyd, imax, jmax, iw, ix / 9, 13, 5, 7, 0, 1 / data (f(i,l),i=l,5) /0.0, i00.0,~ 70.71067812, 1 70. 71067812, 0.0/ c2 data (f(i,l),i=l,5) /0.0, 0.0,0.0,0.0,0.0/ data (f(i,7),i=l,5) /0.0, 0.0,0.0,0.0,0.0/ data (f(l,j),j--2,6) /0.0, 0.0,0.0,0.0,0.0/ data (f(5,j),j=2,6) /0.0, 0.0,0.0,0.0,0.0/ data fx, fxy /0.0, 0.0/ c2 data fx, fxy /0.0, 1000.0/ data dx, dy, i ter, to1, omega /2.5, 2.5, 25, 1.0e-06, 1 1.23647138/ c2 data dx, dy, iter, to1, omega /0.25, 0.25, 25, 1.0e-06, c2 1 1.23647138/ do i=2, imax-i do j=2, jmax-i f(i,j) =0.0 end do end do write (6,1000) if (iw. eq.l) then do j=l, jmax, ix write (6, 1010) (f (i,j ) , i=l,imax, end do end if call fern2 (nxd, nyd, imax, jmax, x, y, f, fx, fxy, dx, dy, i ter, 1 tol, omega, iw, ix) if (iw. eq.O) then do j=l, jmax, ix write (6,1010) (f(i,j),i=l,imax, end do end i f stop i000 format (’ FEM Laplace (Poisson equation solver’/" i010 format (5f12.6) end subrou fine fern2 (nxd, nyd, imax, 3max, x, y, f, fx, fxy, dx, dy, 1 iter, Col, omega, iw, ix) c Laplace (Poisson) equation solver with Dirichlet BCs dimensi on x (nxd, nyd), y (nxd, nyd), f (nxd, do it=l,iter dfmax= 0.0 do j=2, jmax-i do i=2, imax-i df=(f(i+l,j+l)+f(i+l,j)+f(i+l,j-l)+f(i,j+l) 1 +f(i,j-l)+f(i-l,j+l)+f(i-l,j)+f(i-l,j-l) -8. O*f(i, j) +3. O*dx**2*fxy)/8.0 2 if (abs(df).gt.dfmax) dfmax=abs(df)
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The Finite ElementMethod if (abs (dr) .gt. dfmax) dfmax=abs f (i, j) =f (i, j) +omega*df end do end do if (iw. eq.l) then do j=l, jmax, ix write (6,1000) (f(i,j),i=l,imax, end do end if if (dfmax.le. tol) then write (6,1010) it,dfmax return end i f end do write (6,1020) iter return 000 format (5f12.6) 010 format (’ Solution converged, it =’,i3, 1 ’, dfmax =’,e12.6/’ ’) 020 format (’ Solution failed to converge, iter =’,i3/’ end



,)



The data set used to illustrate subroutinefem2for the Laplaceequation is taken from Example12.6. The output generated by the programis presented in Output 12.4. Output 12.4. Solution of the Laplace equation by the FEM. FEMLaplace



(Poisson) equation



The solution 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000



solver



converged, it = 14, dfmax =0.361700E-06 70.710678 30.851112 13.448751 5.836032 2.471489 0.905997 0.000000



i00.000000 43.630061 19.019405 8.253395 3.495213 1.281273 0.000000



70.710678 30.851112 13.448751 5.836032 2.471489 0.905997 0.000000



0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000



The solution of the Poisson equation also can be obtained with subroutine fern2. The only additional data required are the boundaryvalues and the value of the nonhomogeneousterm F(x, y).. Thedata set used to illustrate this option is taken from Example12.7. The present subroutine fern is limited to a constant value of F(x, y). The necessary data statements are included in programmain as commentstatements c2. The output generated by the Poisson equation programis presented in Output 12.5. Output12.5. Solution of the Poisson equation by the FEM. FEM Laplace (Poisson) The solution 0.000000 0.000000



equation solver



converged, 0.000000 52.967802



it = 16, dfmax =0.300418E-06 0.000000 66.990992



0.000000 52.967802



0.000000 0.000000
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0.000000 0.000000 0.000000 0.000000 0.000000



12.6.3.



73.240903 78.717862 73.240903 52.967802 0.000000



The Diffusion



96.010522 103.740048 96.010522 66.990991 0.000000



73.240903 78.717862 73.240903 52.967802 0.000000



0.000000 ~0.000000 0.000000 0.000000 0.000000



Equation



The diffusion equation is given by Eq. (12.176): ~ = ~f~x~ + Qfc _ F(x)



with appropriate auxiliary conditions



(12.222)



The finite element algorithm for solving Eq. 02.222) for a nonuniformgrid is given by Eq. (12.211). The correspondingalgorithm for a uniform grid is given by Eq. (12.212). A FORTRAN subroutine, subroutine fern3, for implementing Eq. (12.211) presented in Program 12.3. Programmain defines the data set and prints it, calls subroutine fern3 to implementthe solution, and prints the solution. Program12.3. The diffusion c c c c c c c c c c c c c c c



c2 c2 c2 c2



equation FEMprogram.



program main main program to illustrate the FEM for PDEs nxd x-direction array dimension, nxd = 9 ntd t-direction array dimension, ntd = 101 imax number of grid .points in the x direction nmax number of time steps intermediate results output flag: 0 none, 1 all iw ix, it output increment: 1 all points, n every nth point f solution array, f(i,n) coefficient of f in differential equation q nonhomogeneous term fx x x axis grid points, x(i) dxm dx- grid increment dx+ grid increment dxp time step dt alpha diffusion coefficient dimension f(9,1Ol) ,x(9) ,dxm(9) ,dxp(9) ,a(9,3) ,b(9) data nxd,ntd, imax, nmax, iw, ix, it /9,101,5,50,0, i,i/ data nxd, ntd, imax, nmax, iw, ix, it /9,101,5,101,0,1,2/ data (x(i),i=l,5) /0.0, 0.25, 0.50, 0.75, data (x(i),i=l,5) /0.0, 0.375, 0.66666667, 0.875, data (f(i,l),i=l,5) /0.0, 25.0, 50.0, 75.0, 100.0/ data (f(i,l),i=l,5) /0.0, 37.5, 66.666667, 87.5,100.0/ data dt, alpha,n,t,q, fx /1.0, 0.01, i, 0.0, -0.16, 0.0/ data dt,alpha,n,t,q, fx /0.5, 0.01, i, 0.0, -0.16, 0.0/ do i=2, imax-i dxm(i) =x(i) -x(i-l) dxp(i)=x(i+l) -x(i) end do write (6, 1000) write (6,1010) n,t, (f(i,l),i=l,imax,
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The Finite ElementMethod call fern3 (nxd, ntd, imax, nmax, f, q, fx, dxm, dxp, dr, alpha,n, 1 t, iw, ix, a,b,z) if (iw.eq.l) stop do n=i t+l, runax,i t t=float (ix* (n-l)) write (6,1010) n,t, (f(i,n),i=l,imax, end do stop 1000 format (" FEM diffusion equation solver’/’ ’/ 1 ’ n’,ix, "time’,18x, ’f(i,n)’/’ 1010 format (i3, f5.1,9f8.3) end subroutinefern3 (nxd, ntd, imax, nmax, f, q, fx, dxm, dxp, dr, 1 alpha,n, t, iw, ix, a,b,z) implements the FEM for the diffusion equation dimensionf (nxd, n td) , dxm (nxd), dxp (nxd), a (nxd, 1 b (nxd),z (nxd) if (iw. eq.l) write (6,1000) n,t, (f(i,l),i=l,imax, a(l,2)=l.O a(i,3)=0.0 b(1)=f(l, a (imax,i) =0.0 a (imax,2)=i. b (imax)=f (imax, do n=l,nmax-I t=t+dt do i =2, imax- 1 a (i, l)=dxm(i) a (i, 2) =2.0*(dxm (i) +dxp a (i, 3) =dxp(i) b(i) =dxm(i) *f (i-l,n) +2. O* (dxm(i) +dxp(i) +dxp(i) *f(i+l,n) 1 2 +6.0*alpha*dt * ( (f (i +i, n) -f (i, n) )/dx~ 3 - (f (i,n) -f (i-l,n))/dxm 4 +q*dt*dxp(i) * (2. O*f (i,n) +f (i+l,n)) 5 +q*dt*dxm(i) * (f (i -I, n) +2.0*f (i, 6 -3.0 *dr * (dxm (i) *fx+dxp(i) end do call thomas (nxd, imax, a, b, z) do i=1, imax f(i,n+l) =z (i) end do if (iw. eq. 1) write (6, 1000)n, t, (f(i,n+l), i=1, imax, end do return 1000 format (i3, f5.1,9f8.3) end subroutine thomas (ndim, n, a, b, x) the Thomas algorithm for a tridiagonal end



system
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The data set used to illustrate subroutine fem3 for a uniform grid is taken from Example12.8. The output generated by the diffusion equation program is presented in Output 12.6.



Output12.6. Solution of the diffusion equation by the FEMfor a uniform grid. FEM diffusion



equation



solver



n time 0 1 2 3 4 5



O. 0 1.0 2.0 3.0 4.0 5.0



50 50.0



f(i,n) O. 000 O. 000 O. 000 O. 000 O. 000 0. 000 0.000



25 20 18 14 12 9



000 714 466 646 120 908



3.792



50. 000 43.143 33.621 28.525 23. 955 20.941 12.136



75. 000 58.714 52.146 46.771 43. 685 41.271



i00.000 i00.000 I00.000 100.000 100.000 100.000



35.042 100.000



Subroutinefem3also can implementthe solution for a nonuniformphysical grid. All that is required is to define the nonuniformphysical grid in a data statement. The data set used to illustrate subroutine fern for a nonuniformgrid is taken from Example12.9. The necessary data statements are included in programmain as commentstatements c2. The output generated by the diffusion equation programis presented in Output 12.7.



Output12.7. Solution of the diffusion equation by the FEM for a nonuniformgrid. FEM diffusion



equation



n time 1 2 3 4 5 6



solver f(i,n)



0.0 0.5 1.0 1.5 2.0 2.5



0.000 0.000 0.000 0.000 0.000 0.000



37.500 34.422 31.916 29.365 26.889 24.567



i01 50.0



0.000



6.865



66.667 61.692 55.796 50.990 47.062 43.815



87.500 I00.000 78.888 i00.000 75.263 100.000 72.549 100.000 70.424 100.000 68.729 100.000



24.993 59.868



100.000



12.6.4. Packagesfor the Finite Element Method Numerouslibraries and software packages are available for implementing the finite element method for a wide variety of differential equations, both ODEsand PDEs. Manywork stations and mainframe computers have such libraries attached to their operating systems.
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Several large commercial programs are available for solid mechanics problems, acoustic problems, fluid mechanics problems, heat transfer problems, and combustion problems. These programsgenerally have one-, two-, and in somecases three-dimensional capabilities. Manyof the programsconsider both steady and unsteady problems. They contain rather sophisticated discretization proceduresand graphical output capabilities. Generally speaking, the use of these programsrequires an experienced user.



12.7.



SUMMARY



The Rayleigh-Ritz method, the collocation method, and the Galerkin weighted residual methodfor solving boundary-valueordinary differential equations are introduced in this chapter. The finite element method, based on the Galerkin weighted residual approach, is developed for a boundary-valueODE,the Laplace (Poisson) equation, and the diffusion equation. Theexamplespresented in this chapter are rather simple, in that they all involve a linear differential equation and linear elements. Extensionof the finite elementmethodto more complicated differential equations and higher-order elements is conceptually straightforward, although it can be quite tedious. The objective of this chapter is to introduce the finite elementmethodfor solving differential equations so that the reader is prepared to study moreadvancedtreatments of the subject. After studying Chapter 12, you should be able to: 1. Describe the basic concepts underlying the calculus of variations 2. Describe the general features of the Rayleigh-Ritz method 3. Apply the Rayleigh-Ritz method to solve simple linear one-dimensional boundary-value problems 4. Describe the general features of residual methods 5. Describe the general features of the collocation method 6. Applythe collocation methodto solve simple linear one-dimensional boundary-value problems 7. Describe the general features of the Galerkin weighted residual method 8. Apply the Galerkin weighted residual method to solve simple linear onedimensional boundary-value problems 9. Describe the general features of the finite element method for solving differential equations 10. Disceretize a one-dimensionalspace into nodes and elements 11. Developand apply the shape functions for a linear one-dimensional element 12. Apply the Galerkin weighted residual approach to develop a finite element solution of simple linear one-dimensionalboundary-valuedifferential equations 13. Discretize a two-dimensionalrectangular space into nodes and elements 14. Developand apply the shape functions for a linear two-dimensionalrectangular element 15. Apply the Galerkin weighted residual approach to develop a finite element solution of the Laplace equation and the Poisson equation 16. Describe howthe time derivative is approximatedin a finite element solution of a partial differential equation 17. Apply the Galerkin weighted residual approach to develop a finite element solution of the one-dimensionaldiffusion equation
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EXERCISE PROBLEMS 12.2. The Rayleigh-Ritz, Collocation, and Galerkin Methods The Rayleigh-Ritz Method 1. Derive the Rayleigh-Ritz algorithm, Eq. (12.36), for the boundary-valueODE,



Zq.(12.5). 2.



3. 4.



Solve Example 12.1 with T(0.0) = 0.0C, T(1.0) = 200.0C, Ta = 100.0 C. Evaluate the solution at increments of Ax= 0.25 cm. Compare the results with the results obtained in Example12.1. Solve Example12.1 with T(0.0) = 0.0C, T(1.0) = 200.0C, Ta =0.0C. Apply the Rayleigh-Ritz approach to solve the following boundary-value ODE: ~" + P~’ + Q~ = F ~(0.0) = 0.0 andS(1.0)



(A)



where P, Q, and F are constants. Let P = 5.0, Q = 4.0, F = 1.0, and y(1.0) = 1.0. Evaluate the resulting algorithm for these values. Calculate the solution at increments of Ax = 0.25. Comparethe results with the exact solution. 5. Solve Problem4 with P = 4.0, Q = 6.25, and F = 1.0. 6. Solve Problem 4 with P = 5.0, Q = 4.0, and F(x) = -1.0. 7. Solve Problem 4 with P = 4.0, Q = 6.25, and F(x) = -1.0. The Collocation Method 8. 9. 10. 11.



12. 13. 14.



Derive the collocation algorithm, Eq. (12.49), for the boundary-valueODE, Eq. (12.5). Solve Example 12.2 with T(0.0) = 0.0C, T(1.0) = 200.0C, Ta = 100.0 C. Comparethe results with the results obtained in Example12.2. Solve Example12.2 with T(0.0) = 0.0C, T(1.0) = 200.0C, Ta =0.0C. Apply the collocation approach to solve boundary-value ODE(A). Let P = 5.0, Q = 4.0, F = 1.0, andy(1.0) = 1.0. Evaluate the resulting algorithm for these values. Calculate the solution at increments of Ax = 0.25. Compare the results with the exact solution. Solve Problem 11 with P = 4.0, Q = 6.25, and F = 1.0. Solve Problem 11 withP= 5.0, Q=4.0, and F(x) = -1.0. Solve Problem 11 with P = 4.0, Q = 6.25, and F(x) = -1.0.



The Galerkin Weighted Residual Method 15. Derive the Galerkin weighted residual algorithm, Eq. (12.64), for the boundary-value ODE,Eq. (12.5). 16. Solve Example 12.1 with T(0.0) = 0.0C, T(1.0) = 200.0C, Ta = 100.0 C. Comparethe results with the results obtained in Example12.1. 17. Solve Example12.1 with T(0.0) = 0.0 C, T(1.0) = 200.0 C, Ta =0.0C. 18. Applythe Galerkin weighted residual approach to solve boundary-value ODE (A). Let P = 5.0, Q = 4.0, F = 1.0, y(0.0) = 0.0, and y(1.0) = 1.0. Evaluate the resulting algorithmfor these values. Calculatethe solution at incrementsof Ax= 0.25. Comparethe results with the exact solution.
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19. Solve Problem 18 with P = 4.0, Q = 6.25, and F = 1.0. 20. Solve Problem 18 with P = 5.0, Q = 4.0, and F(x) = -1.0. 21. Solve Problem 18 with P = 4.0, Q = 6.25, and F(x) = -1.0. 12.3. The Finite Element Method for Boundary-Value Problems 22. 23.



24. 25.



26. 27.



28. 29. 30. 31.



32. 33. 34.



Derivethe finite element algorithmEqs. (12.97) and (12.98), for the boundaryvalue ODE,Eq. (12.65). Solve Example 12.3 with T(0.0) =0.0C, T(1.0) = 200.0C, Ta = 100.0 C, using Eq. (12.98). Comparethe results with the results obtained in Example12.3. Solve Example12.3 with T(0.0) = 0.0 C, T(1.0) = 200.0 C, and Ta = 0.0 using Eq. (12.98). Solve Example 12.4 with T(0.0) =0.0C, T(1.0) =200.0C, T~ = 100.0 C, using Eq. (12.97) for a nonuniformgrid. Comparethe results with the results obtained in Example12.4. Solve Example 12.4 with T(0.0) = 0.0C, T(1.0) = 200.0C, and T~ = using Eq. (12.97) for a nonuniformgrid. Applythe finite element approach to solve boundary-valueODE(A), where Q, and F are constants. Apply the Galerkin weighted residual approach. Let P = 5.0, Q-- 4.0, F = 1.0, and y(1.0) ----- 1.0. Applythe resulting algorithm for these values. Evaluate the solution for Ax= 0.25. Comparethe results with the exact solution. Solve Problem 27 with P = 4.0, Q = 6.25, and F = 1.0. Solve Problem 27 with P = 5.0, Q = 4.0, and F(x) = -1.0. Solve Problem 27 with P = 4.0, Q = 6.25, and F(x) = -1.0. Applythe finite element methodto solve boundary-value ODE(A), where Q, and F are constants. Let P = 5.0, Q = 4.0, F = 1.0, and y(1.0) = 1.0. Applythe resulting algorithm for these values. Evaluate the solution for Ax= 0.25. Comparethe results with the exact solution. Solve Problem 31 with P = 4.0, Q = 6.25, and F = 1.0. Solve Problem 31 with P = 5.0, Q = 4.0, and F(x) = -1.0. Solve Problem 31 with P = 4.0, Q = 6.25, and F(x) = -1.0.



12.4. The Finite Element Methodfor the Laplace (Poisson) Equation 35. Derive the finite element algorithm, Eqs. (12.168), (12.169), and (12.170), solving Laplace (Poisson) equation. 36. Implement the program presented in Section 12.6.2 and solve the problem presented in Example12.6. 37. Solve Example 12.6 with Ax = Ay = 5.0cm. 38. Solve Example12.6 with Ax = Ay = 1.25 cm. Let variable ix = 2 to print every other point. 39. Solve Example12.6 with T(x, 15.0) = 200.0sin(~x/10.0). 40. Modifythe problempresented in Example12.6 by letting T = 0.0 C on the top boundary and T= 10.0sin(~y/15.0)C on the fight boundary. Solve this problem by the FEMprogram for Ax = Ay = 2.5 cm. 41. Consider steady heat diffusion in the unit square, 0.0 
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