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Abstract Wavelet decompositions and wavelet differentiation are coupled to derive new algorithm of multigrid type for the computation of inverse operators. These methods can be easily analyzed in term of convergence rate when the Shannon wavelets are used. Different applications are developed. They concern elliptic equations, Helmholtz decomposition and Craya decomposition.
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Introduction



Since their introduction at the end of the 80’s, Wavelets have provided new numerical methods for partial differential equations (PDE’s). Thanks to the Fast Wavelet Transform (FWT) and to the sparsity of the wavelet mass matrices, efficient algorithms including optimal preconditioners for elliptic operators have been derived [19]. Wavelet approach also resulted in non-linear approximations [10], and in denoising methods [17]. Wavelets offer the possibility to conjugate the accuracy in space with the accuracy in frequency. This property leads to efficient algorithms for solving PDE’s in an adaptive context. Cohen, Dahmen and De Vore enhanced the interest for these methods applied to the solution of PDE’s. In [8, 9], they proved the optimal complexity of wavelet algorithms for the solution of elliptic problems. This article is devoted to the definition and the analysis of a fast iterative method to solve various PDE’s by approximating their inverse operators. It is based on specific wavelet bases and diagonal operators and can be easily implemented using fast wavelet transforms on adapted spaces of approximation. We address particularly the approximation of elliptic operators in multidimension and the approximation of Helmholtz and Craya projectors. ∗
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Pioneering works on wavelet methods for the numerical approximation of partial differential equation solutions [19, 21, 25, 6] are, generally speaking, of Galerkin or PetrovGalerkin type, exploiting as much as possible the efficiency of fast wavelet algorithms on sparse adapted space of approximation. Even in the more recent works [8, 9], solving Lu = f with boundary conditions, where L is a differential operator. generally involves a wavelet basis {ψjk }j,k∈Z –where fjk stands for 2j/2 f (2j x − k)– and associated families. These associated families which are {L−1 ψjk }j,k∈Z , {Lψjk }j,k∈Z or {Λj ψjk }j,k∈Z where Λj stands for a preconditioning family of reals (for a second order differential operator Λj = 4−j ), belong to the class of vaguelette families that ensure, theoretically but not always in practice the existence of efficient associated transform algorithms. An other work in the background of this paper is the article of P.G. Lemari´e [22] on differentiation of wavelet bases that shows that the above families of vaguelettes are indeed biorthogonal families of wavelets when L is an homogeneous differential operator. Our work exploits the framework of biorthogonal wavelets to construct efficient preconditioners that can be plugged in an iterative solution of a PDE We will show that our preconditioners are more efficient than the previously defined one and that the biorthogonal framework makes that the global solution algorithm outperform the others, especially when adaptivity in multidimension is required. The organization of the article is as follows: in section 2, we recall some wavelet theory basic elements, and we introduce a result on the differentiation of biorthogonal wavelets due to P. G. Lemari´e-Rieusset [22]. In section 3, following the works [25, 8] on the wavelet approximation of differential operators, we review the mechanism of the Richardson iteration with wavelet preconditioning. We also state the correlated theorem of convergence. In section 4, we recall some basic facts regarding operator theory and relate them to wavelet decomposition. Then, we define the family of all the operators that constructible using wavelet differentiation. This leads to the construction of new wavelet approximations for differential operators and projection operators. In section 2.2, the case of Shannon wavelet is precised and we give accurate estimate for the convergence rate of the Richardson iteration in this case. We also indicate how to prove the convergence of the method in the general case. Finally, in section 6 we apply our results in two situations. First, we consider the inverse Laplace operator ∆−1 and derive new wavelet solvers for the Laplace equation. Second we consider Helmholtz and Craya decompositions.
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Biorthogonal wavelet bases and wavelet differentiation



The material presented in this section comes from the academic book [20].



2.1



General construction of biorthogonal wavelets



Biorthogonal wavelets are basically defined through two couples of 2π-periodic functions so-called scale filters (m(ξ), n(ξ)) and (m∗ (ξ), n∗ (ξ)) that allow to define all together the wavelets andPthe associated scaling functions. P If m(ξ) = 12 k∈Z ak e−ik.ξ and m∗ (ξ) = 21 k∈Z a∗k e−ik.ξ then the scaling functions ϕ



2



and ϕ∗ are defined by their Fourier transform1 : ϕ(ξ) ˆ = ϕ(0) ˆ



∞ Y



∞



m(



j=1



Y ξ ξ m∗ ( j ) ), ϕˆ∗ (ξ) = ϕˆ∗ (0) j 2 2 j=1



and if n(ξ) = e−iξ m∗ (ξ + π) and n∗ (ξ) = e−iξ m(ξ + π) the wavelets are defined by: ˆ ψ(ξ) = ϕ(0) ˆ



∞ Y



j=1



∞



Y ξ ξ n∗ ( j ) n( j ), ψˆ∗ (ξ) = ϕˆ∗ (0) 2 2 j=1



This corresponds to the scale relations: X x ϕ( ) = ak ϕ(x − k) , 2 k∈Z



X x ψ( ) = (−1)k+1 a∗1−k ϕ(x − k) 2 k∈Z



As soon as (m(ξ), n(ξ)) and (m∗ (ξ), n∗ (ξ)) satisfy specific conditions (see [20]), then the ∗ } wavelet families {ψjk }j,k∈Z and {ψjk j,k∈Z form a dual couple of biorthogonal Riesz basis 2 of L (R): X X ∗ ∗ f= hf, ψjk iψjk = hf, ψjk iψjk



The spaces Vj = span{ϕjk }k∈Z } and Vj∗ = span{ϕ∗jk }k∈Z } form a biorthogonal multiresolution of L2 (R). Moreover, if H˙ t (R) stands for the homogeneous Sobolev space H˙ t (R) = {|ξ|t fb ∈ L2 } then if t1 = sup{t ∈ R, ψ ∗ ∈ H˙ t (R)} and t2 = sup{t ∈ R, ψ ∈ H˙ t (R)}



the family {2tj ψjk }j,k∈Z is a Riesz basis of H˙ t (R) for −t1 ≤ t ≤ t2 . We denote by ℓ2t the space of sequences (ujk )(j,k)∈Z2 with the norm k(ujk )(j,k)∈Z2 k2ℓ2 = t P 2tj 2 (j,k)∈Z2 2 |ujk | . The scale decomposition (3.10) operated by wavelets is characterized by the coefficients Bt , bt > 0 which are such that ∀(ujk )j,k∈Z ∈ ℓ2t , X X X X X bt k ujk ψjk k2H˙ t ≤ k ujk ψjk k2H˙ t ≤ Bt k ujk ψjk k2H˙ t j∈Z



k∈Z



j,k∈Z



j∈Z



k∈Z



If bt = Bt = 1, the wavelet basis is said semi-orthogonal in H˙ t .



2.2



The Shannon wavelet



The definition of the Shannon wavelets can be found in Mallat’s academic book [23]. Here we state the essential properties of these wavelets. Shannon wavelets are particular in the meaning that they have perfect low-pass and high-pass filters :  1 if ξ ∈ [− π2 + 2kπ, π2 + 2kπ], k ∈ Z (2.1) m(ξ) = k∈Z 0 if ξ ∈ [ π2 + 2kπ, 3π 2 + 2kπ],  −e−iξ if ξ ∈ [ π2 + 2kπ, 3π k∈Z 2 + 2kπ], n(ξ) = (2.2) π π 0 if ξ ∈ [− 2 + 2kπ, 2 + 2kπ], k ∈ Z Then the corresponding scaling function writes: 1



The Fourier transform of a function f ∈ L1 (R) is noted fˆ(ξ) =



3



R +∞ −∞



f (x) e−ixξ dx
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Figure 1: Shannon scaling function (plain) and wavelet (dotted). ϕ(ξ) ˆ = χ[−π,π] (ξ)



,



ϕ(x) =



sin πx πx



and the wavelet: ˆ ψ(ξ) = e−iξ/2 χ[−2π,−π]∪[π,2π](ξ)



,



ψ(x) =



sin 2π(x − 1/2) sin π(x − 1/2) − π(x − 1/2) π(x − 1/2)



where χ stands for the characteristic function i.e. χE (x) = 1 if x ∈ E, 0 if x ∈ / E. Hence for Shannon wavelets, Bt = bt = 1 ∀t ∈ R.



In the multidimensional case, the tensorial Shannon decomposition writes as follows: Let u : Rd → Rn . The Shannon decomposition of u is given by: X u= uj (2.3) j∈Zd



with supp ubj ⊂



Zd ,



d Y [−2ji +1 π, −2ji π] ∪ [2ji π, 2ji +1 π] i=1



For each scale parameter j ∈ and for each component ℓ = 1 . . . n, we have: X uℓ,j (x) = 2|j|/2 uℓ jk ψ1ℓ (2j1 x1 − k1 ) . . . ψiℓ (2ji xi − ki ) . . . ψdℓ (2jd xd − kd ) k∈Zd



where |j| =



P



i ji



and ψiℓ are wavelets of Shannon type, i.e. supp ψbiℓ = [−2π, −π] ∪ [π, 2π].



Remark 2.1 As the Shannon wavelets are C ∞ and have an infinite number of zero moments, they can be differentiated or integrated in order to obtain biorthogonal wavelets satisfying the relations (2.10) of proposition 2.2 and which form an MRA of L2 (R). We can iterate the differentiation or the integration of these wavelets as many times as we wish in order to obtain derivatives of arbitrary order: . . . , ψ−2 , ψ−1 , . . . , ψ2 , . . . , with ψ0 the original Shannon wavelet. 4



2.3



Shannon wavelet packets



With the filters m(ξ) and n(ξ) defined in section 2.2 (2.1) and (2.2), we can define the Shannon wavelet packets. The wavelet packets are defined by applying the filters m and n to the wavelets themselves. Hence we obtain two new wavelets ψ(11) and ψ(10) which are twice better localized in the Fourier space (i.e. the compact supports of their Fourier transforms are twice smaller): ˆ [ ψ (10) (2ξ) = m(ξ)ψ(ξ)



(2.4)



ˆ [ ψ (11) (2ξ) = n(ξ)ψ(ξ)



(2.5)



The two of them are necessary to expend L2 (R), i.e. L2 (R) = span{ψ(10)) (2j x − 2k), ψ(11) (2j x − 2k)}j,k∈Z More precisely, the wavelet space at level j Wj admits {ψ(10)) (2j x−2k), ψ(11) (2j x−2k)}k∈Z as a Riesz basis. The operations (2.4) and (2.5) can be iterated as many times as needed on the Shannon wavelet, so its Fourier support is sufficiently shrunk. In practice this operation can also be applied to usual wavelets but doesn’t come out with good results. Getting a better frequency localization for usual wavelet packets is still a challenging problem. The Shannon wavelet packet decomposition gives us the opportunity to approximate operators more closely than the classical Shannon decomposition (2.3). One can report to part 5.3 for more details.



2.4



Wavelet in multidimension



The simplest way to construct wavelets in multidimension is to perform a tensorial product of univariate multiresolution. This, however leads to two different types of bases: the tensorial (or anisotropic) wavelet bases are obtained by taking the tensorial product of univariate wavelet, while the multidimensional multiresolution wavelets are obtained from a multiresolution of L2 (Rd ). In other terms this corresponds to: L2 (Rd ) = clos(⊕j∈Zd Wj ) = clos(⊕j∈Zd ⊗di=1 Wji ) = clos(⊗di=1 ⊕ji ∈Z Wji ) for the tensorial wavelet basis. The corresponding wavelet decomposition and non-linear approximation are called hyperbolic because their graphs of coefficients in Fourier space are folded in hyperboles. And it corresponds to: L2 (Rd ) = clos(⊕j∈Z Wj ) with



Wj = Vj+1 \ Vj = ⊕ε∈{0,1}d \0 ⊗di=1 Wjεi



with Wj0 = Vj and Wj1 = Wj , for the multiresolution wavelets. We note {ψjk }j∈J ,k∈Zd the bases and J = Zd for tensorial wavelets while J = Z ×  {0, 1}d \ 0 in the other case.
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2.5



Vector valued wavelets



When u is a vector valued function: u(x) ∈ Rd , each component of u is decomposed n on a vector wavelet basis. If we denote by (e1 , . . . , en ) the n canonical basis of R , then 2 d {ψjk eℓ }j∈J ,k∈Zd ,ℓ∈[1,n] is a wavelet vector basis of L (R ) . With Ψjkℓ = ψjk eℓ , writting u=



X



hu, Ψ∗jkℓ iΨjkℓ =



j∈J ,k∈Zd ,ℓ∈[1,n]



X



uj



j∈J



uj is the projection on the wavelet space Wj = span({Ψjkℓ }k∈Zd ,ℓ∈[1,n]).



2.6



Wavelet derivatives



P. G. Lemari´e-Rieusset [22] showed that differentiating or integrating a biorthogonal wavelet basis provides new wavelet bases. Starting from a Riesz basis of H t 2 H t (R), this allows to construct two different multiresolution analyzes of H t (R) and H t+1 (R) for some t ∈ R, related by differentiation and integration. Indeed: Proposition 2.1 Let ϕ0 a scale function and m0 (ξ) its filter. Then (i) if ϕ0 ∈ H˙ 1 then there exists a scale function ϕ−1 such that ϕ′ (x) = ϕ−1 (x) − ϕ−1 (x − 1)



(differentiation formula)



(2.6)



and the filter m−1 (ξ) associated to ϕ−1 satisfies 2 m0 (ξ). 1 + e−iξ



m−1 (ξ) =



(2.7)



(ii) There exists a scale function ϕ1 such that ϕ0 (x) − ϕ0 (x − 1) = ϕ′1 (x)



(integration formula)



(2.8)



and the filter m1 (ξ) associated to ϕ1 satisfies m1 (ξ) =



1 + e−iξ m0 (ξ). 2



(2.9)



Proposition 2.2 (Differentiation of wavelets) [22] Let (V1 j )j∈Z be a one-dimensional MRA, made up of a differentiable scaling function ϕ1 , (V1 0 = span{ϕ1 (x − k), k ∈ Z}), and a wavelet ψ1 . There exists a second MRA (V0 j )j∈Z with a scaling function ϕ0 (V0 0 = span{ϕ0 (x − k), k ∈ Z}) and a wavelet ψ0 satisfying: ϕ′1 (x) = ϕ0 (x) − ϕ0 (x − 1)



and



′



ϕ∗1 (x + 1) − ϕ∗1 (x) = ϕ∗0 (x)



(2.10)



The filters (m0 , m∗0 ) and (m1 , m∗1 ) (see part 2.2 for the definition of a filter) attached respectively to the MRAs (V0 j )j∈Z and (V1 j )j∈Z verify: m0 (ξ) =



2 m1 (ξ) 1 + e−iξ



and



m∗0 (ξ) =



1 + eiξ ∗ m1 (ξ) 2



(2.11)



` ´n The space H t denotes the Sobolev space H t (Rd ) with H t (Rd ) = {f : Rd → R, (1 + |ξ|2 )t/2 |fˆ(ξ)| ∈ L2 (Rd )}. 2
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And the wavelets ψ1 and ψ0 associated respectively to spaces (Wj1 ) and (Wj0 ) satisfies: Z 1 ′ ψ1 (x) = 4 ψ0 (x) and ψ1∗ (x) = − ψ0∗ (x) (2.12) 4 Expressed with its Fourier transform this latter relation writes: c1 (ξ) = 4ψ c0 (ξ) iξ ψ



and



1 c∗ 1 c∗ ψ1 (ξ) = − ψ (ξ) iξ 4 0



(2.13)



If the wavelet ψ1 is C n and has p zero moments (i.e. ψb1 is p − 1 times differentiable and (k) ψb1 (0) = 0 for 0 ≤ k ≤ p − 1) the wavelet derivative ψ0 has regularity C n−1 and p + 1 zero moments.



Remark 2.2 Originally, in [22], this result was applied only to compactly supported wavelets. Nevertheless it can be extended to other wavelets, provided that |ξ|ψˆ1 (ξ) ∈ L2 and c∗ (ξ) ∈ L2 . Alternatively, we consider MRAs of Hilbert spaces H t (R). Also one can |ξ|−1 ψ 1 verify that filters issued from relations (2.11) applied to Shannon filters (part 2.2) provide a MRA of L2 (R).



On account of the above remark, we can introduce a new operation thanks to the wavelet decomposition of a function v. If we use the tensorial wavelet decomposition, we can differentiate or integrate in every directions. For instance, if we write the wavelet decomposition of v with wavelets ψ0 for each tensorial components except for i for which we take ψ1 where ψ1′ = 4ψ0 (relation (2.10) of proposition 2.2): X v(x) = dj k ψ0 (2j1 x1 − k1 ) . . . ψ1 (2ji xi − ki ) . . . ψ0 (2jd xd − kd ) (2.14) j,k∈Zd



Then if we put for u: X u(x) = 4 · 2ji dj k ψ0 (2j1 x1 − k1 ) . . . ψ0 (2ji xi − ki ) . . . ψ0 (2jd xd − kd )



(2.15)



j,k∈Zd



We obtain: u(x) =



∂v (x) or, in Fourier ∂xi



u b(ξ) = iξi vb(ξ)



Remark 2.3 With the notation ψjk (x) = ψ(2j x − k) the relation (2.13) for j, k ∈ Z writes: j d iξ ψd 1 jk = 4 · 2 ψ0 jk This relation will prove useful in the numerical part 6.1.



3



Solving PDE’s with wavelets: the Richardson iteration



Following [25, 8], we aim at solving the differential equation: Au = v



(3.1)



where A is a linear differential operator supposed to be continuous from H t/2 to H −t/2 and u is the unknown vector function –we denote by u with bold character a vector function of real variables when it has several components– using the expansions of u and v in wavelet bases. We assume that we can explicitly compute the operator A but not explicitly inverse it (e.g. A = ∆). 7



3.1



The continuous case



To solve equation (3.1), we construct an operator Mω† which approximate the inverse of A: Mω† ∼ A−1 The index ω in Mω† means that the operator Mω† –which will be further defined in a wavelet basis– is frequency dependent thanks to the wavelet decomposition. Then, as proposed in [8, 9], the iterative Richardson algorithm –also called the iterative damped back-projection algorithm– is performed by: u(0) = 0 u(n) = u(n−1) + Mω† (v − Au(n−1) ),



n≥1



(3.2)



Hence, for each n ≥ 1, and assuming that there exists a solution u of (3.1), u − u(n) = (Id − Mω† A)(u − u(n−1) ) As indicated in [9], it is well known that this iterative method converges as soon as we have the contraction property: ρ = |||Id − Mω† A||| < 1



(3.3)



where Id stands for the identity operator.



3.2



The discrete formalism



∗ } Introducing a pair of biorthogonal wavelet bases {ψjk }j,k and {ψjk j,k and denoting P by u = ∗ (ujk )jk the vector of wavelet coefficients: ujk =< u, ψjk > then u writes u = j,k ujk ψjk and looking for u is equivalent to looking for ujk . Let A be the variational discretization of A expressed in the wavelet basis {ψjk }(j,k) ∗ >) ′ –it is called the Petrov-Galerkin stiffness matrix– A = (< Aψj ′ k′ , ψjk j,j ,k,k ′ and D a wavelet preconditioner associated to the wavelet expansions (usually, it is the diagonal of A, and has the form Diag(2tj )).



We assume that in the equation Au = v, u and v are vector valued functions. For a function α : J → R we define the ℓ2α norm on the wavelet coefficients u = (ujk )j∈J , k∈Zd by X k(ujk )j∈J , k∈Zd kℓ2α = 2α(j) |ujk |2 j∈J , k∈Zd



The ℓ2t norm corresponds either to the case α(j) = tj1 in the MRA case j = (j1 , ε) ∈ Z × {0, 1}d∗ , either to α(j) = max(tj1 , . . . , tjd ) for the tensorial wavelets. Let us assume that for each j ∈ J , vj is well located in frequency domain –wavelet decompositions give us the opportunity to do this with the desired accuracy. For each j ∈ J , we build a matrix Mω j ∈ Rn×m such that: Mω j ≈ A



for the frequency domain



d Y i=1



8



±[2ji π, 2ji +1 π]



(3.4)



Then we approximate the relation Auj = vj by: 



   u1jk v1jk     ∀j ∈ J , ∀k ∈ Zd , Mω j  ...  =  ...  unjk vmjk



(3.5)



Remark 3.1 For a non-constant operator A(x), we add to (3.4) a space dependency as follows: Mω jk ≈ A(λ) with λ = 2−j (k + (1/2, . . . , 1/2)) (3.6) P In the frame of Richardson iteration, we take as a preconditioner D = j∈J Mω j Qj , where Qj is the projector on the wavelet level Wj –the space Wj is the L2 closure of the corresponding discrete the space generated by the family {Ψℓ,jk }1≤ℓ≤m, k∈Zd . Then P preconditioner D which applies to wavelet coefficients is D = j∈J Mω j Qj where Qj is a diagonal matrix with ones on the lines (k, j)k∈Zd and zeros everywhere else. P P In the following, we use the notations Mω = j Mω j Qj , and Mω† = j Mω† j Qj . If we write the sequence (3.2) with vn = v − A un , it comes: u0 = 0 ,



un+1 = un + Mω† vn



v0 = v ,



and



vn+1 = vn − A(un+1 − un ) (3.7)



Theorem 3.1 Let A : H t/2 → H −t/2 be continuous. Let’s assume that the wavelet basis {Ψℓ,jk }1≤ℓ≤m, j∈J , k∈Zd provides a Riesz basis of H ±t/2 (i.e. the associated decompositions v 7→ v, H ±t/2 → ℓ2±t/2 , and reconstructions v 7→ v, ℓ2±t/2 → H ±t/2 are continuous). Such general construction for biorthogonal wavelet bases is presented in [2]. Moreover, we suppose we have constructed for all j ∈ J matrices Mω j ∈ Rn×m such P that Mω† = j Mω† j Qj : H −t/2 → H t/2 is continuous. We also assume that the wavelet decomposition v 7→ (vj )j∈J satisfies: X ˜ ˜ > 0 such that ∀v ∈ H −t/2 , ∃B k(Id−A Mω† )vk2H −t/2 ≤ B k(Id−A Mω† j )Qj vk2H −t/2 j∈J



(3.8)



If there exists a real number ρ ≥ 0 such that: ∀j ∈ J , |||(Id − A Mω† j )|Wj ||| ≤ ρ i.e. ∀j ∈ J ,



∀vj ∈ Wj ,



k(Id − A Mω† j )vj kH −t/2 ≤ ρkvj kH −t/2



(3.9)



then for ρ small enough, the sequence (un )n∈N defined by (3.7) converges in ℓ2t/2 to the wavelet expansion u of u such that: Au = v Proof: The graph of continuous operators can be summarized as follows: u∈ A↓



H t/2



wavelet transform ←→



↑ Mω†



v = A u ∈ H −t/2



u ∈ ℓ2t/2 M †ω ↑



↓A



←→ v = A u ∈ ℓ2−t/2 wavelet transform 9



The operator Mω† is not the inverse of A but its approximation. The choice of A as the Petrov-Galerkin stiffness matrix: aℓℓ′ jj′ kk′ = hAΨℓ′ ,j′ k′ , Ψ∗ℓ,jk i infers X X X X hA (A u)ℓ,jk Ψℓ,jk Au = hAu, Ψ∗ℓ,jk iΨℓ,jk = uℓ′ ,j′ k′ Ψℓ′ ,j′ k′ , Ψ∗ℓ,jk iΨℓ,jk = ℓ,jk



ℓ,jk



ℓ′ ,j′ k′



ℓ,jk



hence A u = v iff Au = v. As the wavelet decomposition is continuous on H −t/2 , X X ∃b, B > 0 such that ∀v ∈ H −t/2 , b kvj k2H −t/2 ≤ kvk2H −t/2 ≤ B kvj k2H −t/2 j∈J



j∈J



(3.10)



Properties (3.8), (3.9) and (3.10) imply: ˜ kvn+1 k2H −t/2 ≤ B



X j∈J



˜ k(Id − A Mω† )vn j k2H −t/2 ≤ B P



X j∈J



ρ2 kvn j k2H −t/2 ≤ ρ2



˜ B kvn k2H −t/2 b



† ˜ < 1, as Mω† is continuous, the series If ρ2 B/b n Mω vn converges in the Banach space H t/2 to a solution u of the equation Au = v. Thanks to the isomorphism between the continuous case and the discretized case with infinite expansion, this is equivalent to A u = v. If we truncate the wavelet expansion, then there are non-linear approximation issues. These are addressed in reference [4] for instance. 



The ideal wavelets that provide a minimal compact support for the Fourier transform are the Shannon wavelets. As the compact supports of the Fourier transforms of Shannon ˜ = b = 1 for all A linear wavelets from different levels are almost disjoint, we have B operator with constant coefficients. Shannon wavelets have an infinite support and are not used in practice. But, in first approximation, they can serve as a model –see part 2.2.



4 4.1



Symbols of operators constructed thanks to wavelet decompositions Symbol of an operator



The convergence of the Richardson iteration in (3.2) involves an approximation operator Mω relying on a partition of the spectrum of the operator A. In our case, wavelet decomposition provides this partition. Hence we need the notion of symbol as introduced by Lars H¨ormander in his book The Analysis of Partial Differential Operators [18], applied to wavelets. We denote by ∂j the differentiation along the variable xj , and by Dj the differentiation −i∂j . For α = (α1 , . . . , αd ) ∈ Nd , we write D α = D1α1 . . . Ddαd . Let u denote a Schwartz function of d real variables (i.e. u is C ∞ and fast decreasing: ∀N ∈ N, ∃B > 0 s.t. ∀x ∈ Rd , |u(x)| < B/(1 + |x|2 )N/2 ). We denote by h·, ·i the scalar product either on vectors either in dual spaces. We recall that u b stands for the Fourier transform of u, i.e. Z e−ihx,ξi u(x)dx u b(ξ) = ξ∈Rd
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We also denote by F the isomorphism of L2 (Rd ) given by F : u 7→ (2π)−d/2 u b. The inverse Fourier transform is done by: Z −d/2 u(x) = (2π) eihx,ξi Fu(ξ)dξ



(4.1)



ξ∈Rd



When we differentiate the relation (4.1), it yields: Z α −d/2 D u(x) = (2π) eihx,ξi ξ α Fu(ξ)dξ ξ∈Rd



Thus differentiating u by D α consists in multiplying the Fourier transform of u by ξ α = ξ1α1 . . . ξdαd . The function ξ 7→ ξ α is called the symbol of D α . More generally speaking, if a(ξ) is a C ∞ function slowly increasing (i.e. such that ∃N ∈ N, B > 0 s.t. ∀ξ ∈ Rd , |a(ξ)| < B(1 + |ξ|2 )N/2 ), a(D) defines an operator of symbol a(ξ) acting on the class of the Schwartz functions S by Z −d/2 a(D)u(x) = (2π) eihx,ξi a(ξ)Fu(ξ)dξ (4.2) ξ∈Rd



Let’sP now consider a differential operator A of order m with variable coefficients aα in S, α A= m |α|=0 aα (x)D . Then, instead of considering the formula: −d/2



Au = (2π)



Z



ξ∈Rd



where F(Au)(ξ) = (2π)d/2



eihx,ξi F(Au)(ξ)dξ



m X



|α|=0



(Faα ) ∗ (ξ α Fu)



which is not a multiplication but an integral operator on Fu, we consider the formula (for x ∈ Rd ):   Z m X Au(x) = (2π)−d/2 eihx,ξi  aα (x)ξ α  F(u)(ξ)dξ ξ∈Rd



We write it:



−d/2



Au(x) = (2π)



|α|=0



Z



eihx,ξi p(x, ξ)F(u)(ξ)dξ



(4.3)



ξ∈Rd



introducing the symbol p(x, ξ) of P p(x, ξ) =



m X



aα (x)ξ α



|α|=0



The formula (4.3) gives us the possibility to define the operators p(x, D) with symbols p(x, ξ) which are not polynomials in ξ. These operators are called pseudo-differential. The functions p must verify regularity and growth properties of polynomial type (see [18]). We’ll remark that the function F(P u)(ξ) is no more the function p(x, ξ)Fu(ξ) which appears in (4.3) since the latter depends on x.
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In the following, we will need differential operators applied to vector functions Rd → Rn . For u having several components, the symbol p(x, ξ) is a matrix: ∀x, ξ ∈ Rd , M (x, ξ) ∈ n n Cn×n . Let A = (Aij )1≤i≤n,1≤j≤n be a differential operator A : H s (Rd ) → H r (Rd ) , with: X Aij = aij,α (x)D α α



Its symbol is M = (mij )1≤i≤n,1≤j≤m with



mij (x, ξ) =



X



aij,α (x)ξ α



α



We apply the operator A componentwise as follows: (Au)i =



m X



mij (x, D)uj



j=1



Therefore, the multidimensional symbol can be handled similarly as in 1-D. Remark 4.1 As the operator is applied to real functional spaces, its symbol verifies the same relation as the Fourier transform of real functions, that is: ∀i, j



mij (x, −ξ) = mij (x, ξ)



where z denotes the complex conjugate of z. From now on we think of A as being an operator with constant coefficients and n ≤ 1 being a natural number. If we denote by M (ξ) the symbol associated to A, we express A after a Fourier transform of the equation (3.1): b M (ξ)b u=v



and the pseudo-inverse solution



b b = M (ξ)† v u



with u ∈ (H t/2 (Rd ))n , v ∈ (H −t/2 (Rd ))n , M (ξ) ∈ Cn×n (Rd ) and M (ξ)† the pseudo-inverse of M (ξ). Wavelet and symbol Proposition 4.1 If we consider two wavelets ψ0 and ψ1 , then the operator  W0 j → W1 j P P A: uj = k∈Z djk ψ0 jk 7→ Auj = k∈Z djk ψ1 jk



where Wi j = span{ψi (2j x − k), k ∈ Z}, corresponds, for the Fourier transforms to the operation: c −j dj (ξ) = ψ1 (2 ξ) ubj (ξ) Au c0 (2−j ξ) ψ Hence the symbol of A writes: p(ξ) =



c1 (2−j ξ) ψ c ψ0 (2−j ξ)



In order to help the reader checking this assertion, we recall that for u ∈ L2 (R), a 6= 0 and b ∈ R,   ξ 1 −i b ξ \ b u(a · −b)(ξ) = e a u a a 12



4.2



Constructible operators



Here we restrict ourselves to the case m = n. From the results of the previous sections, we infer: Theorem 4.1 (Set of constructible operators) Consider the set Υj of all the operators obtained by: Mωj : (Wj )n



uj =



˛ ˛ ˛ ˛ ˛ ˛ ˛ ˛



→



(1)



P



k∈Zd



djk ψ0 j1 k1 × · · · × ψ0 jd kd 7→



.. . P



(n) k∈Zd djk ψ0 j1 k1



× · · · × ψ0 jd kd



` t d ´n H (R ) ˛ ˛ ˛ ˛ ˛ Mωj uj = ˛ ˛ ˛ ˛



P



P



“P n



aη1i2 djk2



.. . P



P



“P n



aηni2 djk2



η∈H



η∈H



k∈Zd



k∈Zd



(i )



i2 =1



”



ψη1 j1 k1 × · · · × ψηd jd kd



”



ψη1 j1 k1 × · · · × ψηd jd kd



(i )



i2 =1



(4.4)



′ = 4 ψk for k ∈ Z. Then the set of with H ⊂ Zd a finite set, and where we noted ψk+1 symbols of Υj is equal to the R-algebra of {M : R → Cn×n , ξ 7→ M (ξ), + ∗} generated by the constants Mn (R) and the elements {iξℓ I}1≤ℓ≤d and {iξℓ−1 I}1≤ℓ≤d . (2)



(1)



Proof: Let Mω j and Mω j be two elements of Υj . (1)



(2)



(1)



(2)



• Then Mω j = Mω j + Mω j with H = H(1) ∪ H(2) and aηi1 i2 = aηi1 i2 + aηi1 i2 is an element of Υj , (1)



(2)



• as well as Mω j = Mω j ◦ Mω j with H = H(1) + H(2) = {η (1) + η (2) , η (1) ∈ H(1) , η (2) ∈ P (1) (1) H(2) } and Mω j = η∈H Mω j η with, if we denote by Aη = (aηi1 i2 ), Aη = (aηi1 i2 ) (2)



(2)



(1)



and Aη = (aηi1 i2 ) the matrices of coefficients respectively associated to Mω j η , Mω j η (2)



and Mω j η , Aη =



X



(1)



(2)



Aη(1) Aη(2)



η(1) +η(2) =η



Then the set Υj is stable under the operations + and ◦ which correspond to the operations + and ∗ for the symbol matrices. On the other hand, given M = (mi1 i2 ) ∈ Mn (R), the element Mω j of Υj with H = {(0, . . . , 0)} and a0i1 i2 = mi1 i2 provides the constant M . The elements {iξℓ I} and {iξℓ−1 I} are constructed thanks to operations (2.14) and (2.15) on the wavelet basis and wavelet coefficients. Conversely, all symbols of operators Mω j ∈ Υj are polynomials of iξℓ and (iξℓ )−1 and therefore generated by Mn (R), {iξℓ I}1≤ℓ≤d and {iξℓ−1 I}1≤ℓ≤d .  This theorem enables us to diversify the wavelet approximations of differential operators. It extends the result of section 3. But it still remains rather limited since, for instance, in dimension larger than 2, the inverse Laplace operator ∆−1 doesn’t belong to Υj as constructed in theorem 4.1. This kind of operator construction is presented in [1] but without the differentiation and in the frame of Bessel multipliers for an other purpose than operator approximation.
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Remark 4.2 Nevertheless, thanks to Weierstraß theorem, given any operator A with symbol M (ξ12 , . . . , ξd2 ) and any wavelet ψ0 whose Fourier transform has a compact support included in R∗ (such as Meyer wavelets), this theorem allows us to construct operators which converge uniformly to A on (Wj )n . Remark 4.3 The operation (4.4) is equivalent to Mωj : ` ´n (Wj )n → H t (Rd )



uj =



˛ ˛ ˛ ˛ ˛ ˛ ˛ ˛



P



P



.. . P



P



η∈H



η∈H



(1,η)



k∈Zd



djk ψ−η1 j1 k1 × · · · × ψ−ηd jd kd for all η ∈ H



(d,η) ψ−η1 j1 k1 k∈Zd djk



˛ ˛ ˛ ˛ ˛ 7 Mωj uj = ˛ → ˛ ˛ ˛



× · · · × ψ−ηd jd kd



P



P



“P



aη1i2 djk2



.. . P



P



“P



aηni2 djk2



k∈Zd



k∈Zd



η∈H



η∈H



n i2 =1



n i2 =1



(i ,η)



”



ψ0 j1 k1 × · · · × ψ0 jd kd



”



ψ0 j1 k1 × · · · × ψ0 jd kd



(i ,η)



(4.5)



It corresponds to decompose uj in various wavelet bases indexed by −η. And then reconstruct the result of the operator Mωj in the wavelet basis (ψ0 j1 k1 × · · · × ψ0 jd kd )k ⊗ · · · ⊗ (ψ0 j1 k1 × · · · × ψ0 jd kd )k . Then it is more convenient to apply the operator A on u when it is expanded in only one wavelet basis. In the numerical experiments, part 6, we use this latest form.



5 5.1



Convergence criteria for the Richardson iteration Multiresolution analysis (MRA) versus tensorial basis



We consider two different wavelet decompositions for a function on Rd with d ≥ 2: the multidimensional multiresolution analysis decomposition and the tensorial wavelet decomposition. The MRA decomposition of a function u in 2D writes:  X X X (1,0) (0,1)  uj,k1,k2 ψ0 j,k1 (x1 ) ϕ1 j,k2 (x2 ) + uj,k1 ,k2 ϕ0 j,k1 (x1 ) ψ1 j,k2 (x2 ) u(x1 , x2 ) = j∈Z



+



(k1 ,k2 )∈Z2



X



(k1 ,k2 )∈Z2







(k1 ,k2 )∈Z2



(1,1) uj,k1,k2 ψ0 j,k1 (x1 ) ψ1 j,k2 (x2 )



with the notation ψj,k (x) = ψ(2j x − k). While the tensorial wavelet decomposition writes: X X u(x1 , x2 ) = uj1 ,j2,k1 ,k2 ψ0 (2j1 x1 − k1 ) ψ1 (2j2 x2 − k2 ) (j1 ,j2 )∈Z2 (k1 ,k2 )∈Z2



These two decompositions correspond to two different partitions of the Fourier space (i.e. frequency domain). These are represented in figures 2 and 3. On each figure, in the last square, which corresponds to the wavelet transform, the lower frequencies are localized in the upper left corner of the square of coefficients, and the higher frequencies in the bottom right side. 14



Low frequencies (0,1)



ΦJ −1,k ΦJ,k



ΨJ −1,k →



→



Ψǫj,k



(1,1)



(1,0)



ΨJ −1,k



ΨJ −1,k



High frequencies



Figure 2: Splitting of the Fourier modes induced by the 2D-MRA wavelet decomposition Low frequencies



ΦJ,k = ϕ0 J,k1 × ϕ1 J,k2



→



ψ0 j1 ,k1 × ϕ1 J,k2



→



Ψ(j1 ,j2 ),(k1 ,k2 ) = ψ0 j1 ,k1 × ψ1 j2 ,k2



High frequencies



Figure 3: Fourier splitting induced by the tensorial wavelet decomposition



5.2



Convergence theorems with Shannon wavelets



To begin with, we’ll only consider approximation matrices that are constant over each frequency domain indexed by j ∈ Zd . The two decompositions, MRA and tensorial, induce different conditions for the approximation of the symbol matrix M (ξ). Following part 3, MRA and tensorial wavelet convergence theorems result as follows: Theorem 5.1 (MRA) If the symbol matrix M (ξ) admits a pseudo-inverse M (ξ)† such that M (ξ)M (ξ)† = Id ∀ξ 6= (0, . . . , 0), and if ∃ρ 0, we can find uε such that kv − Auǫ k < ε, thanks to the wavelet algorithms described in part 3. Proof: First we build a finite set of rectangles {ωj }j∈J such that ωj =



d Y  i=1



 2ji ℓi , 2ji (ℓi + 1)



with j = (j1 , . . . , jd , ℓ1 , . . . , ℓd ), ji ∈ Z and ℓi ∈ N. The sets {ωj }j∈J correspond to compact cε (ξ). supports of Fourier transforms of the Shannon wavelet packets Ψ d Thanks to the invertibility of M (ξ) measure, we S almost everywhere in R for Riemann construct {ωj }j∈J such that for Ω = j∈J ωj , kb v −b v|Ω k < ε/2, and for ξj = (2j1 ℓ1 , . . . , 2ji ℓi , . . . , 2jd ℓd ) ∈ ωj , ! sup j



sup kId − M (ξ)M −1 (ξj )k
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