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Preface Back in the days when I had a lot more energy and a lot less sense, I wrote the first edition of this book. I had just finished writing Microwave Mixers, and friends kept asking me, “Well, are you going to write another one?” Sales of Mixers were brisk, and the feedback from readers was encouraging, so it was easy to answer, “Sure, why not?” After a year of painful labor, Nonlinear Microwave Circuits was born. The first edition of Nonlinear Microwave Circuits was published in 1988. It was well received and continued to sell well, even in a reprint edition, for the next 13 years. Now, it is out of print, and properly so: nonlinear circuit technology has advanced well beyond the material in the first edition of that book. In 1988, general-purpose harmonic-balance simulators had just become available, a workstation computer with an 8MHz processor and 12 megabytes of memory was the state of the art, cell phones were the size of a shoebox, and the term microwave bipolar transistor was an oxymoron. My point isn’t that we’ve come a long way; you know that. My point is that the book was clearly due to be updated. Nonlinear Microwave Circuits has been almost completely rewritten, mainly to update its specific technical information. The general organization of the book, with the first half presenting theory, and the second design information, is unchanged. A couple of chapters, notably Chapters 4 and 5, are essentially unchanged, for obvious reasons. Chapter 2, on device modeling, is almost twice as long as in the original edition, and I easily could have made it longer. Chapter 3, on harmonic-balance analysis, is likewise much longer. The last seven chapters, which are design oriented, are completely new. In particular, design examples have been modernized, so they show how modern circuit-analysis software can best be exploited to produce first-class components.
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Nonlinear Microwave Circuits has become Nonlinear Microwave and RF Circuits, a telling change. A large component of the evolution of highfrequency technology, since the first edition, is the importance of RF, wireless, and cellular systems. These depend strongly on heterojunction bipolar transistors, also a technology that has grown to maturity since the publication of the first edition. Similarly, power MOS devices, VHF/UHF transistors in 1988, are extremely important for power applications in the lower end of the microwave region. Finally, while in 1988 the MESFET was the only real option for microwave transistors, now we have high performance HEMT devices for both power and small-signal applications. These new technologies deserve, and have received, a place in this book. I have many people to thank for their tolerance and assistance in this project. At the top of the list is my wife of 30 years, Julie, who never once has complained about my late nights in my office. My sons, David and Benjamin, also helped enormously, if only by growing up and leaving home. The whole gang at Applied Wave Research also deserve mention and thanks for discussions that clarified many of the dirty little details of making a nonlinear circuit simulator work the way it should. Finally, I am indebted to my colleagues in the nonlinear circuits business, far too many to list, for sharing the benefits of their hard-won experience. Steve Maas Long Beach, California January 2003



Chapter 1 Introduction, Fundamental Concepts, and Definitions Before we can describe the unique properties of nonlinear microwave circuits and the analytical methods necessary to understand them quantitatively, the author and reader must be certain that they both are speaking the same language. This is no small problem, because many of the terms and concepts inherent in nonlinear circuit theory are completely foreign to linear circuits, and many engineers harbor preconceived ideas about these circuits, ideas that are often not altogether correct. Accordingly, in order to establish a common basis for the following discussions, we begin by folding a few important definitions into an heuristic introduction to microwave nonlinearity. 1.1



LINEARITY AND NONLINEARITY



All electronic circuits are nonlinear: this is a fundamental truth of electronic engineering. The linear assumption that underlies most modern circuit theory is in practice only an approximation. Some circuits, such as small-signal amplifiers, are only very weakly nonlinear, however, and are used in systems as if they were linear. In these circuits, nonlinearities are responsible for phenomena that degrade system performance and must be minimized. Other circuits, such as frequency multipliers, exploit the nonlinearities in their circuit elements; these circuits would not be possible if nonlinearities did not exist. In these, it is often desirable to maximize (in some sense) the effect of the nonlinearities, and even to minimize the effects of annoying linear phenomena. The problem of analyzing and designing such circuits is usually more complicated than for linear circuits; it is the subject of much special concern. 1
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The statement that all circuits are nonlinear is not made lightly. The nonlinearities of solid-state devices are well known, but it is not generally recognized that even passive components such as resistors, capacitors, and inductors, which are expected to be linear under virtually all conditions, are nonlinear in the extremes of their operating ranges. When large voltages or currents are applied to resistors, for example, heating changes their resistances. Capacitors, especially those made of semiconductor materials, exhibit nonlinearity, and the nonlinearity of iron- or ferrite-core inductors and transformers is legendary. Even RF connectors have been found to generate intermodulation distortion at high power levels; the distortion is caused by the nonlinear resistance of the contacts between dissimilar metals in their construction. Thus, the linear circuit concept is an idealization, and a full understanding of electronic circuits, interference, and other aspects of electromagnetic compatibility requires an understanding of nonlinearities and their effects. Linear circuits are defined as those for which the superposition principle holds. Specifically, if excitations x1 and x2 are applied separately to a circuit having responses y1 and y2, respectively, the response to the excitation ax1 + bx2 is ay1 + by2, where a and b are arbitrary constants, which may be real or complex, time-invariant or time-varying. This criterion can be applied to either circuits or systems. This definition implies that the response of a linear, time-invariant circuit or system includes only those frequencies present in the excitation waveforms. Thus, linear, time-invariant circuits do not generate new frequencies. (Time-varying circuits generate mixing products between the excitation frequencies and the frequency components of the time waveform; we’ll examine this special case later in greater detail.) As nonlinear circuits usually generate a remarkably large number of new frequency components, this criterion provides an important dividing line between linear and nonlinear circuits. Nonlinear circuits are often characterized as either strongly nonlinear or weakly nonlinear. Although these terms have no precise definitions, a good working distinction is that a weakly nonlinear circuit can be described with adequate accuracy by a Taylor series expansion of its nonlinear current/voltage (I/V), charge/voltage (Q/V), or flux/current (φ/I) characteristic around some bias current or voltage. This definition implies that the characteristic is continuous, has continuous derivatives, and, for most practical purposes, does not require more than a few terms in its Taylor series. (The excitation level, which affects the number of terms required, also must not be too high.) Additionally, we usually assume that the nonlinearities and RF drive are weak enough that the dc operating point is not perturbed. Virtually all transistors and passive components satisfy this
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definition if the excitation voltages are well within the components’ normal operating ranges; that is, well below saturation. Examples of components that do not satisfy this definition are strongly driven transistors and Schottky-barrier diodes, because of their exponential I/V characteristics; digital logic gates, which have input/output transfer characteristics that vary abruptly with input voltage; and step-recovery diodes, which have very strongly nonlinear capacitance/voltage characteristics under forward bias. If a circuit is weakly nonlinear, relatively straightforward techniques, such as power-series or Volterra-series analysis, can be used. Strongly nonlinear circuits are those that do not fit the definition of weak nonlinearity; they must be analyzed by harmonic balance or time-domain methods. These circuits are not too difficult to handle if they include only single-frequency excitation or comprise only lumped elements. The most difficult case to analyze is a strongly nonlinear circuit that includes a mix of lumped and distributed components, arbitrary impedances, and multiple excitations. Another useful concept is quasilinearity. A quasilinear circuit is one that can be treated for most purposes as a linear circuit, although it may include weak nonlinearities. The nonlinearities are weak enough that their effect on the linear part of the circuit’s response is negligible. This does not mean that the nonlinearities themselves are negligible; they may still cause other kinds of trouble. A small-signal transistor amplifier is an example of a quasilinear circuit, as is a varactor-tuned filter. Two final concepts we will employ from time to time are those of twoterminal nonlinearities and transfer nonlinearities. A two-terminal nonlinearity is a simple nonlinear resistor, capacitor, or inductor; its value is a function of one independent variable, the voltage or current at its terminals, called a control voltage or control current. A transfer nonlinearity is a nonlinear controlled source; the control voltage or current is somewhere in the circuit other than at the element’s terminals. It is possible for a circuit element to have more than one control, one of which is usually the terminal voltage or current. Thus, many nonlinear elements must be treated as combinations of transfer and two-terminal nonlinearities. An example of a transfer nonlinearity is the nonlinear controlled current source in the equivalent circuit of a field-effect transistor (FET), where the drain current is a function of the gate voltage. Real circuits and circuit elements often include both types of nonlinearities. An example of the latter is the complete FET equivalent circuit described in Section 2.5.4, including nonlinear capacitors with multiple control voltages, transconductance, and drain-to-source resistance. The need to distinguish between the two types of nonlinearities can be illustrated by an example. Consider a nonlinear resistor, Figure 1.1(a), and
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Figure 1.1



(a) Two-terminal nonlinearity; (b) transfer nonlinearity.



a nonlinear but otherwise ideal transconductance amplifier, Figure 1.1(b). Both are excited by a voltage source having some internal impedance Rs. The amplifier’s output current is a function of the excitation voltage and the nonlinear transfer function; the current can be found simply by substituting the voltage waveform into the transfer function. In the twoterminal nonlinearity, however, the excitation voltage generates current components in the nonlinear resistor at new frequencies. These components circulate in the rest of the circuit, generating voltages at those new frequencies across Rs and therefore across the nonlinear resistor. These new voltage components generate new current components, and current and voltage components at all possible frequencies are generated. 1.2



FREQUENCY GENERATION



The traditional way of showing how new frequencies are generated in nonlinear circuits is to describe the component’s I/V characteristic by a power series, and to assume that the excitation voltage has multiple frequency components. We will repeat this analysis here, as it is a good intuitive introduction to nonlinear circuits. However, our heuristic
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examination will illustrate some frequency-generating properties of nonlinear circuits that are sometimes ignored in the traditional approach, and will introduce some analytical techniques that complement others we will introduce in later chapters. Figure 1.2 shows a circuit with excitation Vs and a resulting current I. The circuit consists of a two-terminal nonlinearity, but because there is no source impedance, V = Vs, and the current can be found by substituting the source voltage waveform into the power series. Mathematically, the situation is the same as that of the transfer nonlinearity of Figure 1.1(b). The current is given by the expression I = aV + bV 2 + cV 3



(1.1)



where a, b, and c are constant, real coefficients. We assume that V s is a two-tone excitation of the form V s = v s ( t ) = V 1 cos ( ω 1 t ) + V 2 cos ( ω 2 t )



(1.2)



Substituting (1.1) into (1.2) gives, for the first term, i a ( t ) = av s ( t ) = aV 1 cos ( ω 1 t ) + aV 2 cos ( ω 2 t )



(1.3)



After doing the same with the second term, the quadratic, and applying the well-known trigonometric identities for squares and products of cosines, we obtain b i b ( t ) = bv s2 ( t ) = ---{V 12 + V 22 + V 12 cos ( 2ω 1 t ) + V 22 cos ( 2ω 2 t ) 2



(1.4) + 2V 1 V 2 [ cos ( ( ω 1 + ω 2 )t ) + cos ( ( ω 1 – ω 2 )t ) ]}



and the third term, the cubic, gives
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Figure 1.2



Two-terminal nonlinear resistor excited directly by a voltage source.



c i c ( t ) = cv s3 ( t ) = --- {V 13 cos ( 3ω 1 t ) + V 23 cos ( 3ω 1 t ) 4 + 3V 12V 2 [ cos ( ( 2ω 1 + ω 2 )t ) + cos ( ( 2ω 1 – ω 2 )t ) ] + 3V 1 V 22[ cos ( ( ω 1 + 2ω 2 )t ) + cos ( ( ω 1 – 2ω 2 )t ) ]



(1.5)



+ 3 ( V 13 + 2V 1 V 22) cos ( ω 1 t ) + 3 ( V 23 + 2V 12 V 2 ) cos ( ω 2 t )}



The total current in the nonlinear element is the sum of the current components in (1.3) through (1.5). This is the short-circuit current in the element; it consists of a remarkable number of new frequency components, each successive term in (1.1) generating more new frequencies than the previous one; if a fourth- or fifth-degree nonlinearity were included, the number of new frequencies in the current would be even greater. However, in this case, there are only two frequency components of voltage, at ω1 and ω2, because the voltage source is in parallel with the nonlinearity. If there were a resistor between the voltage source and the nonlinearity, even more voltage components would be generated via the currents in that resistor, those new voltage components would generate new current components, and the number of frequency components would be, theoretically, infinite. In order to have a tractable analysis, it then would be necessary to ignore all frequency components beyond some point; the number of components retained would depend upon the strength of the nonlinearity, the magnitude of the excitation voltage, and the desired accuracy of the result. The conceptual and analytical complexity of even apparently simple nonlinear circuits is the first lesson of this exercise. A closer examination of the generated frequencies shows that all occur at a linear combination of the two excitation frequencies; that is, at the frequencies
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(1.6)



where m, n = ..., –3, –2, –1, 0, 1, 2, 3, ... . The term ωm, n is called a mixing frequency, and the current component at that frequency (or voltage component, if there were one) is called a mixing product. The sum of the absolute values of m and n is called the order of the mixing product. For the m, n to be distinct, ω1 and ω2 must be noncommensurate; that is, they are not both harmonics of some single fundamental frequency. We will usually assume that the frequencies are noncommensurate when two or more arbitrary excitation frequencies exist. An examination of (1.3) through (1.5) shows that a kth-degree term in the power series (1.1) produces new mixing frequencies of order k or below; those mixing frequencies are kth-order combinations of the frequencies of the voltage components at the element’s terminals. This does not, however, mean that m + n < k in every nonlinear circuit. In the above example, the terminal voltage components were the excitation voltages, so only two frequencies existed. However, if the circuit of Figure 1.2 included a resistor in series with the nonlinear element, the total terminal voltage would have included not only the excitation frequencies, but higher-order mixing products as well. The nonlinear element then would have generated all possible kth-order combinations of those mixing products and the excitation frequencies. Thus, in general, a nonlinear element can generate mixing frequencies involving all possible harmonics of the excitation frequencies, even those where m + n is greater than the highest power in the power series. It does this by generating kth-order mixing products between all the frequency components of its terminal voltage. Another conclusion one may draw from (1.3) through (1.5) is that the odd-degree terms in the power series generate only odd-order mixing products, and the even-degree terms generate even-order products. This property can be exploited by balanced structures (Chapter 5). Balanced circuits combine nonlinear elements in such a way that either the even- or odd-degree terms in their power series are eliminated, so only even- or odd-order mixing frequencies are generated. These circuits are very useful in rejecting unwanted even- or odd-order mixing frequencies. The generation of apparently low-order mixing products from the highdegree terms in (1.1) is worth some examination; the terms at ω1 and ω2 in (1.5) exemplify this phenomenon. The existence of these terms implies that the fundamental current, for example, is not solely a function of the excitation voltage and the linear term in (1.1); it is dependent on all the odd-degree nonlinearities. Consequently, as V s is increased, the cubic term becomes progressively more significant, and the fundamental-frequency
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current components either rise more rapidly or level off, depending on the sign of the coefficient c. A closer inspection of these terms shows that they can be considered to have arisen from the kth-degree term as kth-order mixing products; for example, the ω1 terms in (1.5) arise as the third-order combinations ω1 = ω1 + ω1 – ω1 = ω1 + ω2 – ω2



(1.7)



The presence of the negative frequencies might be more convincing if the cosine functions were expressed in their exponential form, cos ( ωt ) = ( exp ( jωt ) + exp ( – jωt ) ) ⁄ 2 . Thus, when dealing with nonlinear circuits, one must always use a system of analysis that does not exclude the presence of negative frequencies. It is worthwhile to consider some specific examples, in order to introduce one approach to nonlinear analysis and to gain further insights into the behavior of nonlinear circuits. Figure 1.3 shows a nonlinear circuit consisting of a resistive nonlinearity and a voltage source. The I/V nonlinearity includes only odd-degree terms: V V3 V5 I = f ( V ) = --- + ------ + -----7 15 2



(1.8)



The 1Ω resistor complicates things somewhat, but the current can still be found via power-series techniques. First, we use a series reversion to find the voltage as a function of the current: V = f – 1( I ) = 2.0I – 2.286I 3 + 3.570I 5 + 3.184I 7 + …



Figure 1.3



(1.9)



A nonlinear resistor, an excitation source, and a linear series resistor.
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Figure 1.4
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Voltage and current waveforms in the circuit of Figure 1.3.



The formula for the series reversion can be found in Abramowitz [1.1, p. 16]. The voltage across the resistor is 1⋅I. Adding this to (1.9) (via Kirchoff’s voltage law), we obtain V s = 3.0I – 2.286I 3 + 3.570I 5 + 3.184I 7 + …



(1.10)



Performing the reversion again gives, for the current, I = 0.333V s + 0.02822V s3 + 0.002271V s5 – 0.001375V s7 + …



(1.11)



Equation (1.11) expresses I in terms of the known excitation, Vs. It includes only odd terms because all the circuit elements, the nonlinear and linear resistors, have only odd terms in their power series. (We can view the linear resistor as a special case of a nonlinear resistor, having a one-term power “series”.) The series in (1.11) is infinite, but it has been truncated after the seventh-degree term; the series does, in fact, include all odd harmonics, thus all odd-order mixing products. To illustrate this point,
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we assume that Vs = vs(t) = 1 + 2 cos(ωt); vs(t) and the resulting i(t) waveform are shown in Figure 1.4, where the presence of harmonics in the current waveform is evident from its obviously nonsinusoidal shape. The actual harmonics could be found by substituting the expression vs(t) = 1 + 2 cos(ωt) into (1.11) and by applying the same algebra as in (1.1) through (1.5). It is also evident at a glance that the dc component of the current is much greater than 0.364A, the current that would be generated by the dc source alone if the ac source were zero. One must not forget that one of the low-order mixing frequencies generated by highdegree nonlinearities is a dc component; thus, the excitation of a nonlinear circuit may offset its dc operating point.



Figure 1.5



(a) I/V characteristic of the ideal square-law device; (b) I/V characteristic of a real “square-law” device.
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As a second example, consider again the circuit of Figure 1.3 with f ( V ) = aV 2



(1.12)



where a is a constant, as shown in Figure 1.5. Equation (1.12) describes an ideal square-law device. This is a strange situation at the outset, for two reasons: first, the series reversion cannot be applied to (1.12); second, because the squared term generates only even-order mixing products, and the excitation frequency is a first- (i.e., odd-) order mixing product, no excitation-frequency current is possible! It is possible that a true squarelaw device could be made; however, it would be unstable, because its incremental resistance at some bias voltage V0, df(V) / dV, V = V0, would be negative when V 0 < 0. Practical two-terminal “square-law” elements employ solid-state devices and have I/V characteristics like that shown in Figure 1.5(b); the current follows a square law when V > 0 but is zero when V < 0. This characteristic still presents some analytical problems, because its I/V characteristic has a discontinuous derivative at V = 0. The device could, in concept, be operated in such a way that the voltage is always greater than zero, by biasing it at a value V0 great enough that no negative excitation peaks can drive the terminal voltage to zero. Its power series then becomes f ( v + V 0 ) = a ( v + V 0 ) 2 = a ( V 02 + 2V 0 v + v 2)



(1.13)



where a, again, is a constant, and v is the voltage deviation from the bias point. Equation (1.13) includes the linear term 2V 0v. Thus, it is rarely possible, in practice, to obtain a true square-law device, or, for that matter, a device having only even-degree terms in its power series; practical devices invariably have at least one odd-order term in their power series. This generalization applies to many devices that are often claimed to be square-law devices, such as FETs. Now that the pure square-law device has been ignominiously unmasked and shown to be a banal multiterm nonlinearity in disguise, it is interesting to see what happens to the circuit of Figure 1.3 when the nonlinearity includes even-degree terms, plus one odd-degree term, the linear one. By choosing the coefficients carefully, one can define the characteristic over any arbitrary range without generating negative resistances. We assume that I = f ( V ) = V + 2V 2 + 3V 3



(1.14)
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After series reversion, and including the 1Ω resistor, we have V s = 2I – 2I 2 + 8I 3 – 43I 4 + 260I 5 + …



(1.15)



which has all powers of I. Repeating the reversion again to obtain an expression for I in terms of Vs clearly results in a series having all powers of V s. Thus, even though the original series contained only one odd-degree term (the linear one), the current contains mixing frequencies of all orders, even and odd, including those orders greater than four, the degree of the original power series. In summary, the I/V characteristic of a nonlinear circuit or circuit element often can be characterized by a power series. The kth-degree term in the series generates kth-order mixing products of the frequencies in its control voltage or current. Some of these may coincide with lower-order frequencies. Mixing products may also coincide with higher-order frequencies; these are generated as kth-order mixing products between other mixing products. Thus, in general a nonlinear circuit having both even- and odd-degree nonlinearities in its power series generates all possible mixing frequencies, regardless of the maximum degree of its nonlinearities. A special case of the nonlinear circuit having two-tone excitation occurs where one tone is relatively large, and the other is vanishingly small. This situation is encountered in microwave mixers, where the large tone is the local oscillator (LO), and the small one is the RF excitation. Because the RF excitation is very small, its harmonics are negligibly small, and we can assume that only its fundamental-frequency component exists. The resulting frequencies are ω = ω R F + nω L O



(1.16)



which can also be expressed by our preferred notation, ω n = ω 0 + nω L O



(1.17)



where n = ..., –3, –2, –1, 0, 1, 2, 3, ... and ω0 = |ωRF – ωLO| is the mixing frequency closest to dc; in a mixer, ω0 is often the intermediate frequency (IF), the output frequency. In (1.16) and (1.17) the mixing frequencies are above and below each LO harmonic, separated by ω0. If the total small-signal voltage v(t) is much smaller than the LO voltage VL(t), the circuit can be assumed to be linear in the RF voltage. The
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total large-signal and small-signal current I(t) in the nonlinearity of (1.1) is given by I ( t ) = a ( v ( t ) + VL ( t ) ) + b ( v ( t ) + VL ( t ) ) 2 + c ( v ( t ) + VL ( t ) ) 3



(1.18)



Separating the small-signal part of (1.18), and assuming that v2(t) > 10–9 sec, and in fact 10–8 sec would not be too great. The ideal pulse length is one-half period at the output frequency; thus Tt = 1.25⋅10–10 sec. The diode’s transition time must be considerably shorter than this, no more than approximately 70 to 100 ps. Estimating the optimum value of reverse capacitance Cd is a controversial
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subject among multiplier designers; this controversy is not unexpected, because the criteria for selecting Cd are mostly empirical. The range of suggested values for the diode’s reactance, under reverse bias, varies from 10 or 20 ohms at the output frequency to more than double this value; the best choice is probably an intermediate value that gives a reasonable input impedance without making V p too great. From (7.26) and (7.27) we see that the input impedance is proportional to ω1L, a reactance that must resonate with Cd; increasing Cd decreases L and thus reduces input impedance. We begin by choosing Cd = 1.0 pF and ς = 0.5, a good compromise between pulse length (low ς) and stability (high ς); from (7.15) and (7.16) we have L = 1.19 nH and R L = 35Ω. We find the input admittance from (7.26) and (7.27) and convert to impedance; the result is Z in(ω1) = 4.2 + j6.0, a low but reasonable value. Equation (7.21) can be used to find the peak impulse voltage Vp; V p must be kept below the diode’s reverse breakdown voltage. If the multiplier had 100% efficiency, (7.21) would be directly applicable and could be solved for Vp. However, we expect loss on the order of at least 6 dB; most of this loss is caused by inefficiencies in converting the pulse energy to output power. Accordingly, it would be more realistic, from a design standpoint, to use input power instead of output power in determining Vp. Therefore, to be conservative, we use 80 mW instead of 20 mW in (7.21). This gives Vp = 6.7V, considerably below the breakdown voltage of virtually all practical SRDs. Figure 7.10(a) shows the idealized circuit. The resistive part of the diode is modeled by a conventional Schottky junction; capacitance is a combination of a diffusion capacitance and a linear component representing Cd. A dc bias source is included; dc bias is not necessary, but by controlling the turn-on voltage of the diode, it helps adjust the optimum power level. Figure 7.10(b) shows the unfiltered output-voltage waveform at an input power level of 23 dBm, which produces an output level of 13.5 dBm at the fourth harmonic. The dc bias is –0.4 V. The pulse width is approximately 0.15 ns, a little wider than intended. No attempt has been made to optimize the inductance or the terminations. Designing the input matching circuit may be difficult because of the low input impedance; for this reason, a multistage matching network is usually necessary. A low-pass structure consisting of series inductors and parallel capacitors has the required short-circuit output impedance at harmonics of ω1. To prevent instability, the matching and bias circuits must have no spurious resonances; all capacitors must have series resonant frequencies well above the input frequency, including those in the bias circuit. Because of the matching circuit’s low output impedance, the
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(b) Figure 7.10



(a) Ideal SRD pulse generator and (b) waveforms.



currents in the matching elements are relatively great; these elements must be high-Q parts, or the loss in the matching circuit may be excessive. There are many ways to design a load network, and in general the simplest designs are best. A lumped-element series resonator is usually not realizable at 4 GHz, so a distributed equivalent network must be used. One possibility is to connect the diode directly to a filter that has the desired out-of-band characteristics; another is to couple it loosely through a capacitor to a narrowband filter. It is wise to design this circuit to provide the impedance transformation between the standard 50Ω coaxial load impedance and RL. Experienced designers of SRD multipliers report that
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The SRD frequency multiplier designed in the example.



some types of resonant networks give better efficiency and stability than others, for reasons that are not always clear. For example, Hamilton and Hall recommend a resonant transmission-line section; this structure, however, can introduce instability if the line impedance is low. Other possibilities are a quarter-wave coupled-line section or a weak capacitive coupling to a quarter-wave coaxial resonator. Simple resonant structures often have inadequate Q to reject the harmonics closest to the output frequency; in this case the multiplier should be followed by a filter. If the output circuit has been designed to match RL to 50Ω, the multiplier can be tested easily without this filter in place, and the filter can be tested without the multiplier; this practice significantly eases the testing of both components. The circuit of the multiplier is shown in Figure 7.11. 7.2.3



Harmonic-Balance Simulation of SRD Multipliers



The SRD is fundamentally a diffusion-capacitance device (Section 2.4.7). Such devices are notorious for causing convergence difficulty in harmonicbalance analysis, partly because of their strong capacitive nonlinearity, and partly because they may be unstable. Less obvious is the fact that diffusion and transit time devices can have a Jacobian that is poorly conditioned. We have noted that varactor multipliers are highly sensitive to parameter variations, a property that makes them less “designable” than other types of multipliers. SRD multipliers are no better in this regard; if anything, they are worse. Harmonic-balance analysis of SRD multipliers designed for high-order operation is especially difficult. The number of harmonics required in the



382



Nonlinear Microwave and RF Circuits



analysis is several times the highest harmonic; if, for example, we design a tenth harmonic multiplier, accurate reproduction of the impulse may require 30 or more harmonics. The results also become quite sensitive to the diode model and to small losses at all the harmonics. Time-domain (SPICE) analysis of the impulse-generator circuit of Figure 7.6 is often successful [7.5]; however, extending time-domain analysis to the complete harmonic generator would be complicated by the need to model distributed circuits. 7.3



RESISTIVE DIODE FREQUENCY MULTIPLIERS



Resistive diode (i.e., Schottky-barrier diode) frequency multipliers have not been employed widely in microwave systems. The reason for their disuse is that they are significantly less efficient than varactor multipliers, and are limited in output power. Furthermore, their efficiency decreases rapidly as harmonic number increases, so resistive diode multipliers are rarely practical for generating harmonics greater than the second. Resistive multipliers, however, have good stability and are capable of wide bandwidths; as such, they complement varactor multipliers nicely, and may be an attractive option in the design of a microwave system. We saw that reactive multipliers are theoretically capable of achieving 100% efficiency, although, in practice, their efficiency varies approximately as 1/n. Resistive multipliers are theoretically capable of efficiency no better than 1/n 2 [7.6]; this is obviously much worse. If AM noise is not a concern, the multiplier’s output can be amplified by a FET or HBT amplifier. 7.3.1



Approximate Analysis and Design of Resistive Doublers



Figure 7.12 shows a canonical representation of a resistive multiplier. The diode symbol represents an ideal resistive diode, a Schottky device having no junction capacitance. (We shall see later that the junction capacitance is frequently insignificant in these multipliers.) The series resistance R s is shown separately from the diode. Ri is the source impedance at f1, and RL is the load impedance at 2 f1. The blocks marked f1 and 2f1 are ideal parallelresonant filters; that is, they have infinite impedance at frequencies f1 and 2f 1, respectively, and zero impedance at all other frequencies. Because of the properties of these resonators, voltage components at only these two frequencies exist across the diode-Rs combination, and only fundamentalfrequency and second-harmonic currents circulate in the input and output loops, respectively. V1 is the magnitude (peak value) of the fundamental
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component of the diode junction voltage Vj (t), and V2 is the magnitude of the second-harmonic voltage across RL. Similarly, I1 and I2 are the peak values of the fundamental and second-harmonic components of the diode junction current Ij (t). The source voltage Vs(t) is a sinusoid at frequency f1; dc bias may also exist. One can understand the operation of the multiplier by first imagining that the diode is short-circuited at all harmonics except the fundamental, a condition that can be established by letting RL = 0, and that the diode is pumped to a high peak current (≥ 25 mA) by Vs (t). Under these conditions the current waveform, shown in Figure 7.13, is a series of pulses, in phase with the positive excursion of Vs(t) and shaped much like half-cosine pulses. The duty cycle of the pulses is close to 50%. We assume that the current waveform is adequately approximated as a series of half-cosine pulses and, from Fourier analysis, find that the fundamental current component, I1, is I 1 = 0.5I m a x



(7.28)



where Imax is the peak junction current. Similarly, we find the secondharmonic current component, I2, to be 2 I 2 = ------ I m a x ≈ 0.2I m a x 3π



(7.29)



It is also worth noting that the dc component of the junction current, Idc, is 1 I dc = --- I m a x π



(7.30)



Ij(t)



Figure 7.12



Circuit of a resistive frequency doubler. f1 and 2f1 are ideal parallel LC resonators tuned to the fundamental frequency and its second harmonic, respectively.
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Because of the source resistance, the junction voltage Vj (t) has more harmonic components than just the first and second. In the time domain Vj(t) is a clipped sinusoid; if Rs 1 , although this situation rarely occurs in practical devices. The determinant of the S matrix is ∆ S = S 1, 1 S 2, 2 – S 2, 1 S 2, 2 and the stability factor K is



(8.1)
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(8.2)



It is interesting to note that an amplifier having lossless input and output matching circuits has the same value of K as the transistor it uses; that is, K is invariant with lossless, passive matching. If the device is conditionally stable, we need to know the input and output terminations that can cause oscillation, the source and load reflection coefficients for which Γ in > 1.0



(8.3)



Γ ou t > 1.0



(8.4)



and



where Γ in and Γ ou t are the respective input and output reflection coefficients of the device. These are given by the following relations: S 2, 1 S 1, 2 Γ L Γ in = S 1, 1 + --------------------------1 – S 2, 2 Γ L



(8.5)



S 2, 1 S 1, 2 Γ s Γ ou t = S 2, 2 + -------------------------1 – S 1, 1 Γ s



(8.6)



The solutions of (8.3) and (8.4) are regions in the plane of the load and source reflection coefficients, respectively, and can be plotted conveniently on a Smith chart. The borders of the regions are circles; the values of ΓL that border the stability region defined by (8.3) and (8.5) is called the output stability circle. Its center CL is ( S 2, 2 – ∆ S S 1*, 1 ) * C L = -----------------------------------------S 2, 2 2 – ∆ S 2 and its radius rL is



(8.7)
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S 1, 2 S 2, 1 r L = ---------------------------------S 2, 2 2 – ∆ S 2



(8.8)



Similarly, the input stability circle defines the boundaries of the region in which Γ s satisfies (8.4). Its center and radius, Cs and rs, respectively, are ( S 1, 1 – ∆ S S 2*, 2) * C s = -----------------------------------------S 1, 1 2 – ∆ S 2



(8.9)



and S 1, 2 S 2, 1 r s = ---------------------------------S 1, 1 2 – ∆ S 2



(8.10)



Equations (8.7) through (8.10) identify the boundaries of the stability regions, but they do not indicate whether the region that insures stability is inside or outside the stability circle. The stable region is determined easily from the following considerations: if S 1, 1 < 1.0 , the point Γ L = 0 , the center of the Smith chart, must be in the stable region; similarly, if S 2, 2 < 1.0 , the point Γ s = 0 in the input plane must be within the stable region. In practical devices that do not employ external feedback, the outside of the circle is usually the stable region. 8.1.2



Amplifier Design



Designing a small-signal amplifier involves selecting the appropriate source and load impedances (or reflection coefficients) and designing the input and output matching circuits to present those impedances to the device. If the device is unconditionally stable and maximum gain is desired, the process of determining source and load reflection coefficients is straightforward. The reflection coefficients that provide a simultaneous conjugate match, Γ s, m and Γ L, m are B 1 ± ( B 12 – 4 C 1 2 ) 1 / 2 Γ s, m = -----------------------------------------------------2C 1 and



(8.11)
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B 2 ± ( B 22 – 4 C 2 2 ) 1 / 2 Γ L, m = -----------------------------------------------------2C 2



(8.12)



where B 1 = 1 + S 1, 1



2



– S 2, 2



2



– ∆S



2



(8.13)



B 2 = 1 + S 2, 2



2



– S 1, 1



2



– ∆S



2



(8.14)



C 1 = S 1, 1 – ∆S S 2*, 2



(8.15)



C 2 = S 2, 2 – ∆S S 1*, 1



(8.16)



and



Under SCM conditions, the transducer gain equals the maximum available gain; it is S 2, 1 G t = MAG = --------- [ K – ( K2 – 1 )1 / 2 ] S 1, 2



(8.17)



If the device is conditionally stable, or if it is unconditionally stable but the desired gain is less than the maximum available gain, the source and load reflection coefficients that give the desired gain are not unique. If the source reflection coefficient is specified, the locus of load reflection coefficients providing a particular value of gain is a circle in the reflection coefficient (Smith chart) plane; conversely, if the load is specified, the source reflection coefficients lie on a circle. Although the desired gain can often be achieved without a conjugate match at either the input or output, it is usually wise to match at least one port; having one port well matched allows stages to be cascaded easily and with minimal gain variation over the amplifier’s passband. An amplifier having one conjugate-matched port can be designed according to its available gain, Ga, or power gain, Gp . These quantities are
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1 – ΓL 2 1 G p = ----------------------2- S 2, 1 2 --------------------------------2 1 – S 2, 2 Γ L 1 – Γ in



(8.18)



1 – Γs 2 1 G a = -------------------------------- S 2, 1 2 -------------------------2 1 – Γ ou t 2 1 – S 1, 1 Γ s



(8.19)



and



where Γ in and Γ ou t are given by (8.5) and (8.6). From (8.18) we can see that Gp is independent of Γs ; therefore, designing an amplifier to have a specific value of power gain requires only selecting Γ L . However, the quantity that we loosely call gain is in fact transducer gain, Gt , which is 1 – Γs 2 1 – ΓL 2 G t = -------------------------------2- S 2, 1 2 --------------------------------21 – S 1, 1 Γ s 1 – Γ ou t Γ L



(8.20)



If the input is conjugate-matched, the power delivered to the network equals the power available from the source, and from (8.8) and (8.20) Gt = Gp. Similarly, (8.19) indicates that the available gain is independent of Γ L ; achieving the desired value of Ga requires only selecting Γ s . If the output is matched, the power delivered to the load equals the power available from the network, and Gt = Ga . Thus, one can achieve a specified value of Gt by designing the amplifier to have Gp or Ga equal to the desired value of Gt and then conjugate-matching the input or output, respectively. The design procedure is as follows: 1. Select the desired transducer gain Gt. 2. Decide which port is to be matched. 3. If the input is to be matched, select Γ L to achieve Gp = Gt; then find * from (8.5). Γ s = Γ in 4. If the output is to be matched, select Γ s to achieve Ga = Gt; then find * from (8.6). ΓL = Γout The remaining problem is to find the values of ΓL that provide the specified Gp or the values of Γs that provide the specified Ga; these quantities lie on circles in the load or source planes, respectively. The
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center and radius of the ΓL circle, called the power gain circle, are respectively g p ( S 2, 2 – ∆ S S 1*, 1 ) * C p = ------------------------------------------------------1 + g p ( S 2, 2 2 – ∆ S 2 )



(8.21)



( 1 – 2K g p S 2, 1 S 1, 2 + g p2 S 2, 1 S 1, 2 2 ) 1 / 2 r p = ---------------------------------------------------------------------------------------------------1 + g p ( S 2, 2 2 – ∆ S 2 )



(8.22)



and



where K is given by (8.2) and gp = Gp / |S2, 1|2. The loci of Γs that provide constant available gain are also circles, and their centers and radii are given by the similar relations, g a ( S 1, 1 – ∆ S S 2*, 2) * C a = ------------------------------------------------------1 + g a ( S 1, 1 2 – ∆ S 2 )



(8.23)



( 1 – 2K ga S 2, 1 S 1, 2 + g a2 S 2, 1 S 1, 2 2 ) 1 / 2 r a = ---------------------------------------------------------------------------------------------------1 + g a ( S 1, 1 2 – ∆ S 2 )



(8.24)



and



where ga = Ga / |S2, 1|2. Comparing (8.23) and (8.9), we see that the centers of the input stability circle and available-gain circle lie on the same line; similarly, the centers of the output stability circle and power-gain circle lie on the same line. Moreover, although it is not obvious from the equations, the circles intersect at the edge of the reflection-coefficient plane. 8.1.2.1



Example: Gain and Stability Circles



A FET has the following S parameters at 10 GHz:



S =



0.8 ∠– 85° 0.10 ∠45° 1.7 ∠125° 0.65 ∠– 70 °
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Figure 8.3
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Stability and gain circles of the FET in the example: (a) input plane; (b) output plane.



We wish to find the input and output stability circles and gain circles that represent Gp and Ga values of 10 dB. We first use (8.2) to find K, and calculate ∆S from (8.1). We find that K = 0.271 and ∆ S = 0.391 ∠– 140° so the device is conditionally stable. If the device were unconditionally stable there would be no need to find the stability circles. Equations (8.7) and (8.8) provide the output stability circle; its center and radius are 1.32 ∠ 83° and 0.634, respectively. Similarly, (8.9) and (8.10) give the center and radius of the input stability circle; these are, respectively, 1.45 ∠ 92° and 0.350. We now calculate the gain circles. First we find gp = ga = 3.16/1.72 = 1.093. Then, using the K and ∆S found earlier, (8.21) and (8.22) provide the power-gain circle; its center and radius are 0.636 ∠ 83° and 0.526, respectively. Similarly, we use (8.23) and (8.24) to find the available-gain circle’s center and radius, 0.718 ∠ 92° and 0.378, respectively. These circles are plotted on a Smith chart in Figure 8.3. We have now identified a range of values of Γs or ΓL that provide a specified value of transducer gain; however, we still have no clear rationale for selecting any particular value. Clearly, it is wise to pick a value that is not too close to the stability circle, or a small source or load mismatch may cause oscillation. A consideration in the design of a low-noise amplifier is that Γs should be as close as possible to the value that optimizes noise figure; thus, one would pick Γs to optimize noise figure and would choose ΓL = Γout* to match the output. A third criterion (the one we all have been waiting for!) is to pick Γs or ΓL to optimize linearity, perhaps within constraints on gain and noise figure. The latter half of this chapter is devoted to an examination of that criterion.
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Because the transistor was treated as a general two-port described by S parameters, the design process described in Section 8.1.2 is valid for all types of devices, bipolar as well as FET. Bipolar devices, BJTs and HBTs, are distinctly different, however, and require some special considerations. We describe some of these in this section. 8.1.3.1



Bias



Bipolar transistors are exponential devices: the collector current is an exponential function of base-to-emitter voltage. This characteristic makes it difficult to provide stable bias from a base-to-emitter voltage source. Furthermore, because the current gain is a strong function of temperature, even a dc base-current source provides inadequate stability. Methods for providing stable dc bias to a bipolar transistor are well known and are standard textbook material. Unfortunately, the methods that provide the best dc stability require an emitter resistor and bypass capacitor. At high frequencies, a bypass capacitor’s parasitics may prevent it from working adequately. Methods that do not require an emitter resistor have been developed, but they are not as stable as those that do. Other methods involve active bias, and the use of a current mirror. Reference [8.1] describes a number of such methods. 8.1.3.2



Gain Characteristics



FET devices have relatively low transconductance and low gate-to-source capacitance, while bipolars have high transconductance but high base-toemitter capacitance. As such, high low-frequency gain (often greater than the in-band gain) is much more likely to occur in bipolar devices than in FETs. Designers of bipolar amplifiers must select matching circuits that suppress low-frequency gain; for example, by using a high-pass circuit structure. 8.1.3.3



Impedances



High-frequency FETs have a high input Q. The input is well approximated by a series RC circuit, which has a large capacitive reactance compared to its resistance, even in the microwave range. In bipolars, however, the large input capacitance short circuits the base-emitter resistance at high frequencies, so the input impedance consists largely of the base resistance.
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As a result, the bipolar’s input, in common-emitter configuration, is much easier to match over a broad bandwidth. The output impedance of a BJT or HBT, lacking feedback, would be virtually infinite. Feedback from the base-to-collector capacitance, however, decreases the output impedance dramatically and makes the output impedance much more sensitive to source impedance than in FETs. Because of the bipolar’s high transconductance, its input capacitance, at low frequencies, often consists largely of Miller-effect capacitance. Since the transconductance depends on bias, the input impedance also becomes bias-sensitive. It also can be difficult to model, as it is sensitive to the base-to-collector capacitance, which in turn is quite small and difficult to measure. 8.1.3.4



Distortion



Levels of intermodulation distortion in high-frequency bipolar devices are generally lower than in FETs. HBTs, in particular, often exhibit dramatically lower distortion at signal levels well below the 1-dB compression point. The reason for this characteristic is discussed in detail in Section 8.2.2. 8.1.3.5



Noise Matching



The noise figure of most bipolar transistors is considerably less sensitive to source impedance than in FETs. The noise figures of small-signal bipolars are generally considerably higher than GaAs MESFETs and HEMTs. In both bipolars and FETs, the source impedance that provides optimum noise figure at low frequencies is higher than the input impedance. As frequency increases, the source impedance decreases; it approaches a conjugate match at the high end of the device’s useful frequency range. 8.1.4



Broadband Amplifiers



Section 8.1.2 described the design of amplifiers for a single “spot” frequency. Practical amplifiers must cover a prescribed bandwidth, which, in some cases, may be quite broad. Our design method must address this requirement. The single-frequency design is usually adequate for amplifier bandwidths up to perhaps 10%. The simplest approach is to design the amplifier for a single frequency, the band center, and use computer analysis to optimize the circuit. For broader bandwidths, however, a new methodology is needed. One simple approach is to make Γs the source impedance for optimum noise figure. This defines the output impedance of
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* matches the output, but unfortunately the device, Γout. Selecting ΓL = Γout results in a sloped passband. Thus, it is necessary, in a broadband amplifier, to mismatch the output to achieve flat gain. The equations in Section 8.1.2 can be used to obtain ΓL values, over the passband, which provide flat gain. This is easiest to do, however, with a computer circuit-analysis program. Once the values of Γs and ΓL are determined, matching networks can be synthesized, preferably with the aid of a network-synthesis program. If Γs or ΓL are difficult to synthesize, the resulting networks may not provide the desired performance. In this case numerical optimization on the computer may be necessary.



8.1.5



Negative-Image Modeling



The design of broadband amplifiers can become difficult when it involves competing trade-offs between gain, distortion, and noise. An elegant method for resolving those conflicts is called negative-image modeling [8.2]. The method is as follows: 1. Create a circuit with “negative-image” source and load networks as shown in Figure 8.4(a); –Cs and –CL are negative capacitances. 2. Use an appropriate topology for the input and output networks. For best results, they should mirror the structure of the device’s equivalent circuit at its respective ports. 3. Optimize the circuit by means of a circuit-analysis program. Use whatever criteria or trade-offs are appropriate. Because of the negative capacitances, the optimization will be surprisingly easy. 4. When satisfactory performance has been achieved, synthesize inputand output-matching networks using the positive versions of the negative-image networks as loads; see Figure 8.4(b). 5. Replace the negative-image circuits with the matching circuits. 6. Do any necessary final optimization. Why does the method work? If the matching circuits synthesized in Figure 8.4(b) provide a conjugate match to their respective positive-load networks, their output impedances must be equivalent to the negativeimage networks. Thus, they provide the same Γs and ΓL that the negativeimage networks provided to the FET. Of course, the synthesized networks
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Figure 8.4
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Negative-image matching: (a) a FET with negative-image networks; (b) synthesis of equivalent real matching circuits.



may not provide a perfect match to the positive loads, but we expect that they are a good approximation. Some final optimization still may be necessary. 8.1.5.1



Example: Design with Negative-Image Modeling



As a simple example, we use negative-image modeling to design a 7- to 11GHz amplifier having 10-dB gain. For the example, we use lumpedelement matching circuits and do not design a complete, distributed matching circuit. These conditions are, of course, impractical, but they serve to illustrate the method without introducing additional complications. Figure 8.5(a) shows the amplifier using negative-image matching. The port impedances and capacitor values are adjusted to achieve flat, 10-dB gain over the prescribed band. A simple synthesis program was used to create matching circuits for the positive-image networks, as illustrated in
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Figure 8.4(b), and these were attached to the amplifier, as shown in Figure 8.5(b). Figure 8.6 shows the gain of the amplifier with negative image matching and with the synthesized matching circuits. Without any further optimization, the final circuit’s gain is within 1 dB of the negative-image circuit’s gain. Optimization can be used to fine-tune the gain, if desired. 8.2



NONLINEAR ANALYSIS



Nonlinear analysis of a small-signal amplifier requires the use of the lumped-element equivalent circuit of Figure 8.2, along with appropriate source and load networks. When the excitation is weak, Volterra methods are the logical means to evaluate such small-signal nonlinear effects such as harmonics, intermodulation, or AM-to-PM conversion. Because the
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(a) Negative-image matching networks connected to a FET; (b) the negative-image networks replaced by equivalent matching circuits having real, positive-valued elements.
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circuit includes feedback elements and reactive nonlinearities, power-series analysis cannot be used. For Volterra-series analysis, each significant nonlinear element must be characterized by a power series in terms of its small-signal control voltage. 8.2.1



Nonlinearities in FETs



The equivalent circuit in Figure 8.2 shows four nonlinear elements: the gate-to-drain capacitance, Cgd , the gate-to-source capacitance, Cgs, the controlled current source, id, and the drain-to-source conductance, gds. When used in a small-signal amplifier, a FET is always operated well into
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its saturation region; the description of the GaAs MESFET’s large-signal model in Section 2.5.4 showed that in current saturation Cgs depends only weakly upon vd, and Cgd depends so weakly upon vg and vd that it often can be treated as a linear element. Thus, Cgs is shown in Figure 8.2 as a function of vg only. If Cgd is treated as a nonlinear element, it is a function of only the voltage vf across it.2 The nonlinearities of the capacitances usually do not dominate in the establishment of the small-signal nonlinear performance of the circuit; the dominant element is usually id (vg) or, occasionally, gds (vd ). Therefore, we can take some reasonable liberties with the nonlinear characterization of these less significant elements. In particular, since C gs is a relatively minor contributor to intermodulation distortion, it usually can be treated as a linear element. Similarly, in small-signal amplifiers where the FET remains in current saturation, Cgd also can be treated as a linear element. When the C/V or Q/V characteristic of an element has been determined, the incremental power-series representation can be found. These approximations should be treated with caution. As with all nonlinear capacitances, the significance of the nonlinearities in Cgs depends on frequency, bias, and source and load impedance. At low frequencies, the capacitive reactance is high, so it generates little linear or distortion current, regardless of dc bias. As frequency increases, it is possible to find combinations of frequency and bias where the capacitive nonlinearity causes surprisingly high distortion [8.3]. The controlled current source id and the gate/drain conductance gds represent the FET’s channel current, a single nonlinearity that has two control voltages, vg and vd . Equation (2.10) gives a Taylor-series characterization of a multiply controlled nonlinearity; we can identify v1 in (2.10) as vg , v2 as vd, and the FET’s dc I/V characteristic Id (Vg , Vd ) as f. As in Chapter 2, we let capital letters represent large-signal voltages and currents, while lower-case letters represent incremental ones. If we ignore the cross terms in (2.10) (i.e., those that include the product term v1v2 ), we can treat the nonlinearity as two nonlinear elements in parallel, one depending upon vg and the other on vd . The equation can then be split into two parts, one representing the dependence on v1 and the other representing the dependence on v2. After substituting and rearranging (2.10), we obtain



2. As before, we view the capacitances in a division-by-capacitance sense (Section 2.5.7), although the assumptions are largely valid for division-by-charge modeling as well.
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1 ∂ Id 2 1 ∂ Id 3 i = v g + --v + --v ∂Vg 2 ∂ V g2 g 6 ∂ V g3 g ∂ Id



+



2



3



(8.25)



1 ∂ Id 2 1 ∂ Id 3 v d + --v + --v ∂ Vd 2 ∂ V d2 d 6 ∂ V d3 d ∂ Id



where the derivatives are evaluated at the dc bias points Vg 0 and Vd 0 . The terms in (8.25) that contain vg represent a nonlinear controlled current source, and the ones that contain vd represent a nonlinear conductance. The former is, of course, the current source id(vg) in Figure 8.2, and the latter is gds(vd ). An unfortunate complication of this neat situation is that the drain conductance gds(vd ) often depends upon frequency, and the value of gds obtained from dc I/V measurements is usually much lower than the value measured at high frequencies. For this reason, it is best to determine gds(vd ) by extraction from measured S or Y parameters. It is important to remember that the Volterra-series analysis requires a series expansion of this element’s incremental I/V characteristic, not of its G/V characteristic; see Section 2.2.6. Figure 8.7 shows an example of the measured Taylor-series coefficients of the gate I/V characteristic of a conventional MESFET, as a function of the gate bias voltage. The coefficients are largest near pinch-off, simply because the current changes most rapidly near that voltage. This implies that the distortion is worst near pinch-off as well. It is worth noting that the third derivative has a zero near Vg = –0.95V, so we might expect the thirdorder distortion to be very low at this bias voltage. Unfortunately, this is not the case, because (1) the second derivative is maximum at this point, so the contribution of second-order mixing to third-order distortion is relatively great, and (2) the large variation in the third derivative near the zero implies that the contribution to the 2ω2 – ω1 product from higherorder terms (Section 4.1.1) could be relatively large as well. However, the more gradual decrease in the magnitude of the third derivative as V g → 0 does indeed imply that third-order distortion decreases in that region. The simplifications described in this section allow modeling of thirdorder intermodulation distortion intercept points to an accuracy of 1 to 2 dB in modern MESFETs, JFETs, and MOSFETs fabricated in mature technologies. In more advanced technologies, such as short-gate-length pHEMTs and MOSFETs, nonlinearities that were insignificant in mature
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The measured derivatives of the gate I/V characteristic of a conventional GaAs MESFET. The nth derivative curve is labeled Dn.



MESFETs may be more important. It may be necessary to examine the device characteristics carefully to determine what must be modeled most accurately. HEMT devices, in particular, have greater gds than MESFETs, and stronger id nonlinearity. Additionally, it may be necessary to model the cross terms in the Taylor series, which have been neglected in (8.25). Reference [8.4] gives some valuable insight into these matters. 8.2.2



Nonlinearities in Bipolar Devices



Bipolar devices have extremely strong, exponential nonlinearities, yet they have relatively low levels of distortion. Two reasons explain this paradox. The first is in the way that the transistor’s distortion levels vary with dc bias current. From (2.102), the collector current in a bipolar device, Ic, is qV bc qV be qV b e I c = I s  exp  ------------- – exp  -------------  ≈ I s exp  -------------   η f KT  ηr KT    η f KT 



(8.26)
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We saw in Section 4.1.3 that a FET’s output third-order IM intercept point, IP3, is given by  2 a 13  IP 3 = 10 log  --- ----- R L + 30  3 a3 



(8.27)



where a1 and a3 are the first- and third-degree Taylor-series coefficients of the I/V characteristic and IP3 is in dBm. Because of the similarity in the equivalent circuits, this expression is at least qualitatively valid for bipolar devices. Differentiating (8.26), we have a 13 ----- = 6I c2 a3



(8.28)



IP 3 = 10 log ( 4I c2 R L ) + 30



(8.29)



so



We see that the intercept point increases dramatically with collector current. A high intercept point can be achieved simply by using a high collector current. The second reason is a cancellation phenomenon between the components of collector current generated by the resistive and reactive parts of the junction. As a result, there is an optimum capacitive nonlinearity, which is that of a classical diffusion capacitance (2.105). This is a surprising result, as it is impossible for the current in a reactance and a resistance to cancel; however, it is possible for the collector current generated by those nonlinearities to cancel. A full derivation of the cancellation phenomenon can be found in [8.5]. The dominant capacitances in a bipolar device are (1) charge stored in the depletion regions around the base-to-emitter and base-to-collector junctions, and (2) diffusion charge stored in the base. The depletion capacitances are well described by the textbook pn junction capacitance expression, (2.59), and the diffusion capacitance by (2.105). The base-toemitter capacitance nonlinearity is quite strong; the diffusion component is, in theory, an exponential function of voltage. In reality, the capacitive nonlinearity is much weaker than (2.105) implies, in part because it is valid only at frequencies well below 1/τf, and because its nonlinearity is diluted somewhat by the depletion capacitance. The nonlinearity of the base-to-
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collector capacitance is significant in bipolars, as well; it can be described accurately by (2.59). 8.2.3



Nonlinear Phenomena in Small-Signal Amplifiers



The nonlinear phenomena of greatest concern in amplifiers are AM-to-PM conversion, harmonic generation, intermodulation distortion, and saturation. These phenomena can be analyzed by either Volterra techniques or harmonic-balance analysis. For saturation calculations beyond the 1-dB compression point, harmonic-balance analysis is probably preferable to Volterra-series analysis, because the harmonic-balance approach can include the effects of strong nonlinearities in the device model. These effects are often the dominant ones in establishing saturation characteristics, and are generally not modeled by the Volterra series. Nevertheless, in situations where gain compression effects are dominated by weak nonlinearities, especially a FET’s nonlinear transconductance, Volterra-series analysis is an acceptable analytical method. As in Section 8.1, we view the amplifier as a “black box” (Figure 8.8) having linear and nonlinear transfer functions. The excitation is the signal vs(t), which consists of Q sinusoidal components, 1 v s ( t ) = --2



Q



∑



V s, q exp ( jω q t)



(8.30)



q = –Q q≠0



The response i(t), the output current, is N



i( t) =



∑



n = 1



1 ----2n



Q



Q



∑



∑
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…



q1 = – Q q 2 = – Q



⋅ V s, q2 … Vs,



∑



V s, q 1



qn = – Q



(8.31)



q n H n (ω q1 , ω q 2 , … , ωqn )



⋅ exp [ j(ω q 1 + ω q2 + … + ωq n )t ] The current i(t) is the sum of all the nth-order output currents in(t) ; an nthorder output current is the sum of all current components that arise from mixing between n input frequencies. The function H n (ω q1 , ω q 2 , … , ω qn ) , called the nth-order nonlinear transfer function, relates the output current at the frequency ω q1 + ω q2 + … + ω q n to the individual components of
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Figure 8.8



Quasilinear amplifier model.



vs(t) at those frequencies. In this section we assume that the nonlinear transfer functions of the circuit are known, and we show how they can be used to evaluate a circuit’s nonlinear behavior. Those transfer functions can be determined by straightforward application of the theory in Chapter 4. 8.2.3.1



Saturation and AM-to-PM Conversion



When the amplifier is driven into saturation by a single sinusoidal signal at frequency ω 1 , the output current at ω 1 can be found by evaluating (8.31) under the condition of a single-tone excitation and by retaining only the terms at ω 1 . The result is 3 I (ω 1 ) = V s, 1 H 1 (ω 1 ) + --- V s, 1 V s, 1 V s*, 1 H 3 (ω 1,ω 1 , –ω 1 ) 4



(8.32)



where I ( ω 1 ) is the component of the output current i(t) at ω . In (8.32) we have considered only the positive-frequency part of I (ω 1 ) [so I (ω 1 ) is a phasor], and we have limited the summation over n to N = 3; components of order greater than three are neglected. The coefficient of 3 in the second term of (8.32), and similar coefficients in the following equations, may be confusing. They arise from the fact that there are multiple identical terms in (8.31) at any particular mixing frequency. Although it may not be obvious, (8.32) predicts that as V s, 1 increases, I ( ω 1 ) saturates and then begins to decrease. Equation (8.32) is valid if Vs, 1 remains small enough that I (ω 1 ) does not decrease with an increase in Vs,1; beyond that point, higher-order terms in the series must be included. The next highest-order component at the fundamental frequency is fifth order; these higher orders become significant as the amplifier is driven more strongly into saturation.
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We define the relative distortion D ( ω 1 ) as the ratio of the total output current to the linear (first order) part. D ( ω 1 ) represents the fractional deviation from linear operation: I (ω 1 ) D (ω 1 ) = ----------------------------V s, 1 H 1 ( ω 1 )



(8.33)



and substituting (8.32) into (8.33) gives 3 D ( ω1 ) = 1 + --- V s, 1 4



2



H 3 (ω1 , ω1 , – ω1 ) -----------------------------------------H 1 (ω1 )



(8.34)



Equation (8.34) indicates that D ( ω 1 ) can be expressed as the sum of two phasors, as shown in Figure 8.9. If Vs, 1 is very small, D ( ω1 ) = 1, which indicates linear operation. As Vs, 1 increases, however, D ( ω1 ) changes in both magnitude and phase; in FET amplifiers the phase of H3/H1 is always such that D ( ω1 ) decreases, which indicates that the gain decreases, and the output power saturates. The existence of a nonzero phase shift θ shows that, as the device begins to saturate, the phase shift also begins to deviate from its value when V s, 1 is small; this phenomenon is called AM-to-PM conversion. 8.2.3.2



Harmonic Generation



Again we consider a single-tone excitation at ω1 . The positive-frequency component of I (ω ) in (8.31) at the nth harmonic of ω 1 is I (nω1 ) = 2 – n + 1 V sn, 1 H n (ω1 , ω1 , … , ω1 )



Figure 8.9



(8.35)



Relative distortion vector D(ω1) describing saturation and AM-to-PM conversion. |D(ω1)| is the gain compression and θ is the phase deviation.
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For example, the second harmonic output current is 1 I ( 2ω1 ) = --- V s2, 1 H 2 (ω1 , ω1 ) 2



(8.36)



and the third harmonic is 1 I ( 3ω 1 ) = --- V s3, 1 H 3 (ω1 , ω1 , ω1 ) 4



(8.37)



A harmonic can also have a component at a higher order; for example, the second harmonic can include a fourth-order component, 1 1 I ( 2ω1 ) = --- V s2, 1 H 2 ( ω 1, ω 1 ) + --- V s3, 1 V s*, 1 H 4 (ω 1 , ω 1 , ω 1 , – ω1 ) 2 2



(8.38)



Note that there are four identical terms in (8.31) that contribute to the second term in (8.38). We can, of course, pick the phase of Vs, 1 arbitrarily without losing generality, so the conjugate quantity is not significant. In general, an even harmonic can have components at all even orders, and an odd harmonic can have components at all odd orders. The components at orders greater than the lowest, however, are only significant when Vs, 1 approaches saturation. The relative distortion of the lowest-order component at the nth harmonic is, from (8.33), H n (ω 1 , ω 1 , … , ω 1 ) D (n ω 1 ) = 2 – n + 1 V sn, 1– 1 -----------------------------------------------H 1 (ω 1 ) 8.2.3.3



(8.39)



Intermodulation Distortion



Intermodulation involves the effects of mixing between the fundamental frequencies and harmonics when two or more excitation frequencies exist. If the excitation contains the frequencies ω 1 , ω 2 , ω 3 , … , the output may contain the frequencies mω1 + nω2 + pω3 + … , where m, n, and p are integers. Many of these mixing products are potentially troublesome, but the case that is universally annoying is the one in which two excitation frequencies exist, ω1 and ω 2 , and the intermodulation distortion product has the frequency 2ω 1 – ω 2 or 2ω 2 – ω 1 . Then,
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(8.40)



Higher-order current components can contribute to a mixing product at 2ω 1 – ω 2 . Thus, 3 I ( 2ω 1 – ω 2 ) = --- V s2, 1 V s*, 2 H 3 (ω1 , ω1 , – ω 2 ) 4 + 5V s3, 1 V s*, 1 V s*, 2 H 5 (ω1 , ω1 , ω1 , – ω1 , – ω 2 )



(8.41)



15 + ------ V s2, 1 V s, 2 V s*, 22 H 5 (ω 1 , ω 1 , ω 2 , – ω 2 , – ω 2 ) 2 As with the other distortion products, the components of order greater than three represent saturation effects and are not significant at very small Vs, 1 and Vs, 2. The relative distortion, when Vs, 1 and Vs, 2 are small, is H 3 (ω1 , ω1 , – ω 2 ) D ( 2ω 1 – ω 2 ) = Vs, 1 Vs,*2 -----------------------------------------H 1 ( ω1 )



(8.42)



The relative distortion, as it is defined for intermodulation and harmonic generation, is an important quantity. Its magnitude squared is the ratio of the power in the distortion component to the linear power, or, more colloquially, the signal-to-distortion ratio. This is an important quantity in specifying a system, and can be used to define the intermodulation intercept point of a system or component (Section 4.1.3). 8.2.3.4



IMD, Saturation, and the 10-dB Rule



A commonly used rule, throughout the industry, is to estimate the output third-order intercept point (for the 2ω 1 – ω 2 product) as 10 dB greater than the 1-dB gain compression point. This rule seems to hold remarkably well in a wide range of devices. Although often viewed as an empirical observation, the 10-dB rule has some basis in theory: we see the third-order nonlinear transfer function in both the expression for gain compression, (8.34), and for intermodulation distortion (IMD), (8.42), so there should be no surprise that the two are linked. In fact, a simple analysis gives a
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10.6-dB difference between the compression point and the third-order intercept point.3 For better or worse, the 10-dB rule often collapses dramatically. For example, the IP3 of an HBT amplifier is often much more than 10 dB greater than the compression point. This puzzle can be resolved by noting that even a perfectly linear amplifier (in the sense that Hn(ω1, ... ,ωn) = 0, n > 1) must still compress at some point, as it has only limited dc bias power available to create RF output power. Thus, if the amplifier compresses because of weak nonlinearity, the 10-dB rule holds, but if it compresses because of dc limitations, the rule may not apply. 8.2.3.5



Spectral Regrowth



Spectral regrowth, which has been examined in Section 4.2.8, is a manifestation of intermodulation distortion in components or systems involving modulated waveforms. When a bandlimited signal is distorted, the odd-order distortion components appear as an increase in spectral power adjacent to the linear spectrum. Figure 4.13 shows the spectrum when the signal is subjected only to third-order distortion; however, higherorder distortion can increase the bandwidth even further. In many communication systems, users are assigned contiguous channels. Thus, the distortion components fall into adjacent channels and cause interference. The adjacent-channel power ratio can be defined as f3



∫f S ( f ) df



2 ACPR = ------------------



f2



(8.43)



∫ S ( f ) df



f1



where f1 and f2 are the boundaries of the adjacent channel and f2 and f3 are those of the prescribed channel. It is important to note that many wireless and cellular-telephone standards define this quantity in different ways.



3. Some sources give a figure of 9.6 dB, which comes from ignoring the 1 dB of gain compression.
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Calculating the Nonlinear Transfer Functions



Nonlinear transfer functions of small-signal amplifiers are best calculated by the method of nonlinear currents, described in Section 4.2.5. Section 4.2.6 describes the application of this method to large circuits. The output current as a function of excitation voltage can be used to determine the transfer function; for example, from (8.40) we obtain 4 I ( 2ω 1 – ω 2 ) H 3 (ω1 , ω1 , – ω 2 ) = --- -----------------------------3 V s2, 1 V s*, 2



(8.44)



Currently available commercial circuit-analysis software can perform this analysis. 8.3



LINEARITY OPTIMIZATION



In this section, we examine ways to optimize the distortion in small-signal amplifiers using both FET and bipolar devices. We assume throughout that the dominant nonlinearity is the weak nonlinearity of the I/V and Q/V characteristics, so Volterra-series analysis is applicable. In particular, we assume that the device is not driven hard enough so that its strong nonlinearities, such as a FET’s gate pinch-off and the knee of its drain I/V characteristic, have any significance. In effect, we assume that the device is biased in the ordinary manner, and that RF voltages are small relative to the dc bias voltages. When these conditions are not met, harmonic-balance analysis should be used instead of Volterra methods. 8.3.1



Linearity Criteria



One of the first problems in optimizing linearity is to select a quantity to optimize. An immediate choice is the output intermodulation intercept point, IPn. Closer inspection shows, however, that IPn is not a very good candidate as a figure of merit for linearity. For example, if the dominant nonlinearity is located near the input of a two-port (or cascade of twoports), IPn can be increased arbitrarily by increasing the linear gain, without improving the linearity of the nonlinear part of the circuit. Nevertheless, if the output power is controlled to a specific value (e.g., by an AGC loop), the output IPn may well be the most important quantity. Conversely, if the input power is the controlled quantity, the input intercept point, IPni, may be most important.
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Another possibility is the dynamic range of the system. Dynamic range is defined as the difference between the maximum and minimum signal levels that the system can accommodate. The maximum and minimum levels are sometimes defined rather arbitrarily; the minimum signal level is often defined as the noise level, and maximum as the point where intermodulation-distortion components exceed the noise level. For third-order distortion, P m in = KTB



(8.45)



where K is Boltzmann’s constant and T is the noise temperature. In dBm, T P m in = – 174 + 10 log ( B ) + 10 log  -----  T 0



(8.46)



where T0 = 290K by definition. From (4.38), P m in = P I M = 3P m ax – 2IP 3 i



(8.47)



where Pmin and Pmax are input powers, and IP3i is the input third-order intercept point. A little algebra gives the dynamic range in decibels: 2 T P m ax – P m i n = --- IP 3 i + 174 – 10 log ( B ) – 10 log  -----  3 T 0



(8.48)



Equation (8.48) is probably the most generally valid criterion for optimization, as it describes the quantity that system designers usually need to optimize. Another problem is that linearity—however defined—may not be the most important characteristic of an amplifier, and other characteristics, usually noise figure and gain, may be more important. Unfortunately, the conditions that optimize linearity may not satisfy constraints on noise figure or gain. When this situation arises, the designer must make a prudent trade-off between the conflicting requirements.
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MESFETs and HEMTs Bias Effects



It is a general rule that a dc drain current of approximately 0.5 Idss maximizes a FET’s gain and IM intercept points. The gain and intercept points achieved at this bias level are 1 to 2 dB greater than those obtained at the bias that optimizes noise figure, approximately 0.1 Idss to 0.2 Idss. In fact, the gain and intercept point increase further at higher drain current, but the higher gate bias voltage introduces the possibility of large-signal distortion from rectification in the gate-to-channel Schottky junction. In HEMTs, distortion is minimal near the peak transconductance. In Chapter 4 we saw that intermodulation distortion can be related directly to the coefficients of the Taylor-series expansion in the vicinity of a dc bias point. Those coefficients are derivatives of the I/V characteristic, so it should be no surprise that distortion is greatest where the gate-to-drain I/V characteristic is most strongly curved. In MESFETs, JFETs, and MOSFETs, curvature is greatest near the pinch-off or threshold voltage, so distortion is worst at low current, when the device is biased near threshold. In HEMTs, the situation is more complex, as HEMTs’ transconductance often peaks at a gate voltage well above pinch-off, and there exist multiple minima and maxima of all derivatives. For this reason, the primary means to improve a FET amplifier’s linearity has always been to increase its dc drain current, although this approach inevitably compromises the amplifier’s noise figure. dc bias has another effect on the linearity of the amplifier. Even if increasing the drain current increases the transconductance without changing the linearity of the curve, the change still increases the output intercept point. This situation would exist even if increasing the drain current multiplied all the Taylor coefficients in by the same factor. The effect of such a change would be to “scale up” the output power of the device by a decibel or two, so that all linear and IM powers would be increased by the same factor. Because the intercept point is a point on the extrapolated linear and IM output power curves, it would be increased by that same factor of 1 or 2 dB. A final consideration is large-signal distortion. Intermodulation distortion is generated not only by the small-signal nonlinearity of the device, as manifested by the curvature of the I/V characteristic, but also by large-signal nonlinearities. Examples of the latter are the turn-on voltage, and rectification in the gate-to-channel Schottky junction. Biasing the device at 0.5 Idss approximately centers the RF voltage between these
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limits; the clipping that results from attempts to exceed these limits generates large-signal intermodulation. 8.3.2.2



Effect of Source and Load Impedances



The selection of source and load impedances that optimize linearity has always been a major concern in the design of FET amplifiers. Various researchers have shown both theoretically and empirically that the appropriate selection of these impedances, particularly the load impedance, strongly affects the output intercept point of a microwave amplifier [8.6–8.11]. The power-series analysis of a simplified FET equivalent circuit in Section 4.1.3 is consistent with this idea; in particular, (4.42) and (4.43) imply that the IM intercept point of the simplified FET equivalent circuit is a function solely of the load resistance and the power-series coefficients of the controlled current source. In the case of a real FET, the situation is more complicated, but the idea that the load impedance and the linearity of the controlled current source primarily establish the FET amplifier’s intercept point is still entirely valid. Optimization of source and load impedances depends largely on the parameter to be optimized. It is quite clear that the load impedance has a strong effect on the output intercept point, but the source impedance has little effect. Conversely, the source impedance has a much stronger effect on the input intercept point. In cases where the output intercept point is the important quantity, the load impedance can be selected to optimize distortion, while the input can be adjusted to achieve minimal noise (within the constraints of optimizing bias for low distortion) or flat passband. In the latter case, however, there is a clear trade-off between distortion and noise figure. * Some researchers [8.6] have suggested that selecting ΓL = S 2,2 optimizes the output intercept point. This rule has become “conventional wisdom,” and is actually fairly accurate in most cases. Similarly, conjugate * ) has matching (which often is not much different from selecting ΓL = S2,2 been suggested for IM optimization. Reference [8.12] presents a criterion, using an available-gain design approach, for optimizing distortion under constraints of gain and even noise figure. It shows that the optimum load impedance lies on an available-gain circle that is far from the stability circle and usually closest to the Smith chart’s real axis. 8.3.2.3



Effect of Constraints on Gain, Match, and Noise Figure



In Section 8.1 we saw that we could design a FET amplifier to have a specific value of transducer gain by first designing it to have that same
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value of power gain or available gain and then matching one port. If the output port is to be matched, the source impedance (or equivalently the source reflection coefficient) of the amplifier is chosen to achieve the desired available gain; conversely, if a conjugate match at the input port is desired, the load impedance is selected to achieve the desired power gain. The values of source or load impedance that result in a specific value of available or power gain lie on a circle in the Γs or ΓL plane. Although all the values of Γs or ΓL on one of these circles provide the same gain, they do not provide the same intermodulation intercept point. This fact should be clear in the case of power-gain design, in which the input is matched and ΓL is selected from the power-gain circle; a wide range of ΓL values can be used, but there is no guarantee that the optimum value lies along the constant-gain circle. However, ΓL is not fixed in available-gain design either; because of the requirement that the output port be matched, ΓL varies as Γs is varied. Consequently, neither the availablegain nor the power-gain design processes guarantee that the optimum value of ΓL can be used. Nevertheless, intermodulation performance still can be optimized within the constraints of one matched port and a specified value of gain. Because there is considerable variation in intercept point with values of Γs or ΓL that lie along the gain circles, it is important to select the source or load reflection coefficient optimally. This selection can be made by drawing the gain circle and then calculating the amplifier’s intercept point at a range of Γs or ΓL values along the circle. This kind of plot is shown in Figure 8.10, which presents availablegain circles of a conventional MESFET representing gains of 6 to 11 dB. Output intercept values are plotted along the gain circles at various values of Γs. It is clear from this plot that the variation in IP values is relatively small, as long as the values of Γs are well removed from the stability circle. The optimum values are those closest to the real axis of the Smith chart, especially on the high-impedance side (i.e., ∠ Γs ≅ 0). Performing a trade-off between noise figure, gain, and intermodulation in this design process is straightforward. Matching the input of a MESFET amplifier invariably results in noise figure that is much greater than the minimum value; in order to minimize the noise figure, we must be free to vary the amplifier’s source impedance, so the available-gain design process must be employed. We first draw the gain circles as in Figure 8.10, and then draw circles of constant noise figure on the same chart (noise figure and noise figure circles are not within the scope of this book; see [8.1]). Finally, we add the values of the third-order intercept point periodically along the gain circles. Having this information, we can determine imme-
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Figure 8.10



Available gain circles plotted on the Γs plane, with corresponding values of the IM intercept point.



diately the gain, noise figure, and intermodulation intercept point of the amplifier that results from any proposed value of Γs. It is important to recognize that these results represent only one thirdorder IM product, the one at 2f2 – f1, and apply strictly to only one device at only one frequency. The situation may change somewhat at different frequencies or in different MESFETs. 8.3.2.4



Effect of Source and Load Terminations at Low-Order Mixing Frequencies



In Chapter 4 we saw that the second-order nonlinear transfer function H2(ω1, ω2) often is a part of the third-order transfer function H3(ω1, ω2, ω3). This situation occurs because mixing between the secondorder voltages at f2 – f1 and 2f2 contribute to the nonlinear source currents at 2f2 – f1. Therefore, it seems possible that the termination of the MESFET ’s input or output at the second-order mixing frequencies might affect the intermodulation performance at the third-order IM frequency. FET amplifiers are normally not designed to have some particular termination at their second-order frequencies; any sensitivity of third-order IM levels to those terminations could partially explain any variation in the intercept point in different amplifiers using the same device.



Small-Signal Amplifiers



427



Measurements of FET amplifiers often show asymmetry in the thirdorder IM products. Normally, the levels of the mixing products at 2f 2 – f1 and 2f 2 – f1 are identical, but in some cases, especially power amplifiers, they differ. The difference, often several decibels, makes IM characterization difficult. Carvalho and Pedro [8.13] have attributed this phenomenon to the existence of a reactive part in H2(–ω1, ω2), in conjunction with a complex H3(ω1, ω2, ω2). These requirements imply that the amplifier must have some kind of difference-frequency feedback and a significant reactive nonlinear element in the input. The RF circuitry of FET small-signal amplifiers rarely satisfies either of these requirements, but it is not unusual to have significant difference-frequency feedback in the bias circuits. In bipolar devices, however, the large base-to-emitter capacitive nonlinearities, combined with modest feedback effects, are enough to cause such asymmetry. 8.3.2.5



Effects of Individual Nonlinear Elements



The significance of the individual nonlinear elements in the MESFET ’s equivalent circuit can be found by replacing each of the nonlinear elements with a linear one, and by recalculating the IM level. These changes affect only the IM performance; they have no effect on such linear parameters as the small-signal gain. Table 8.1 shows the results of one such study. It involves a conventional GaAs MESFET fabricated in a mature technology, and probably is typical of such devices. It may not be applicable to HEMTs or MOSFETs, however. Table 8.1 Change in IM Output Level Due to Linearization of Certain Elements Case No.
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In Table 8.1, lin means that only the linear part of the element’s C/V or I/V expansion is used in the calculation; NL means that the first three terms of its Taylor-series expansion were used. The nonlinearity of id(vg) is clearly the dominant one in this MESFET; in cases 4, 5, and 6, where id(vg) is linear, the amplifier has significantly lower IM levels than in those in which id(vg) is nonlinear. Most studies of intermodulation in MESFETs have drawn the same conclusion, although in at least one study [8.10], gds was found to be dominant, and others [8.3] have shown that the normally insignificant nonlinearities can sometimes become significant. It is important to be cautious with such generalizations, because many devices don’t obey the rules. HEMTs, for example, often have a higher and more strongly nonlinear gds(vd) than MESFETs. By adjusting the doping profile, it is possible to make a FET’s transconductance approximately constant with gate voltage, thus linearizing the device, or even for gds and gm nonlinearities to cancel [8.14]. Such forms of linearization inevitably require making the device more strongly nonlinear in some operating region; for example, if gm(vg) is flat above pinch-off, yet zero below pinchoff, there must be a region of relatively strong nonlinearity near the pinchoff voltage. In practice, such conditions cause the IM level to be low at low excitation levels, but to increase suddenly when the excitation level exceeds some threshold. 8.3.2.6



Conclusions



It is most important to note that optimized values of source and load impedance can be selected to minimize distortion in a small-signal amplifier. Selection of terminating impedances and dc bias are the designer’s main degrees of freedom in minimizing distortion in smallsignal amplifiers. The fact that the linearity of the id(vg) characteristic usually dominates the amplifier’s IM performance is also important, because that characteristic can be measured relatively easily (Section 2.8.2.2). Thus, a designer can select FETs having good IM performance on the basis of relatively simple screening. 8.3.3



HBTs and BJTs



Both HBTs and homojunction BJTs exhibit low levels of intermodulation distortion as small-signal amplifiers. The reason, as we have noted, is a cancellation phenomenon between collector currents generated by the resistive and reactive parts of the base-to-emitter junction. This phenomenon is evident only above a critical frequency, ωc; in a conjugatematched device, ωc is approximately
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(8.49)



where Rb is the base resistance and Cbe is the total base-to-emitter capacitance. As with FETs, the designer’s tools for distortion minimization are (1) device selection, (2) dc bias, and (3) source and load optimization. Because all bipolar devices are fundamentally exponential (Section 2.6.3), one cannot say that any particular device is inherently more linear than another. Apparent differences in linearity are probably caused by such things as feedback from emitter resistance, which may appear to reduce IM at the cost of noise figure and gain, not inherent linearity of the I/V or Q/V characteristics of the intrinsic device. Equation (8.28) shows that the intermodulation intercept point increases rapidly with an increase in collector bias current. Although this expression does not account for IM cancellation, the cancellation terms increase in largely the same manner as collector current, so the conclusion is largely valid. Empirical evidence shows that the reduction of distortion in bipolar devices, with increased bias current, is greater than in FETs. Both the current gain-band width product, ft , and the maximum available gain, fmax , increase with current; therefore, when noise is not a consideration, bipolar devices are operated at their maximum practical current. As with FETs, noise figure is optimum at a particular bias current; however, it is usually less sensitive, at least for small current variations, than in MESFETs or HEMTs. The noise figure of bipolars also is generally less sensitive to source impedance; this characteristic allows the source impedance to be used more freely to optimize gain and, in some cases, IM. Because of their large values and strong nonlinearities, nonlinear capacitances are more significant in bipolars than in FETs. This fact is of great concern because accurate separation of the diffusion and depletion components of the capacitance is critical to accurate IM analysis. It may be best simply to treat the base-to-emitter capacitance as a single nonlinear element, and to find its Taylor coefficients by other means. The base-tocollector capacitance has a significant effect on IM analysis; fortunately, it is a relatively easy element to characterize. The most important resistive element is, unsurprisingly, the collector current as a function of base voltage, but the other base-to-emitter diodes (which model current gain) can also be significant.
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Chapter 9 Power Amplifiers Transistor power amplifiers can be realized with either FETs or bipolar devices. For many years, BJTs have been used in high-power amplifiers at frequencies up to a few gigahertz. HBTs are rapidly supplanting BJTs in such applications, as they offer improved gain and efficiency, and require only a positive dc power supply. This is especially important in such portable systems as cellular telephones. Similarly, new MOSFET technologies, such as laterally-diffused MOS (LDMOS) devices, have found application in power amplifiers, especially for fixed base stations. MESFETs and HEMTs are used as power amplifiers in the higher microwave and millimeter-wave frequency ranges. As with small-signal amplifiers, our fundamental concern is for the single-tone properties of power amplifiers—gain, output power, and impedance. Although linear theory has some use in the design of power amplifiers, linear theory by itself is usually inadequate for determining all the properties of a power amplifier that we need to know; it is necessary to take into account the device’s nonlinearities as well. For this reason harmonic-balance techniques are the logical method for analyzing power amplifiers. 9.1 9.1.1



FET AND BIPOLAR DEVICES FOR POWER AMPLIFIERS Device Structure



Power devices must be designed to survive much greater electrical stresses than small-signal devices. A power device must support high current, survive high drain-to-gate or collector-to-base voltages, endure high temperatures, and dissipate a large amount of heat. Furthermore, like a 431
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small-signal device, a power device must provide good gain, linearity, and efficiency, and often must be useful at high frequencies. A transistor’s output-power capability is established primarily by three factors: (1) its breakdown voltage, (2) its maximum current, and (3) its thermal properties. Obtaining high power involves maximizing breakdown voltage and channel current, as well as maintaining good heat-dissipation properties, while avoiding the introduction of excessive resistive or capacitive parasitics. In FETs, channel current can be increased arbitrarily by simply increasing the gate width; however, increasing gate width exacerbates many device parasitics, especially the gate-to-source capacitance and, unless measures are employed to keep it low, the gate resistance. For a FET’s gain to remain constant with changes in gate width, the gate resistance must decrease in proportion to the change in gate width. Although it is possible to decrease the gate resistance by modifying the FET’s geometry, it usually cannot be reduced in proportion to the increase in gate width, so gain decreases as gate width increases. Consequently, power FETs usually have low gain, compared to small-signal devices. A power FET’s gain is often marginal at high frequencies, and its maximum operating frequency decreases with gate width. The channel current in a FET cannot exceed a value slightly above its Idss. Bipolar devices do not have such a well defined limit, but for reliability, and to maximize their gain-bandwidth products, maximum current and power dissipation must be constrained. Power HBTs are usually biased to approximately 20 to 30 kA/cm2 of emitter area; peak current is, in most types of amplifiers, approximately twice this value. Bipolar devices have base resistance and base-to-emitter capacitance that are analogous to the gate parasitics of a FET, but the base resistance scales inversely with emitter area, while the gate resistance of FETs generally does not. In order to allow for adequate current, and to obtain good thermal properties, a power device is designed as a number of cells—individual, small devices—connected in parallel. In FETs, the gates of the individual cells may have multiple feed points, or they may be arranged as a number of small sections. This cell structure has a price, however: the cell interconnections introduce additional inductive and capacitive parasitics. In modern devices, the cells are often interconnected by air bridges, which minimize stray capacitance. The use of multiple cells and multiple short gate segments places difficult requirements upon the manufacturing process. Because even one flaw in one gate segment can ruin the entire device, each power FET must have a perfect gate, sometimes several millimeters wide. Because the difficulty of fabricating flawless gates decreases with increasing gate length, the gates of power FETs usually are longer than those of small-
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signal devices. Transconductance decreases and capacitance increases with gate length, so a long gate results in low gain. Because it establishes a fundamental limit to the power capability of the device, the gate-to-drain breakdown voltage of a power device must be much greater than that of a small-signal device. A device designer can maximize a FET’s breakdown voltage by optimizing the ohmic contact technology, using a recessed-gate structure, and leaving adequate space between the gate and drain. The gate-to-drain spacing cannot be increased arbitrarily, however, because it increases the drain series resistance. The full drain current passes through that resistance; if the resistance is too great, the resulting I2R loss can degrade the gain, efficiency, and output power. Inductance in series with a FET’s source or a bipolar’s emitter can reduce the gain of a power amplifier, especially in devices having high transconductance. The series inductance, L s, adds a frequency-independent, resistive component RLs having an approximate value of RLs = gm Ls / Cπ, where Cπ represents either the gate-to-source or base-to-emitter capacitance. It also creates an inductive component of value Ls in series with the gate or base. These additional elements reduce the FET’s maximum available gain and make impedance matching more difficult. If L s is fixed, RLs remains approximately constant with changes in gate width; most of the other resistive parasitics in the input decrease with gate width, however, so source inductance becomes more significant as gate width increases. Furthermore, mutual inductance between bond wires prevents the series inductance from decreasing in proportion to the number of wires. Therefore, source/emitter inductance has a particularly strong effect on the gain in power devices, so a low-inductance ground connection is critical to the performance of a power device. One highly effective way to reduce the inductance is to include via holes—metallized holes connecting the source or emitter metallization to the underside of the chip—in the design of the device. Virtually all modern high-power FETs and HBTs use via-hole grounding. The third factor that limits output power is the chip’s ability to dissipate heat. Thermal properties of GaAs devices are especially worrisome because GaAs has poor thermal conductivity, significantly lower than silicon. Furthermore, a power transistor must dissipate quite a lot of heat; the dc-to-RF efficiency of a power amplifier is rarely above 50%, and some types of amplifiers dissipate more power in the absence of RF output than in operation. Consequently a power device must dissipate, in the form of heat, 1.5 to four times its RF output power, and often must do so in the presence of one or more other chips dissipating equal amounts of heat. Because the heat dissipation can be so great, the chip must be



434



Nonlinear Microwave and RF Circuits



designed carefully to minimize its thermal resistance: the cells must not be placed too close together, the chip must be made quite thin (some large chips are thinned to 50 µm or even 25 µm), and often a thick gold layer must be plated onto the chip’s underside. The resulting thermal resistance between the channel and the mounting surface may be from one to two C/W (in the case of a large chip) to 50 C/W or more (for single-cell, medium-power devices). The resulting increase in channel temperature may be several tens of degrees Celsius at full power. Bipolar devices, but not FETs, are subject to thermal instability. Thermal runaway in silicon BJTs is a well-known phenomenon. HBTs exhibit thermal collapse, in which the central cells in a large device become hotter than the outer cells, and the resulting decrease in base-toemitter voltage causes them to draw a disproportionately large base current. The current in the central devices becomes much greater than the outer devices, causing them to become even hotter and their gain to decrease. Meanwhile the outer cells conduct less current, causing the total collector current to decrease and the device gain likewise to decrease. The use of series resistors, called ballast resistors, in the base, emitter, or both can reduce this effect. See Section 9.5.8 for further information. 9.1.2



Modeling Power Devices



Large-signal modeling of FETs and bipolar devices is covered in Chapter 2, primarily Sections 2.5 and 2.6. That material is fairly general, but makes the point that models should be designed for their intended use. In this section, we address the special requirements of device models for nonlinear analysis of power amplifiers. 9.1.2.1



Considerations in Power-Device Modeling



Thermal Effects and Self Heating Power devices get hot. The large amounts of power dissipated in such devices can raise their temperatures to well over 100°C. The characteristics of a device at a high temperature are certain to be very different from its characteristics at room temperature, so temperature must be a parameter of a power-device model. There are two ways to approach the problem of thermal modeling. The first is to allow for thermal scaling, in which the user estimates the temperature of the device and enters it as a model parameter. In this case, the user’s temperature estimate must be reasonably accurate. Developing a sufficiently accurate temperature estimate is not difficult for a single
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device, but in an integrated circuit, which may have many tens or even hundreds of devices, estimating the temperature of each device may not be practical. The second method is to use a self-heating model, in which the model monitors its power dissipation and, through the use of an appropriate thermal network model, calculates the temperature of the device. The thermal network model is usually a simple electrical analog of the thermal circuit, consisting of a simple thermal resistance and capacitance. It may also be a fairly complex characterization, which models the nonlinear thermal conductivity of the semiconductor and thermal coupling between cells. For more information on thermal modeling, see Section 2.7. Traditionally, the self-heating analysis has been built into the device model. It is also possible to make it part of the simulator; then, any thermal-scaling model can be used in a self-heating analysis, models would be simplified considerably, and simulator convergence would be much more robust. This capability has not been implemented in commercial harmonic-balance software, however, as of this writing. Geometrical Scaling A power device consists of a number of cells connected in parallel to form a larger device. The equivalent circuits in Chapter 2 should be viewed as models of individual cells. When N cells are connected in parallel, generating an equivalent circuit of the combination merely requires dividing all the resistances of a single-cell model by N and multiplying capacitances and current-source currents by N. In large power devices, however, the interconnection parasitics are rarely negligible, and they prevent such a simple expedient. Furthermore, cells in the center of the device run hotter than those at the outer ends, so some accommodation must be made for temperature differences. Conversely, it is usually not practical to describe each cell by its own equivalent circuit; since a power device may have tens or hundreds of cells, such a description would be prohibitively complex. Generally, the designer must treat the device as a number of groups of cells, where each group can be modeled by a simple parallel interconnection. These groups are then interconnected, with appropriate parasitics, to form the complete model. Devices usually scale approximately, but not precisely, in proportion to a FET’s total gate width or a bipolar’s emitter area. When improved accuracy is needed, nonlinear scaling rules (i.e., something other than a direct or inverse proportionality to N) may be used. A FET’s gate resistance is an example of a parameter where such special rules are needed. As a FET is made wider, the gate resistance increases in proportion to width. To prevent the resistance of power devices from becoming too great, the gate
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is broken into multiple segments. These resistances are in parallel. Thus, the resistance scales as AW R g → R g ------AF



(9.1)



where AW = Wg/Wg0 is the ratio of the scaled width of each gate finger to the original, and AF = NF/NF0 is the ratio of the number of gate fingers. When Wg is defined as the total gate width, AW = (Wg/NF) / (Wg0/NF0); then, AW R g → R g ------2AF



(9.2)



Avalanche Breakdown Power devices experience avalanche breakdown. Unless avalanche breakdown is included in a device model, an analysis may predict much greater output power and efficiency than the device can really supply. Many kinds of FETs experience “soft” breakdown, which has a more gradual onset than classical avalanche breakdown. Breakdown is often modeled as a resistive phenomenon; however, significant time delays may be associated with avalanche multiplication. “Four Quadrant” Operation Most early FET models were designed to operate only with Vds > 0 and Id > 0. In fact, in many power amplifiers, reactive elements in the output matching circuit may cause the drain voltage to drop below zero momentarily. In other kinds of circuits, operation at Vds < 0 and Id < 0 may be the norm; for example, FET resistive mixers and switches are biased at Vds = 0. Thus, it is clearly necessary for models to be valid at or below zero drain voltage. One method to create a model that works at V ds < 0 is to exploit the symmetry of the FET. Then, when the voltage drops below zero, the model exchanges Vgs with Vgd . Although seemingly an effective solution, this practice can create a discontinuity at Vds = 0, leading to convergence failure in harmonic-balance analysis. In Volterra-series analysis using such models, the derivatives at Vds = 0 are indistinct, so large errors result.
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Fortunately, the SPICE Gummel-Poon BJT model, the mainstay of BJT and HBT circuit design, is well defined for inverse operation. The same is true of virtually all advanced bipolar models. Parasitics Interconnecting a large number of cells introduces parasitic capacitance, inductance, and resistance. These parasitics can be difficult to estimate. Additional parasitics are associated with the long conductors needed to connect the large device to its matching circuits. When the width of a multicell power device approaches a significant fraction of a wavelength (which, to be more concrete, we might define as approximately 0.1λ), it becomes difficult to guarantee that all cells are driven equally by the source. Electromagnetic simulation may be necessary to design structures that provide uniform drive to all cells. 9.1.2.2



MOSFET Models



For many years, the SPICE MOSFET models have been the dominant ones in the industry. In particular, the Berkeley SPICE level 3 model has been used for most MOSFET design of all kinds. This model has a number of limitations, which have been well documented in the technical literature. Of great concern for harmonic-balance analysis is the existence of multiple discontinuities in the model’s functions and their derivatives. The limitations of the level 3 model have motivated the development of new models. At this writing, more than 50 such models exist. There is certainly no shortage of MOSFET models, but a great shortage of consensus on which model to use. Recently, the University of California at Berkeley was contracted to develop an industry-standard MOSFET model. The result was BSIM, an extremely complex model that underwent multiple revisions. The current (as of late 2002) and probably final revision of that model is BSIM3 version 3.22 [2.15]. Currently, BSIM4 is under development. BSIM3 has not been received with unqualified admiration. The model’s complexity is daunting, and parameter extraction requires considerable expertise. It has not, on the whole, resulted in better circuit simulations than much simpler models (see Section 2.3.12). Because the model exists in so many forms, it has not solved the problem of support for multiple models; instead of multiple models, we have multiple implementations and multiple versions of a single model. That is not much of an improvement. Finally, BSIM3 is a “general-purpose” model; it is not specifically designed for power amplifiers, and, for all its complexity, lacks
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such features as self-heating that are essential for the design of poweramplifier ICs. A promising model for power LDMOS devices is the Motorola Electrothermal Model (MET) developed by Curtice et al. [9.1]. Unfortunately, a complete description of this model has not been published in the open literature, but a good description is available in an unnumbered report from Motorola [9.2]. Another such model, whimsically called ELMO,1 uses BSIM3 as its core [9.3]. For more insight on the dominant MOSFET models and their applicability to power devices, see [2.14] and [2.19]. 9.1.2.3



MESFET and HEMT Models



One of the earliest compact MESFET models, from Curtice [9.4], was originally devised for power amplifier use. Since then, dozens of FET and HEMT models have been produced. Many of the simpler models are quite serviceable for straightforward amplifier, mixer, and frequency multiplier calculations, but may not be adequate for accurate power amplifier design. Missing from them are thermal scaling or self-heating, breakdown phenomena, lack of correct operation at Vds < 0, and inconsistent capacitance formulation. More modern, advanced models have solved many of these problems. Examples of the latter are those of Parker and Skellern [9.5], Angelov [9.6], and Cojocaru [9.7]. 9.1.2.4



BJT and HBT Models



Like the SPICE MOSFET models, the SPICE Gummel-Poon model has been the industry workhorse since the early 1970s. This model is an extension of the model described in Gummel and Poon’s original paper [2.17]. The limitations of this model are well known. Among the most serious are the lack of self heating, avalanche breakdown, poor thermal scaling, and poor scaling of transit time with current and temperature. The model is designed for silicon homojunction devices, but it can be modified acceptably, although clumsily, for use with HBTs. As we might expect, this situation has engendered the development of advanced BJT and HBT models. The resulting models are more complex than the SPICE GummelPoon model, but not so daunting as BSIM3. Three important advanced BJT models are VBIC [2.18], MEXTRAM [2.19], and HICUM [2.20]. Of these, 1. For Ericsson LDMOS Model. The author suggested this name as a humorous remark, and somehow it stuck. See how technology develops?
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only VBIC is designed specifically as a power-amplifier model, but their designers have claimed that the latter models are perfectly adequate for power amplifier use as well. VBIC, conversely, includes complex substrate modeling, which is unnecessary for discrete devices and for devices fabricated on insulating substrates, such as GaAs and InP HBTs. Two models developed specifically for HBTs are the Anholt [2.21] and UCSD [2.23] models. The Anholt model, like VBIC, uses much of the SPICE Gummel-Poon model, changing only the parts necessary for modeling HBTs. It also includes self-heating. The UCSD model is a more extensive revision. Neither of these models are specifically designed for power amplifier use, but they do include appropriate features for poweramplifier modeling. A new model by Angelov [2.22] may also prove useful for HBT poweramplifier design. 9.2 9.2.1



POWER-AMPLIFIER DESIGN Class-A Amplifiers



Figure 9.1 shows a simplified circuit of a FET power amplifier. We will derive some of the fundamental properties and limitations of power amplifiers from this circuit. As in other chapters, we use a FET simply to keep our examples concrete; the conclusions apply equally to bipolar power amplifiers.



Figure 9.1



Equivalent circuit of an ideal FET power amplifier.
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The circuit consists of a FET, excitation and gate-bias sources, a tuned circuit, and a load, RL. The drain-bias voltage is Vdd, and the gate bias is adjusted so that, in the absence of excitation, the dc drain current is Idd. Initially we shall assume that the FET is an ideal transconductance amplifier; that is, it has no resistive or reactive parasitics, so the external and internal voltages are identical (Vgs = V g and Vds = Vd). The tuned circuit in the figure is resonant at the excitation frequency. The application of a sinusoidal excitation Vs(t) to the gate generates an RF component of drain current, ∆Id(t). If the tuned circuit is resonant at the RF frequency, that current must pass entirely through RL. The RF component of the drain voltage, ∆Vd (t), is equal to the voltage drop across R L: V L ( t ) = ∆V d ( t ) = – ∆I d ( t )R L



(9.3)



Each curve in the FET’s drain I/V characteristic, shown in Figure 9.2, represents a range of values of V d and Id that can exist when the gate voltage Vg has a specified value; (9.3) expresses an additional constraint on Vd and Id. Thus, the drain voltage and current must satisfy both (9.3) and the I/V curve for Vg simultaneously; these values of Vd and Id are found at the point where the I/V curve and (9.3) intersect. Figure 9.2 shows (9.3) plotted on top of the FET’s drain I/V curves; when the FET is excited by Vs(t), Vd(t) and Id(t) must always lie along the straight line. That line is called a load line.



Figure 9.2



Drain I/V characteristics and the load line of the FET in Figure 9.1.
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In a power amplifier, we wish to maximize the power delivered to RL. This power is clearly maximum when both VL(t) = ∆V d(t) and IL(t) = –∆Id(t) have their maximum excursions. If we recognize that Vd and Id can not be less than zero, these maximum excursions occur when |VL(t)| = Vdd and |IL(t)| = Idd; the geometry of the load line dictates that these conditions are met when RL = Vmax, A / Imax = Vdd / Idd. Then, if V s(t) and Vgg are chosen appropriately, the drain voltage varies from zero to Vmax, A = 2 Vdd, and the drain current varies from zero to Imax = 2 Idd. The Vd(t) and Id(t) waveforms in this case are shown in Figure 9.3. The output power PL under these conditions is P L = 0.5 V L ( t ) I L ( t ) = 0.5V d d I dd



(9.4)



Usually we wish to maximize the output power of a specified transistor. In that case Vmax, A and Imax are the device’s maximum drain voltage and current, and the maximum output power is 1 1 1 P L = ---  --- V m ax, A  --- I m a x  2  22 1 = --- V m a x, A I m ax 8



Figure 9.3



(9.5)



Drain voltage and current waveforms in the ideal class-A FET power amplifier; the bias voltages, excitation, and load resistance are chosen optimally, causing both Vd(t) and Id(t) to vary between zero and their maximum values.
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Ideally, the dc current remains constant at Idd at all excitation levels; therefore, the dc power Pdc = Vdd Idd, and the dc-to-RF conversion efficiency is PL 0.5Vdd I dd η dc = ------- = ----------------------- = 50% P dc Vd d I dd



(9.6)



An amplifier operated in this manner is called a class-A amplifier (although this arcane terminology was originally used to describe vacuum-tube amplifiers, it has been transferred with little modification from vacuum tubes to bipolar transistors and finally to FETs). In theory, the maximum efficiency of such an amplifier is 50%, so the transistor in a class-A amplifier dissipates at least as much power in the form of heat as it delivers to the RF load. In theory, it uses the same dc power at all excitation levels, and that power is divided between output power and heat dissipation in the device. At full output, a class-A amplifier transistor has minimum power dissipation. Two factors complicate this simple reasoning. First, it is not possible, in practice, to vary the drain voltage and current all the way to the peak of the load line, where Id = Imax and Vd = 0, because of the knee in the uppermost I/V curve in Figure 9.2. As a result, |V L(t)| cannot quite equal Vdd, and |IL(t)| must be less than Idd, so both the output power and efficiency are somewhat lower than the values given by (9.5) and (9.6). Second, the FET is nonlinear, so the Id (t) waveform is generally not sinusoidal. The tuned circuit constrains IL(t) to be sinusoidal, however, so the assumption that IL(t) = –∆Id(t) is not precisely correct, and in fact |IL(t)| < |∆Id(t)|, which further limits output power and efficiency. Nevertheless, because the purpose of this derivation is to illustrate fundamental properties of power amplifiers, we shall continue to assume that Id (t) can reach Imax and that the FET is linear. We will modify these assumptions when we face the problem of accurately designing practical power amplifiers. Two undesirable characteristics of the class-A amplifier are its relatively low efficiency and its dissipation of a great amount of power even when it is not excited; in fact, class-A amplifiers dissipate more power under quiescent (i.e., unexcited) conditions than when they are operating. Thus, a class-A amplifier must be designed either to dissipate safely its quiescent power, or to be turned off when not in use. Both alternatives are unacceptable in many applications.
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Class-B Amplifiers



Many of the disadvantages of class-A operation are circumvented by classB operation. The gate-bias voltage of an ideal class-B amplifier is set at the turn-on (or threshold) voltage, Vt; therefore, the FET’s quiescent drain current is zero, so the FET dissipates no power in the absence of excitation. The bias point is thus Vdd on the voltage axis of the FET’s I/V curves. It is not possible to draw a true load line describing the single-device amplifier in Figure 9.1 when the amplifier is biased to achieve class-B operation because the harmonic components of Id, which are substantial in a class-B amplifier, do not circulate in RL; therefore, (9.3) is not valid here. During the half cycle when Vs(t) is positive, V g(t) > Vt and the drain conducts; during the other half cycle, Vg(t) < Vt so the drain current is zero. The drain current Id(t) is therefore a pulse train, and each pulse has the half-cosine shape shown in Figure 9.4. The dc drain current is the average value of the half-cosine waveform; from Fourier analysis, we find that, under full excitation, Idc = Imax / π, and the amplifier’s dc power is Im a x P dc = V d d ---------π



(9.7)



Because the tuned circuit allows only the fundamental and dc components of drain voltage to exist, the ac part of Vd(t), which is equal to



Figure 9.4



Drain voltage and current waveforms in the ideal class-B amplifier. The drain conducts in sinusoidal pulses because the gate is biased at Vt.
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VL(t), is a continuous sinusoid. The tuned circuit also allows only the fundamental component of Id(t) to pass through R L. The power delivered to the load is P L = 0.5I 1 V L ( t )



(9.8)



where I1 = |IL(t)| is the magnitude of the fundamental component of Id(t). From Figure 9.4, |VL(t)| = |∆Vd(t)| = |Vdd|, and from Fourier analysis, I1 = 0.5 Imax. Then 1 1 1 P L = ---  --- I m a x V dd = --- I m a x V dd  22 4



(9.9)



and the dc-to-RF efficiency is P π η d c = -------L- = --- = 78% Pd c 4



(9.10)



Theoretically, a class-B amplifier has a maximum efficiency of 78%, much better than the 50% limit of the class-A amplifier. It has achieved this improvement by allowing the channel to conduct during only half the period of the excitation; during the time that the FET is turned off, it dissipates no power. However, the peak value of the class-B amplifier’s drain current is twice the peak value of ∆Id(t) in the class-A amplifier, so the fundamental-frequency component of the output current is the same in both types of amplifiers. To find the maximum output power in terms of the device’s limitations, we let the maximum drain voltage be V max, B and note that Vmax, B = 2 Vdd = 2 |VL(t)|. Then, 1 1 1 P L = ---  --- V m ax, B  --- I m a x  2  22 1 = --- V m a x, B I m ax 8



(9.11)



which is the same as that of the class-A amplifier if V max, A = V max, B. To achieve the maximum output power, the load resistance RL must be such that
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I 1 R L = 0.5 I m a x R L = V L ( t ) = V dd



(9.12)



2V d d V m a x, B R L = ----------- = ----------------Im a x Im a x



(9.13)



so



and we see that the load resistance of the class-B amplifier is the same as that of the class-A, again, if Vmax, A = Vmax, B. Furthermore, because the load resistance and the fundamental component of the load current are the same in both amplifiers, the output power must also be the same. Because the maximum drain voltage is limited by gate-to-drain avalanche breakdown, V max, A is generally greater than Vmax, B. In a class-A amplifier, the maximum drain-to-gate voltage occurs when Vd = Vmax, A and Vg = Vt. Thus, if Va is the drain-to-gate avalanche breakdown voltage, V m ax, A = V a – V t



(9.14)



The class-B amplifier is biased at Vgg = Vt, so the maximum negative excursion of V g is 2 Vt. Then, V m ax, B = V a – 2 V t



(9.15)



so Vmax, B is less than Vmax, A by an amount equal to |V t |. Accordingly, the maximum output power of a class-B amplifier is slightly lower than that of a class-A amplifier using the same device. The difference in maximum output power between class-A and class-B amplifiers is not the most significant one; there is a much greater difference in their gains. The gate voltage of a class-A amplifier varies between zero and Vt; in a class-B amplifier the gate voltage varies between zero and 2 V t. More input power is required to achieve the class-B amplifier’s wider gatevoltage variation, but the output power is nearly the same; thus, class-B amplifiers have inherently lower gain than class-A. Another disadvantage of the class-B amplifier is that it generates a high level of harmonics in the drain current by switching the FET on and off during each excitation cycle. If the device is terminated in the same impedance at the fundamental and second-harmonic frequencies, the second-harmonic output of an ideal class-B amplifier is only 7.5 dB below the fundamental output (for reasons that will be examined in Section 9.3,
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the second-harmonic output of a practical amplifier is usually somewhat lower). One solution to the problem of harmonics is to use a “push-pull” configuration, in which the excitation is applied out of phase to the inputs of two class-B amplifiers, and the outputs are combined out of phase. The phase shift of the output combiner must be 180 degrees at the harmonic frequencies as well as the fundamental. This configuration, in conjunction with an appropriate design of the output matching network, can reduce significantly the levels of even harmonics. In order to avoid the class B amplifier’s inherently low gain, and because the turn-off characteristics of power FETs are often very “soft,” power FETs are rarely operated in a true class-B mode. So-called class-B microwave amplifiers are usually biased near 0.1 Imax , and are actually operated in a mode somewhere between class B and class A. Conversely, class-A amplifiers are often not operated in a classical class-A mode; they are sometimes biased to a minimal current level and driven well into saturation. Both types of operation are called class AB, and both represent a compromise between the extremes of either class. Class-AB amplifiers usually have better efficiency than class-A amplifiers and better gain than class-B amplifiers. Power-added efficiency is used more often than dc-to-RF efficiency as a figure of merit for power amplifiers. It is defined as the ratio of the additional RF power provided by the amplifier to the dc power: PL – Pi n η a = -------------------P dc



(9.16)



where Pin is the RF input power. One can show easily that 1 η a = η dc  1 – ------  G p



(9.17)



where Gp is the power gain; Gp = PL/Pin. Equation (9.17) implies that the low gain of the class-B amplifier somewhat offsets the advantage of high dc-to-RF efficiency; practical class-B amplifiers usually have, at best, only slightly better power-added efficiencies than class-A amplifiers. Class-B amplifiers are most valuable for amplifying pulsed signals having low duty cycles, where their low average current requirements are a distinct advantage.
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Other Modes of Operation



Other classes of operation are possible, but they are used less often in microwave and RF circuits. We mention a few of them here for completeness. 9.2.3.1



Class C



We saw that decreasing the operating angle of an amplifier (the fraction of the excitation cycle, expressed in degrees of phase, over which it conducts) increased the efficiency of the amplifier, at the cost of distorting the current waveform. The efficiency comes from the absence of drain (or collector) current over half the excitation cycle. The power dissipated in the device is 1 P d = --- Vd ( t )Id ( t ) dt T



∫



(9.18)



T



where T is a period of the excitation waveform. If Id(t) = 0 over half the cycle, the integral is zero during this period and power dissipation decreases. In a class-B amplifier, the distortion was acceptable, even for linear applications, as it (theoretically, at least) generated only even-order products. In many applications, such as FM or phase-modulated communications, linearity is not necessary, so trading off even greater distortion for efficiency is acceptable. By decreasing the operating angle further, so it is less than 180 degrees, efficiency can approach 100% in theory, although rarely greater than 75% in practice. Such amplifiers are called class-C amplifiers. Unfortunately, decreasing the operating angle, while keeping the peak current constant, decreases the magnitude of the fundamental component of current. The peak current must increase, as operating angle decreases, to maintain practical levels of output power. In FETs, increasing the drain current beyond Idss is impossible, but in bipolar devices a high peak collector current is possible. The problem of decreased gain, however, which was evident in class-B amplifiers, is more severe in class C. Thus, class-C amplifiers are practical only at relatively low frequencies, where device gain is high. Class-C bipolar amplifiers are also subject to instability if the collector is not effectively shorted at harmonics of the excitation frequency.
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Class D



Figure 9.5 illustrates the idea behind the class-D amplifier. In the figure, L 2 is an RF choke and C2 is a large capacitor, which keeps the voltage at point A equal to Vcc . L1 and C1 are resonant at the output frequency. The switch, which is implemented by a pair of transistors, creates a square wave of voltage across the resonant circuit. The resonator forces the current in the load to be sinusoidal at the fundamental frequency. Since the transistors conduct only when they are saturated, at all times either the collector/drain voltage or current are zero, so the power dissipation, from (9.18), is also zero and the theoretical efficiency is 100%. In practice, efficiency is limited by parasitic resistances in the devices and their switching time. Class-D amplifiers are not used frequently. They have been used occasionally in high-power, low frequency applications such as AM and short-wave broadcast transmitters. 9.2.3.3



Class E



Like class D, class E is a switching mode method of amplification, using approximately 50% duty cycle and achieving a theoretical 100% efficiency [9.8]. Unlike class D, however, only a single device is needed. Figure 9.6 shows a class-E amplifier. The transistor operates as a switch, and L 1 is an RFC, which maintains a constant dc current Idc . When the transistor turns on, the switch is closed, Vce = 0, and Ic = Idc . When the switch is opened, Ic = 0 and a pulse of current is applied to the C1, C2, and L2 combination. The current pulse excites a damped, second-order system with V ce = 0 as an initial condition. During the half cycle while Ic = 0, a A C1 C2



L1



RL



L2 Vcc



Figure 9.5



Conceptual circuit of a class-D amplifier. C2 is charged through L2, an RF choke, providing a constant voltage at point A. The switching operation creates a square wave of voltage at the series LC resonant circuit.
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L2 RL



C1



V cc



Figure 9.6



The output circuit of a class-E amplifier. L1 is an RFC, and C1, C2, and L2 provide waveform shaping.



pulse of voltage is generated. At the end of that half cycle, the switch closes again, setting V ce = 0. If the circuit is designed properly, the overlap between the current and voltage across the transistor is virtually zero. Additionally, the efficiency does not depend as critically on switching time as in the class-D amplifier. Class E is a strongly nonlinear mode of amplification and therefore is practical only in applications where high levels of distortion are tolerable. Nevertheless, class-E amplifiers are thoroughly practical for many applications, usually (but not exclusively) in the VHF to UHF frequency ranges. 9.3



DESIGN OF SOLID-STATE POWER AMPLIFIERS



In designing power amplifiers, we follow the general procedure used in the previous three chapters: we employ the usual components of approximation and engineering judgment to generate an initial design, then optimize that design via numerical techniques. The numerical process we use to optimize the power amplifier is harmonic balance. Because a class-A amplifier is ideally a linear component, its initial design can employ linear circuit theory, usually very successfully. This is not the case with the class-B amplifier, however, so we must be more careful with its design. 9.3.1



Approximate Design of Class-A FET Amplifiers



The first step in the design of a power amplifier is to select an appropriate device. Most manufacturers of power devices know their output-power capabilities, and this information is listed prominently on the specification
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sheets along with other traditionally optimistic claims. Most importantly, the device must be capable of handling the required RF current and voltage, and these quantities are derived from the required power and available dc supply voltage, which we shall calculate presently. Finally, the device’s thermal resistance must be low enough so that the channel temperature remains within prescribed limits. In designing the amplifier, we recognize that an ideal class-A amplifier is, after all, a linear component. Therefore, we should be able to rely fairly heavily on linear-amplifier theory in the initial, approximate design. The fundamental task in designing a class-A amplifier, as in designing a smallsignal linear amplifier, is to pick the appropriate source and load impedances and to bias the device appropriately. In a power amplifier, the load impedance must be selected to achieve the desired output power, and the source impedance must provide a conjugate input match. Additionally, we must select a bias point that results in both adequate power and good efficiency. We use the load-line approach described in Section 9.2 to select the real part of the load admittance. However, in order to select the load conductance properly, we must take into account the limits on the drain voltage and current as explained in Section 9.2. Figure 9.7 shows the terminal I/V characteristics of a power MESFET (i.e., with Id expressed as a function of the terminal voltages Vgs and Vds , instead of a function of the internal voltages Vg and Vd ); we would prefer to have a plot of the internal I/V characteristics, the function Id(Vg, V d), which does not include the voltage drops across the drain and source resistances. However, such curves are difficult to generate, and recognizing that this initial design is, after all, approximate, we shall accept a plot of the MESFET’s terminal I/V characteristics as an approximation of the internal ones. Vmin, the minimum drain-to-source voltage, is limited to approximately 1.5V by the knee of the I/V curve at V g = 0.6V; Imax is similarly limited. Because of subthreshold conduction (or, if you prefer, the variation in Vt with Vd) and the gate-to-drain avalanche limitation, Vd usually cannot be driven to the point where Id = 0. Thus, there is a finite drain current Imin at Vmax, the maximum value of Vd. Vdd, the dc drain-to-source voltage, is selected precisely halfway between Vmax and Vmin; Idd, the quiescent dc drain current, is halfway between Imax and Imin. The gate-bias voltage that establishes this bias point is read directly from the I/V curves. We draw the load line superimposed on the I/V curves so that it connects these points; the load conductance is equal to the slope of the load line:
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Drain I/V characteristics of a MESFET and the amplifiers load line. Because of the knee of the uppermost I/V characteristic, the minimum voltage is greater than zero. The optimum bias points are halfway between the maximum and minimum values of both voltage and current.



V m a x – V m in G L = -----------------------------Im a x – Im i n



(9.19)



When an unpackaged MESFET is biased in its saturation region, the dominant component of its output admittance is the drain-to-source capacitance, Cds. Because we wish to present a real load of conductance GL to the terminals of the controlled current source Id, the susceptance of the load must resonate with Cds. Thus, the initial estimate of the load admittance is Y L = G L – jωC d s



(9.20)



If a packaged FET is used, determining the load impedance is complicated somewhat by the presence of the package parasitics, but the underlying principle—presenting a real conductance of value GL to the terminals of the current source—remains the same. Because the load impedance at the terminals of the current source is real, the ac part of the drain voltage ∆Vd(t) [which equals the load voltage VL(t)] and the load current IL(t) = –∆Id(t) are in phase. The output power is their product:
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1 1 P L = --- --- ( V m a x – V m in ) 2 2



1 --- ( I –I ) 2 max min



(9.21)



Some of this power is dissipated in the drain and source resistances, so for this reason, as well as the others discussed in Section 9.2, (9.21) represents a slightly optimistic estimate. The drain current of a class-A amplifier should remain constant at the dc value under all excitation levels up to approximately the 1-dB gain compression point. As the amplifier is driven further into saturation, the Id(t) waveform becomes distorted and its average current may change. Below the compression point, the dc power equals the product of V dd and Idd; above the compression point, the dc power is usually greater, but much of it is converted to RF output power. Therefore, the quiescent dc power can be considered an upper limit to the power dissipated by the device. If the amplifier has high gain and is to be operated only under excitation, the power dissipated by the device is approximately the difference between the output power and dc power. Designating the power dissipation Pd and the thermal resistance of the device from the channel to the mounting surface θjc, we find the temperature of the channel Tch to be T ch = T a + P d θ j c



(9.22)



where Ta is the temperature of the mounting surface. Equation (9.22) presupposes that the junction between the device and the mounting surface is thermally perfect; flaws in that junction, such as solder voids, can change the thermal resistance significantly or can cause “hot spots” on the surface of a large chip. In high-reliability circuits, chips are sometimes X-rayed to find such flaws. The input of the power FET amplifier is designed to be conjugate matched, so we need to know the input impedance of the terminated device. We can estimate this impedance by using small-signal S parameters and (8.5). Finally, the small-signal gain can be found from (8.20), and stability factors and circles can be found from the appropriate equations, (8.2) and (8.7) through (8.10); the load impedance that optimizes output power is usually well within the stable region. Harmonic-balance analyses show that the input impedance varies only slightly with power level up to the point where the FET’s gate begins to rectify the input signal significantly. Furthermore, in a well-designed amplifier, a good margin of small-signal stability is usually adequate to guarantee large-signal stability.
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When the approximate source and load impedances are known, we can turn to the computer and a harmonic-balance program for optimization. First, we terminate the device with an ideal load, and optimize the output power, bias, and load impedance. Optimum tuning of the output can be determined by plotting the internal drain voltage and current, Vd(t) and Id(t). When their phase difference is precisely 180 degrees and they vary from Vmax to Vmin and Imax to Imin, respectively, the circuit is optimized. The input need not be perfectly matched for this operation. Once the optimum load impedance is determined, an output matching circuit can be designed, and the FET’s large-signal input impedance determined from the harmonic-balance analysis. If all is well, it should not be very different from the value determined from S parameters. Finally, knowing the input impedance, we can design an input matching circuit and connect it to the FET. When the entire combination of input matching, FET, and output matching is simulated, it should be very close to the optimum. Designing the matching networks is complicated by the low source and load impedances and the need to short-circuit the drain at the harmonics of the excitation frequency. The latter requirement is not very important for class-A amplifiers, because the second and higher harmonic currents are not great, but it is much more important in class-B amplifiers. However, the combination of low impedances and high current densities requires careful consideration. The gate and drain currents in a power amplifier can be on the order of a few amperes, so even very small resistances can cause significant power dissipation. Capacitors—even those used for such prosaic purposes as dc blocking—must have high Qs, and inductors should not be made from narrow microstrips or fine wire (gold ribbon is a good material for inductors that must carry high currents). The topology of the matching circuit can often be selected to minimize the currents in relatively lossy components. 9.3.2



Approximate Design of Class-A Bipolar Amplifiers



Design of bipolar amplifiers—both BJT and HBT—follows the same pattern as with FETs. The device is biased at half its maximum collector current, the output power is found from (9.21), and the load conductance from (9.19). The output susceptance of a bipolar device depends strongly on feedback (collector-to-base capacitance) and the source impedance, so it may be necessary to determine the imaginary part of YL empirically. As with FETs, the input impedance can be estimated by linear analysis. Because of the high base-to-emitter capacitance and pronounced Miller effect in bipolar devices, the impedance of a power bipolar amplifier can be extraordinarily low, and therefore difficult to match. Packaged discrete
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devices often employ prematching: LC elements, within the package, that increase the input impedance to a manageable value. In ICs, similar techniques can be used on-chip to raise the input impedance. In some cases, it is not possible to match a power device in any practical manner; then, power combining with power dividers or similar structures may be necessary. Increasing the drive level of a class-A bipolar amplifier can increase the rectified current in the base, increasing the collector current. To avoid this phenomenon, bipolar amplifiers can use current-source biasing. When the base is biased by a current source, the collector current is forced to remain approximately constant at all drive levels; as drive is increased, the dc base current source causes the base-to-emitter voltage to decrease, keeping the base and collector currents from increasing. 9.3.3



Approximate Design of Class-B Amplifiers



The design of the class-B amplifier parallels that of the class-A amplifier. The load impedance of an ideal class-B amplifier is the same as that of an ideal class-A amplifier having the same output power, and it is determined identically. In general, however, it is not possible to estimate the linear gain or input impedance of a class-B amplifier from small-signal S parameters; instead we must use nonlinear analysis to determine gain and input impedance. The maximum value of Vd allowable in a class-B amplifier is somewhat lower than that of a class-A amplifier. In FET amplifiers that are limited by gate-to-drain avalanching, the output power in class-B operation is lower than that in class-A operation. However, if the amplifiers are not limited by avalanche breakdown, the output powers of both classes are nearly identical. Thus, one can use the same procedure to select the load impedance of a class-B amplifier as is used for a class-A amplifier, as long as Vmax is chosen to have its class-B value. The dc drain current of a class-A amplifier under full excitation can be estimated as Imax / π. The dc power dissipation is I m ax P d = V dd ---------π



(9.23)



This estimate of the dc drain current is reasonable up to the 1-dB compression point; however, because the drain-current waveform distorts with drive level, it is not valid at other levels. Furthermore, because of the inherently low gain of the class-B amplifier, the RF input power may be
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relatively high, and therefore may contribute significantly to power dissipation. Equation (9.22) is a valid expression for the channel temperature of a class-B amplifier as well as a class-A amplifier. In an ideal FET class-A amplifier, the gate-to-source voltage Vg varies between Vt and the threshold of gate conduction, approximately 0.5 V. In a class-B amplifier, Vg varies between approximately 2 Vt and the same maximum voltage. Therefore, in order to deliver the same output power, the class-B amplifier requires approximately twice the voltage across the input capacitance as the class-A. Accordingly, one might conclude that the class-B input power must be 6 dB greater, so the gain must be 6 dB lower. This conclusion is troubling, because many microwave power devices do not provide high gain, and 6-dB gain decrease is not tolerable. Fortunately, the situation is not quite that bad, for several reasons: first, even in the ideal case, the differences in voltage is usually slightly less than a factor of two; second, a class-B amplifier is often biased slightly above Vt, in class-AB operation, so it has a small quiescent drain current, which reduces the difference in the variation of Vg even further; and third, because the gatebias voltage is more negative, the gate-to-source capacitance in a FET or the depletion component of the base-to-emitter capacitance in a bipolar device is lower in class B than in class A. As a result, the difference in gain between class-B and class-A amplifiers using the same FET is usually from 3 to 5 dB, still significant, but less than 6 dB. A workable approach to the design of a class-B amplifier, either FET or bipolar, is as follows: 1. Determine the load conductance for maximum output power from V m a x, B – V m i n, B – 1 G L =  -----------------------------------------  I m a x – I m in 



(9.24)



2. Add a shunt reactance and optimize the power and efficiency using harmonic-balance analysis. Bias should allow moderate drain current when there is no excitation. Do not be concerned about input matching at this point. 3. Once the output is designed, calculate the input impedance, defined as Vi(ω)/Ii(ω), where Vi(ω) and Ii(ω) are the fundamental-frequency components of the input voltage and current, respectively. 4. Design the input and output matching networks.
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5. Replace the ideal output impedance with the matching network and verify that the circuit is still optimized. 6. Add the input matching network and check the input VSWR. Minor tweaking may be necessary. If major changes are needed, there is a significant design error. 9.3.4



Push-Pull Class-B Amplifiers



Figure 9.8 shows a push-pull amplifier. It consists of two transistors biased as class-B amplifiers, connected by 180-degree transformers or, for highfrequency circuits, hybrids. (Matching circuits, not shown in the figure, can be included as well.) In this configuration, one transistor conducts when the excitation cycle is positive, and the other when it is negative. Thus, a linear amplifier results. A push-pull amplifier is a practical implementation of a pair of 180degree hybrid-coupled components, discussed in Section 5.1.3 and shown in Figure 5.11. We noted in Section 5.2.1 that this configuration rejects even harmonics of the excitation frequency. The class-B amplifier generates only even harmonics, so rejecting these effectively turns a classB amplifier into a linear amplifier. Additionally, the circuit inherently provides a short-circuit termination to the transistors’ collectors at even harmonics; this is the ideal termination for such devices. 9.3.5



Harmonic Terminations



An early paper by Snider [9.9] identified optimum terminations for transistor power amplifiers. He concluded that the optimum output
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Figure 9.8



A push-pull amplifier consisting of two class-B stages interconnected by 180-degree hybrids.
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terminations are short circuit at even harmonics and open circuit at odd harmonics other than, of course, the fundamental. These terminations ideally must be realized at the internal collector-to-emitter or drain-to source junctions. These terminations create a square wave of voltage, resulting in theoretically zero power dissipation in the device. Achieving such terminations, at high frequencies and with large devices is difficult. The large size of power devices often prevents the placement of a stub close enough to the junction to realize the required short circuits, and device parasitics make an open circuit, at microwave frequencies, almost impossible to achieve. In some lower-frequency amplifiers, however, it may be possible to approximate these terminations at the first few harmonics. 9.3.6



Design Example: HBT Power Amplifier



We wish to design a single-stage HBT amplifier integrated circuit. The amplifier must cover 1.6 to 2.1 GHz, have at least 10-dB gain at full output, and operate at a power-supply voltage of 3.4V. To save chip area and minimize output loss, the output matching circuit is off-chip. A conventional foundry process will be used; the foundry offers InGaP HBT technology having an fmax of approximately 50 GHz. The DC bias regulator also will be off-chip, probably a CMOS IC. Thus, the output matching network and DC bias need not be part of the design. To design the amplifier, we start at the output and work our way toward the input. The process is as follows: 1. Evaluate the device; 2. Determine the device size, bias point, and optimum load; 3. Determine the device input impedance; 4. Synthesize an input matching network; 5. Connect the input network to the device and make sure the combination works properly; 6. Design the output matching network. We address each step in order.
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Evaluate the Device Before beginning the design, it is essential to perform a sanity check on the device models that the foundry provides. Often, the model’s parameters may seem questionable, and such problems should be resolved before the design begins. Most foundries use the SPICE Gummel-Poon (SGP) model to characterize their devices. SGP is an old model and has many limitations for HBT design. More advanced models, such as the UCSD HBT model, would be preferable, but such advanced models are not uniformly implemented in circuit simulators, while SGP is supported on virtually all. It is a simple matter to evaluate the device. We use two simple test circuits in the nonlinear simulator, one to calculate S parameters and power performance, the other to create I/V characteristics. We calculate the device’s small-signal current gain and maximum available gain to make sure they are reasonably close to the expected ft and fmax advertised for the device. We find that the current gain, H21, and the maximum available gain, Gmax, indicate that ft and fmax are both 45 GHz, in good agreement with the expected ~50 GHz. To make certain that we do not have any potential instability problems, we compute stability circles using conventional, linear analysis. Finally, we sweep the HBT’s I/V characteristic to make certain that the DC part of the model is reasonable, and to determine the base bias current that provides the proper collector current. Determine the Device Size, Bias Point, and Optimum Load We begin with the load impedance. The resistive part is given by the wellknown relation, Vc c – Vm i n R L = -------------------------I c c – I m in



(9.25)



and the output power, PL, is P L = 0.5 ( V c c – V m i n ) ( I c c – I m i n )



(9.26)



The device’s I/V curves show that Vmin ~ 0.5V, and we estimate Imin ~ 0.05A. Noting that Vcc = 3.4, and experimenting a little with (9.26), we find that Icc = 0.5A. This results in Pout = 0.65W and RL = 6.4Ω. These are starting values, which may have to be modified somewhat. According to the foundry, we must limit the current density in the devices, under bias
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conditions, to 25 kA/cm2. The individual cells have areas of 50 µm2, so we need a device having 40 cells. The foundry offers a 20-cell device, so we can use two of these in parallel. In most power amplifier designs, we must provide a shunt inductance to resonate the device’s output capacitance. However, from linear analysis, we find that the output capacitance is negligible, so no reactive tuning is needed. The load is purely resistive. We now use the harmonic-balance simulator to optimize the bias and load impedance, using the evaluation circuit of Figure 9.9. We make no attempt to match the input at this time; we simply increase the excitation until we achieve maximum output power. We adjust the load impedance while monitoring the collector waveforms and adjusting the power. It is a simple matter to do this with the simulator’s tune mode; numerical optimization is not necessary. The optimum condition is achieved when both the voltage and current minima are near zero, but not clipping; if the resulting output power is not right, we adjust the bias current and load resistance until the correct power is achieved. Note that we allow for an extra fraction of 1 dB in output power, to compensate for losses in the
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Figure 9.9



Evaluation circuit for the half-watt, 2-GHz HBT power amplifier design. This circuit can be used to determine power performance, the optimum load, and the input impedance. Note that emitter ballast resistance has been included.
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output matching network. The final collector current is 0.47A and load resistance is 5.0Ω. Figure 9.10 shows the collector voltage and current waveforms at bandcenter. These are internal quantities; that is, they are the current in, and voltage across, the collector-to-emitter controlled source. The internal voltage and current exhibit a precise 180-degree phase difference, showing that the output reactance is negligible (or if it were not negligible, proper output tuning) and no saturation or clipping. Determine the Input Impedance To design an input matching circuit, we must first calculate the large-signal input impedance, Z in(ω), defined as Vi n ( ω ) Z i n ( ω ) = ---------------Ii n ( ω )



(9.27)



where Vin(ω) and Iin(ω) are the input voltage and current Fourier components, respectively, at the excitation frequency. This is the deviceinput impedance that should be used for designing a matching circuit.
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The internal collector-to-emitter voltage and current are precisely 180 degrees out of phase and vary from Vmin to Vmax and Imin to Imax, while providing the desired output power with minimal waveform distortion. These conditions show that the output circuit is optimized.
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To design a matching circuit, it is helpful to have a lumped-element model of the HBT’s input. The dominant input elements in the HBT model are the base resistance and collector-to-emitter capacitance, so it is no surprise that a series RC network models the input impedance quite well. By plotting the input impedance of the HBT and the model on the same graph, we can easily adjust the model to fit the input impedance. Again, optimization could be used for this task, but it is a simple task with the simulator’s tuner. The input model consists of 16.9 pF capacitance and 2.2 ohms resistance. Synthesize the Input Matching Network Several considerations drive the design of the input network. To eliminate low-frequency gain, it should have a high-pass structure, and it should allow for easy biasing and DC blocking. Because of the high Q of the load, and the need to transform from a very low impedance to 50Ω, the design of the network is not simple. To meet these requirements, we use a series-L, shunt-C design. We employ a “constant-Q” approach, in which elements are selected by moving along a contour of constant Q on the Smith chart. This is an entirely graphical process, which can be performed with the circuit simulator in the tune mode. Additionally, we use resistive loading to optimize the input match over the relatively wide bandwidth of 1.6 to 2.1 GHz. The loading introduces loss, of course, but the gain of modern HBTs is so great that it is acceptable. It also reduces the sensitivity of input return loss to uncertainties in the device model. Square spiral inductors, characterized by EM simulation, are used in the matching circuit. Because of the high current in these inductors, it is essential to include their losses. The input return loss of the complete circuit is better than 20 dB across the 1.6- to 2.1-GHz band. Connect the Matching Circuit to the HBT We now connect the input matching circuit to the HBT and analyze the combination. We find that no further tuning or optimization of the circuit is needed. Design the Output Matching Circuit Because of the low load impedance required by the amplifier, an output matching circuit is unavoidably lossy. Most of the loss is generated where the currents are greatest, in the elements closest to the chip. Ideally, these
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should use capacitive microstrip stubs, but size constraints may dictate the use of chip capacitors instead. In this case, the main problem is a trade-off between capacitor cost and Q. A second problem is the large impedance transformation between ~5Ω at the chip and the invariably 50Ω outside world, which creates a direct trade-off between bandwidth and loss. A matching circuit consisting of series transmission lines and shunt capacitors represents a good trade-off between loss and size. High-quality RF ceramic chip capacitors must be used. The chip must also be designed to allow the use of multiple bond wires, as even bond-wire loss can be significant. The output matching circuit includes the bias circuit. Performance Figure 9.11 shows the final circuit and the calculated performance of the amplifier. It provides a minimum of 27 dBm over the band with 14-dB minimum gain. The output matching circuit is not shown. 9.4 9.4.1



HARMONIC-BALANCE ANALYSIS OF POWER AMPLIFIERS Single-Tone Analysis



Harmonic-balance analysis of power amplifiers is generally straightforward, especially when only single-tone analysis is required. Still, a few caveats are necessary. Class-A amplifier analysis usually does not require a large number of harmonics; five or six is usually adequate. Analysis of class-B and other types of switching mode amplifiers may require more harmonics, but rarely is it necessary to use more than 8 or 10 harmonics. The more strongly driven circuits require the largest number of harmonics. Because power amplifiers have large current components, termination criteria should not be too tight. Excessively stringent termination criteria can result in apparent nonconvergence of the analysis. There is no need, for example, to force current components to converge to error levels below 10–6 A when the current itself is on the order of amperes. This is especially true of bipolar amplifiers, where tight termination criteria in terms of current imply even more severe tolerances on the voltage components.
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(a) The amplifier circuit and (b) performance. The output matching circuit is not included, so the output circuit is idealized.



Multitone Analysis



Multitone problems involve such phenomena as intermodulation distortion in power amplifiers, spectral regrowth, and adjacent-channel interference. These are largely manifestations of intermodulation distortion. Thus, the
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analysis of intermodulation distortion can be treated as a fundamental requirement of the more complex analyses. Analysis of intermodulation distortion in strongly driven power amplifiers places severe requirements on a harmonic-balance software. First, the analysis of intermodulation distortion is a multitone problem; that is, it requires at least two noncommensurate excitation frequencies. The resulting number of frequency components is quite large; moreover, it is difficult to determine how many frequency components, and which components, must be retained. Certain simulators give the user more control over frequency set selection than others. Most use a so-called diamond truncation, defined as ω m, n = mω 1 + nω 2



m + n C1/Ct) and the resonant frequency,
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1 C1 + Ct f 0 = ------ -----------------2π LC 1 C t 12.1.2



(12.5)



Feedback Oscillator Design



More generally, we have the case shown in Figure 12.3 [12.1]. The oscillator consists of a transistor and some type of transmission resonator. The resonator can be a crystal, an LC circuit, a surface acoustic wave (SAW) device, an electromagnetic resonator coupled to a pair of ports, a ceramic piezoelectric device, or anything else that resonates at the desired frequency and has other required characteristics. Zs and Z L are not used in the circuit; they exist only for the purpose of analysis. Z T is the load connected to the oscillator’s output port. The circuit is adjusted until the following conditions are obtained: S 2, 1 > 1.0 ∠ S 2, 1 = 0



(12.6)



Zs = ZL = Zi n These conditions are equivalent to |AF| > 1 and ∠AF = 0. When these conditions are obtained, we need only connect the collector to the input of the resonator to complete the design. The resonator is a critical part of the design. If it is coupled very weakly to the circuit, its loss is high, but so is its Q. A high Q, as we shall see, results in low noise and makes the resonator, not the transistor, dominant in setting the oscillator frequency. This is a desirable situation, because, with proper care in its design, the resonator is thermally more 2 Zin 1
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Figure 12.3



A circuit for calculating the open-loop gain of an oscillator. This circuit can be analyzed in terms of S parameters, making it useful for design by a microwave circuit simulator.
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stable than the transistor. High resonator loss, however, makes it more difficult to satisfy the gain condition, |S2, 1| > 1. Figure 12.4 shows an example of this approach to oscillator design. The circuit shows a 900-MHz voltage-controlled oscillator (VCO) using a bipolar transistor. The transistor is described by scattering parameters, so the circuit includes no bias source, but because of their effect on the gain, the bias resistors must be included. The resonator consists of the inductor and capacitor L2 and C4; C 4 represents a varactor, and L1 is its bias RF choke. The 14-pF capacitors C3 and C6 adjust the coupling to the resonator. R2 is the 50Ω output port. The value of the source and load resistance used to calculate the gain is treated as a variable quantity. In adjusting the circuit, we try to achieve a linear gain of at least 6 dB, and preferably 10 dB. This allows margin for circuit losses and ensures
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The open-loop model and performance of a 900-MHz VCO. C4 and L2 are the resonator, while C6 and C3 adjust the coupling. R2 is the load. Other resistors provide bias and limit the low-frequency gain.
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reliable start-up. The plot of |S2, 1| shows a peak of 12.5 dB and zero phase at the desired frequency of 900 MHz, and the plot of |S1, 1| indicates that the input impedance is also close to the source and load values. In a feedback oscillator, it is relatively easy to avoid spurious resonances, which could cause the oscillator to oscillate at an undesired frequency. As long as the resonator has transmission only at the resonant frequency, a condition not difficult to establish, the oscillator can oscillate only at the desired frequency. Feedback oscillators, unfortunately, can be difficult to design at high frequencies, because of phase shift in the long connection from the amplifier output to the resonator, so high-frequency oscillators are usually designed by means of a negative-resistance theory. In Section 12.1.5 we shall see some examples of high-frequency negativeresistance oscillators; because they use feedback to establish the negative resistance, they also can be considered feedback oscillators. 12.1.3



Negative-Resistance Oscillation



A general understanding of the operation of electronic oscillators has existed almost as long as active devices. However, more recent work by Kurokawa [12.2] is the basis for the design of modern negative-resistance microwave oscillators. In this work, a microwave oscillator is modeled as a one-port in which the real part of the port impedance is negative. The oneport can represent a two-terminal solid-state device, such as a Gunn device or tunnel diode, that exhibits “negative resistance,” meaning that its port impedance has a negative real part. It can also represent one port of a twoport that includes appropriate feedback. An oscillator modeled in this manner is shown in Figure 12.5. The load impedance Z L(ω) is linear, but the source impedance Z s(I0, ω) (the output impedance of the oscillator) is modeled in an unusual fashion: it is a linear impedance that is a function of I0, the magnitude of the fundamentalfrequency component of the output current. The real part of Z s is negative and decreases with an increase in I0. Although no linear impedance behaves in this manner, a nonlinear impedance can behave this way if the current and voltage harmonics are ignored. Precisely, we define the impedance as  V(ω)  ------------Z s ( I 0, ω ) =  I ( ω )  0 



ω = ωp ω = nω p



(12.7)
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so the voltage across the device is zero at all harmonics. Additionally, we assume that the harmonic components of ZL(ω) are zero, so any harmonic currents that may exist are of no consequence. The small-signal source v(t) in Figure 12.5 represents a perturbation in the voltage across the combined impedances; in practical circuits it represents noise, an injection-locking signal, or the turn-on transient of the circuit. Kurokawa proved that the conditions for oscillation are Z s ( I 0, ω ) + Z L ( ω ) = 0



(12.8)



that is, the real parts of the impedances cancel and the imaginary parts resonate. Then, if an infinitesimal perturbation v(t) exists, the magnitude of the response i(t) increases exponentially with time and becomes sinusoidal at some frequency ωp where Im{Z s(ωp)} = –Im{Z L(ωp)}. In real oscillators, the condition is slightly different. We must have, at start-up, Re{Zs} + Re{Z L} < 0. Then, as the amplitude of the oscillation, I0, increases, |Re{Zs}| decreases and eventually stabilizes at the point where (12.8) is satisfied. If I0 were to increase beyond the point at which (12.8) is satisfied, I0 would decrease, and eventually |Re{Z s}| would rise to the point where (12.8) would again be valid. Thus, the value of I0 that satisfies (12.8) is stable, so I0 remains at that level and oscillation continues at a constant amplitude. The decrease in |Re{Zs}| with increasing I0 is an inevitable consequence of the fact that the amplitude of i(t) cannot, in practice, become infinite.



Figure 12.5



The classical model of a negative-resistance oscillator. The voltage source v(t) provides a perturbation necessary to start oscillation in the unstable circuit.
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The source could also be described by a nonlinear conductance Ys(V0, ω); then, the oscillation condition is Y s ( V0 , ω ) + Y L ( ω ) = 0



(12.9)



where, analogous to (12.7),  I(ω)  ------------Y s ( V 0, ω ) =  V ( ω )  0 



ω = ωp



(12.10)



ω = nω p



This is the case of a parallel resonance having a total negative conductance, in which the transient perturbation comes from a shunt small-signal current source, and V0 is the magnitude of the shunt voltage. The oscillation begins when the real part of the shunt conductance is negative and Re{Y s} decreases as the oscillation increases until (12.9) is satisfied. In practice, Zs or Ys is realized by a solid-state device, which inevitably includes nonlinear capacitances. The average values of those capacitances—and thus Im{Ys} or Im{Zs}—vary at least slightly with V0 or I0. Thus, the frequency at which oscillations begin (when V0 or I0 is small) is not necessarily the same as that for which (12.8) or (12.9) is satisfied (and V 0 or I0 are large). Nevertheless, if a transistor oscillator circuit includes a high-Q resonator, that resonator, not the reactances of the solid-state device, will dominate in establishing the frequency. In a high-Q resonator, Im{Y L} varies rapidly with frequency close to resonance, so changes in Im{Y s} do not cause much frequency deviation. The oscillation is stable if the sinusoidal voltage or current returns to its steady-state value after it is perturbed. Kurokawa derived a condition for stable oscillation; in terms of impedance, the condition is1 ∂Rs ∂X L ∂I ∂ω



–



∂X s ∂R L ∂I ∂ω



>0



(12.11)



1. Some texts give an expression that appears to disagree with this one. The cause is a difference in sign convention. In [12.2] , the device impedance was written as Zs = –R s + jXs, where R s > 0. More conventional notation, today, is Zs = Rs + jXs, where Rs < 0. We use the latter.
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where Rs = Re{Z s}, Xs = Im{Z s}, RL = Re{Z L}, XL = Im{ZL}, and the derivatives are evaluated at I = I0 and ω = ωp. Note that, in a simple case where X s is independent of I and the load is a simple series RL or RC circuit, (12.11) is always satisfied. The idea of a “stable oscillation” seems, at first, to be a contradiction: the device has to be unstable to oscillate. In fact, we can define many types of stability. The classical concept of stability from linear circuit theory, which requires that all network poles remain in the right half plane, is only one. Stability factors, such as the K factor in small-signal amplifiers, is another type, which is not precisely the same as classical linear-network stability. In the present case, we seek a type of bounded stability, in which the magnitude of the oscillation is limited and returns to its steady state if perturbed. Such operation can occur only in a nonlinear circuit. 12.1.4



Negative Resistance in Transistors



We have already noted that negative resistance can occur from physical processes in certain two-terminal devices, including tunnel diodes and Gunn devices. It is also possible to obtain negative resistance at one port of an amplifier by introducing feedback. Our “amplifier” is usually just a transistor, and one port, usually the output, is terminated; the other port becomes, effectively, a two-terminal, negative-resistance device. Such circuits are arguably feedback oscillators, but we can view them equivalently as negative-resistance oscillators. We saw in Chapter 8 that a two-port could oscillate if its source and load impedances were chosen appropriately. For such oscillation to occur, it must be possible to obtain an input or output impedance having a negative real part or, equivalently, an input or output-reflection coefficient greater than unity. This condition can occur only if both S2, 1 and S1, 2 are nonzero, which requires that the two-port have forward gain and feedback. In designing small-signal amplifiers, we usually wish to minimize the effects of feedback; however, in oscillators, we do our best to enhance it, even to the point of introducing additional feedback, to cause the device to oscillate. We now examine negative-resistance or negative-conductance phenomena in transistor circuits heuristically by means of a very simple model, and we apply our understanding of large-signal and small-signal properties of nonlinear circuits to show how Re{Z s} or Re{Ys} changes with I0 or V0. Figure 12.6(a) shows an ideal FET and a feedback network F; we assume that the magnitude of the voltage gain of F is AF, its phase shift is 180 degrees, and the port impedances of F are infinite. Vd and Id are the static or instantaneous voltage and current at the output terminals; the time-
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waveforms are Vd(t) and Id(t). The FET has no capacitive or resistive parasitics (it does have an ideal Schottky-barrier gate-to-source junction), its transconductance is gm, and it is biased at Vd = Vdc and Id = Idc. Its transfer function thus has a 180-degree phase shift, making AF real. Because we are using this example to illustrate only some of the properties of negative resistance in transistor circuits, we have not included a resonator or any other reactive elements; these would be necessary in practice to establish a sinusoidal oscillation at some particular frequency. By a simple small-signal linear analysis, one can show that the port conductance of the circuit Gs is Gs = –gm AF



Figure 12.6



(12.12)



(a) An ideal FET and a phase-reversing network; (b) the resulting I/V characteristic at the terminals.
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and Gs is negative for all positive values of gm and AF . Gs is the circuit’s incremental port conductance in the vicinity of the bias point (Vdc, Idc). The large-signal terminal I/V characteristic Id (Vd ) is graphed on top of the FET’s I/V curves. The slope of Id(Vd) is negative at the bias point, indicating negative conductance. The negative conductance exists only over a limited range of Vd . Because of the clamping action of the gate-to-channel Schottky junction, the gate voltage Vg cannot increase beyond Vg, max, approximately 0.6V; accordingly, Id (Vd ) follows the curve of constant V g, max at low values of Vd . Similarly, beyond the point where –AF Vd = Vt , where Vt is the threshold (or pinch-off) voltage, Id is zero. If Vd is increased further, Id can increase only through avalanching or other second-order effects (e.g., changes in Vt with Vd ). Thus, the device has an incremental conductance that is positive at low Vd , is negative over a region of Vd , and then becomes positive (or zero) again at even greater voltages. Figure 12.7 shows how the ac part of Id (t), ∆Id , behaves as the amplitude of the ac part of Vd (t), ∆Vd , increases. When ∆Vd is very small, ∆Id is also small, is nearly sinusoidal, and is 180 degrees out of phase with ∆Vd . The current waveform is shown in Figure 12.7(a): as Vd increases, Id decreases, and the circuit exhibits negative conductance over the entire range of Vd (t). The magnitude of the large-signal negative conductance is defined in a manner identical to that of the large-signal impedance that we encountered in the analysis of diode circuits: I d, 1 G s = ---------V d, 1



(12.13)



where Vd, 1 and Id, 1 are the fundamental-frequency components of Vd (t) and Id (t), respectively (note that these are not precisely the same as ∆Vd and ∆Id , which can contain harmonic components). The slope of the terminal I/V characteristic, Figure 12.6(b), is relatively constant in the vicinity of the bias point, so as long as Vd is small, Gs does not vary much. If Vd increases, however, it encounters the lower part of the I/V curve, which has a more positive slope. Then Id, 1 does not increase as fast as Vd, 1, and |Gs| decreases. If the amplitude of ∆Vd increases further, the peaks of Vd (t) eventually exceed the range of the negative-resistance region, and Id (t) has the waveform shown in Figure 12.7(b). The waveform shows two “dips” at its peaks; these occur when Vd enters the positive-resistance range. At this point the increase in Id, 1 with V d, 1 virtually ceases, and accordingly |Gs| decreases rapidly, although Gs still remains negative. If Vd increases
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Figure 12.7
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The voltage and current waveforms in the circuit of Figure 12.6(a): (a) Vd (t) is entirely within the negative-resistance region; (b) Vd (t) peaks at the edge of the region; (c) Vd (t) peaks well outside the region.



further, these dips become deeper, and eventually a point is reached where Id, 1 = 0 and therefore Gs = 0. If ∆Vd is increased even further, the current waveform becomes as shown in Figure 12.7(c). In this case, ∆Vd is so great that Vd (t) remains within the positive-resistance range over most of its period, remaining in the negative-resistance region only briefly while Vd (t) ≈ Vdc. The only part of the Id (t) waveform that implies negative resistance is the rising part of the peak that occurs when Vd ≈ Vd c; over the rest of the period, the variations in Id (t) are in phase with Vd (t). Thus, throughout most of the period, Id , 1 is in phase with Vd ,1, and consequently, the resulting positive
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resistance dominates, making Gs > 0. We see that as the amplitude of the oscillation increases, the large-signal conductance Gs increases from its incremental value, which is negative, to zero, and finally becomes positive. In this example, we have “assumed away” all the reactive parts of the circuit. In a real oscillator, reactive parasitics would exist, and some type of resonator would be used to set the oscillation frequency; these elements would add an imaginary part to Y s, with which the load would have to resonate. If the resonator were to have a high Q, its reactance would dominate the imaginary part of Ys making Im{Ys} very frequency-sensitive, and keeping the oscillation frequency close to the resonant frequency. Thus, the temperature stability of the oscillator would be essentially that of the resonator, and the resonator’s narrow bandwidth would act as a filter to minimize phase and amplitude (AM) noise. 12.1.5



Oscillator Design by the Classical Approach



Although an oscillator is in reality a large-signal, nonlinear component, small-signal linear considerations are usually sufficient to ensure that oscillation conditions are met, and to approximate the operating frequency. A design based on linear theory is valid because the oscillator, at the onset of oscillation, is in fact a linear, small-signal component. If the frequency does not change appreciably as the amplitude of the oscillation increases, and if precise knowledge of the output power is not needed, small-signal design may be adequate by itself. By using nonlinear analysis, however, one can predict output power precisely and determine the voltage waveforms across critical components (such as a tuning varactor) in the circuit. The latter may be very valuable in maximizing power and efficiency or minimizing noise in voltage-controlled oscillators (VCOs). The classical approach to the design of oscillators involves four steps: 1. Select a circuit structure and method of obtaining feedback. 2. Choose bias conditions that provide adequate output power. 3. Adjust the feedback to obtain appropriate negative resistance or conductance at a port. 4. Select a termination impedance, at that port, which satisfies the oscillation conditions. These steps guarantee only that oscillation will begin at the desired frequency; they do not precisely establish the amplitude or frequency of the large-signal, steady-state oscillation. Without the use of nonlinear analysis,
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accurately estimating the output power can be especially difficult, because the factors that limit the output-voltage range are not easy to identify. The transistor oscillators we examine in this section consist of a positive-feedback amplifier that has a resonator as an input termination. Selecting the oscillator circuit’s structure primarily involves selecting the type of amplifier; the choice of amplifier depends strongly on the application of the oscillator. For example, a common-gate circuit is usually preferred for VCOs, but for fixed-frequency oscillators using dielectric resonators, a common-source configuration is often preferred. We shall examine this matter further in Section 12.1.5.1. Bias conditions are chosen in a manner similar to that used for a classA power amplifier: V dc and Idc are chosen to allow a wide enough variation of the RF voltage and current to provide acceptable output power. If output power is not an important consideration, any bias point in the transistor’s saturation region that provides good transconductance is probably acceptable; Vdc is often made equal to the drain voltage that the device would have when used as an amplifier, and Idc is often set to approximately half the maximum value, 0.5 Idss for FETs. 12.1.5.1



Circuit Structure and Feedback



There exist a number of possible oscillator circuits and methods of obtaining feedback. Three of the most common are the following: • A feedback configuration with a resonator providing the coupling; • A transistor in common-gate or common-base configuration with an inductor in series with the gate or base; • A transistor in common-source or common-emitter configuration with a capacitor in series with the source or emitter.



These configurations are shown in Figure 12.8. Although the figures show only FETs, the same configurations can be used with bipolar devices. Figure 12.8(a) shows a dielectric resonator, but a wide variety of resonant circuits are possible. Furthermore, although it is not shown explicitly, a dielectric resonator can be used with the configurations in Figures 12.8(b) and 12.8(c). Adding reactance in series with the FET’s common terminal can introduce a negative real part into the input or output impedance. If the resistance is reasonably high (but not too high!), the designer has a large degree of freedom in selecting the load impedance and usually obtains well-behaved operation. It is also important to adjust the feedback and to design the load network so that oscillation can occur at only a single
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Microstrips



(a)



(b) Figure 12.8



(c)



Three ways to obtain negative resistance: (a) coupling from the drain to the gate through a dielectric resonator; (b) series inductance in a common-gate circuit; (c) series capacitance in a common-emitter circuit.



frequency. If an additional resonance exists within the frequency range for which Re{Ys} < 0, the oscillator might oscillate at the frequency of that resonance instead of the desired one. The choice of an oscillator configuration is rarely obvious. Because of resonator losses from weak coupling, feedback circuits, such as Figure 12.8(a), are practical only when the transistor’s maximum available gain is high. The common-gate configuration in Figure 12.8(b) is probably the most practical; Figure 12.8(c) requires dc bypassing around the capacitor, usually an inductor, which could introduce a spurious resonance. Still, it is not usual to find that one of the configurations provides adequate negative resistance, while others do not. The superiority of one configuration or the other depends on frequency and characteristics of the particular device. As with a small-signal amplifier, satisfying the oscillation and stability conditions at either the input or the output is enough to ensure oscillation.2 Therefore, the load is usually chosen to provide adequate output power, and the input termination is chosen to satisfy the oscillation conditions. The design process is illustrated by the following example. 2. It is possible to show, in the linear case, that satisfying the oscillation conditions at one port of a feedback amplifier automatically satisfies them at the other. See [8.1].
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Example: VCO Design



We design a 10-GHz VCO having approximately 10 dBm of output power. This output level is well within the capability of a small-signal Ku-band MESFET. Its small-signal S parameters at 10 GHz, in common-source configuration, are



S =



0.86 ∠– 102 ° 0.10 ∠48° 2.90 ∠104° 0.47 ∠– 48°



(12.14)



We also choose bias values of Vdc = 3.0V and Idc = 30 mA, the conditions under which the S parameters were measured. The drain current is approximately 0.5 Idss, the value that provides maximum gain in amplifier operation. The MESFET is used in a common-gate configuration; an inductor in series with the gate provides feedback. The input (the MESFET’s source terminal) is terminated by a varactor-tuned resonator, and the output is terminated by a load that ensures good output power. We choose the load impedance on the basis of the output-power requirement; we then design the resonator to satisfy the oscillation conditions. We first estimate the load conductance. We find it by making a very rough estimate of the fundamental-frequency RF components of the drain voltage and current. If Idc = 30 mA, the fundamental RF current must be less than 30 mA; we estimate it to be 25 mA. In Section 12.1.4 we saw that the fundamental RF drain voltage must be considerably less than Vdc . Although we derived this result by considering a common-source circuit, the same is approximately true for the common-gate circuit. Accordingly, we assume that the peak RF drain voltage is approximately 1V. The output power, Pout, is 1 P out = --- V d, 1 I d, 1 = 12.5 mW 2



(12.15)



The real part of the load conductance, GL, is I d, 1 1 G L = ---------- = ------ S 40 V d, 1



(12.16)
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or a shunt resistance of 40Ω. Because the output impedance of a commongate circuit is usually capacitive, the output load that provides maximum power is usually inductive. However, the susceptance found from smallsignal S parameters may not be optimum for large-signal operation; furthermore, S1, 2 in the common-gate FET has a high value, approximately 1.8, indicating that the output admittance is sensitive to the input termination. Consequently, it is probably futile to predict the large-signal load susceptance from small-signal considerations. Furthermore, because of the complications introduced by the feedback inductance and the limited range of ∆V d, the approach to output-load design used for the FET power amplifier is also invalid. For these reasons, in this first-order design we use a purely resistive load. The lack of a load susceptance may cost a decibel or two of output power; this power loss can be reclaimed by empirical tuning or by optimizing the design by nonlinear analysis. We now must make certain that oscillation conditions are satisfied when this value of load resistance is used. To do so, we adjust the circuit to obtain negative resistance at the input port when the output termination is a 40Ω resistor. Immediately we are faced with a question: just how much negative resistance do we need? Again, we come to the profound conclusion that we want neither too much nor too little. If the negative resistance is low, any small series resistance, perhaps from circuit losses, may eliminate it; if it is too high, shunt conductivity may do the same thing. Empirically, we find a negative resistance around – 40Ω to –100Ω to be about right. This value can be obtained easily by setting the port impedance to 100Ω and maximizing the magnitude of the input reflection coefficient, Γin. We find that a feedback (gate) inductance of 1.24 nH maximizes |Γin|, giving |Γin|2 = 10.4 dB, or Z in = –65 – j38. To resonate this impedance, we need an inductive reactance of 38Ω at 10 GHz. To satisfy (12.8) strictly, we need a termination of impedance 65 + j38; however, this would leave no room for the oscillation to grow, so we simply select ZL = j38. We expect that, as the oscillation grows, the input reactance will change slightly, but the oscillation frequency will change to maintain resonance. The amount that the frequency must change depends inversely on the resonator’s Q. If a capacitive reactance were needed, we could simply connect a varactor directly to the FET’s source terminal with, of course, necessary dc blocks and bias circuitry. Since an inductance is needed, however, we could use a varactor in series with an inductor or transmission line. A little experimentation shows, for example, that a 100Ω transmission line 55 degrees long, and a 0.55-pF varactor, provides the desired resonance. It is important to calculate the impedance of the combination over the range of
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frequencies where |Γin| > 1 (i.e., where Re{Zin} < 0) to make sure that there are no other resonances at which oscillation could occur. Better stability could be achieved by a resonator having a high Q and good frequency stability, such as a dielectric resonator. Because the phase of a resonator’s reflection coefficient varies rapidly with frequency near resonance, the oscillator’s frequency will remain close to the resonator’s resonant frequency, even if the FET’s S parameters drift enough, with temperature or dc bias, to change Zin. A varactor can then be coupled to the resonator in order to vary its resonant frequency, and thus to vary the oscillator’s frequency. This circuit is a very popular one for realizing wideband VCOs: even simple oscillators of this form can achieve remarkably wide tuning bandwidths, often over an octave. In designing the resonator and its tuning circuit, we find that there is a direct trade-off between tuning range and frequency stability; more generally, there is a trade-off in the design of any VCO between tuning range and phase noise. To achieve high stability (or low noise) one must use a stable, high-Q resonator (e.g., a dielectric resonator or a waveguide cavity) and couple the FET and varactor to it very weakly. This weak coupling limits the ability of the tuning varactor to vary the resonator’s frequency, however, so the tuning range is narrow. Coupling the varactor more strongly to the circuit increases its effect on the circuit and provides a wider tuning range; unfortunately, such strong coupling also increases the effect of its poor thermal stability, and it may also reduce the Q of the resonator. Another phenomenon worth noting is that Z in is not constant with changes in the output load. As ZL varies, so does Zin; then, the frequency at which the oscillation conditions are satisfied must also vary, so the oscillator frequency must change. This phenomenon, called pulling, is also more serious when the Q of the resonator is low and the varactor is tightly coupled. Although relatively crude estimates of the output conductance and power were necessary for the initial design, after the oscillator is fabricated one can use empirical techniques to obtain an improved estimate of the load impedance. One method that has been widely accepted is called a device-line measurement [12.3]. In this process, RF power is applied to the output terminals of the unmatched oscillator and the output-reflection coefficient Γout is measured under large-signal, nonoscillating conditions. Because the magnitude of the large-signal reflection coefficient is greater than unity, power is delivered by the oscillator to the measurement system during this test. That power, P d, is
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(12.17)



where P av is the available power of the excitation source. When the oscillator is delivering Pd to the measuring system, it has the large-signal output-reflection coefficient Γout. This is the same Γout it would have in normal operation, delivering Pd to a load ΓL in which oscillation conditions were satisfied. Therefore, the load ΓL must result in an output power Pd. The underpinnings of this argument are essentially the same as those of load-pull theory, which is applied to power amplifiers; the greatest limitation is that effect of the load impedance at harmonic frequencies is neglected. 12.2



NONLINEAR ANALYSIS OF TRANSISTOR OSCILLATORS



The oscillator design illustrated in Section 12.1.5.2 was adequate only to guarantee that the circuit would oscillate. Because it was based on smallsignal, linear S parameters, it was not possible to estimate the output power or to find a load impedance that optimized the output power. Thus, we were forced, with much embarrassment, to use rather crude estimates in the design of the output network. We would prefer to use our knowledge of nonlinear analysis to define the load impedance and predict the output power more precisely. A second concern is the frequency of oscillation. The oscillation frequency determined through linear analysis is approximate. When a low-Q resonance is used, the frequency of oscillation can be significantly different from that predicted by the linear analysis. Finally, we might like to simulate certain characteristics of the oscillator, like phase noise, pulling, and dc-bias sensitivity, that are fundamentally nonlinear and therefore cannot be addressed by linear analysis. Several problems arise when one attempts to analyze oscillators by harmonic-balance techniques: the first is that the saturation phenomena that limit the amplitude of the oscillation must be modeled very carefully. In particular, the channel current Id(Vg, V d) as well as the gate-to-channel capacitances must be modeled accurately throughout both the linear and saturation regions. The second problem is more serious. Harmonic-balance analysis is used primarily when a nonlinear circuit is driven from an external source. It is assumed at the outset of a harmonic-balance analysis that the excitation frequency is known exactly. In an oscillator analysis, however, the frequency of oscillation is not known; it is one of the things that the analysis must determine. Clearly, the frequency of oscillation must be one of the independent variables of the harmonic-balance process.
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Finally, the phase of the oscillation is indeterminate, so unless the phase is somehow constrained, it is impossible for a harmonic-balance process— however formulated—to converge. One solution to the latter problem is to use time-domain analysis. In this case, which involves integrating the circuit’s nonlinear differential equations numerically until a steady-state response is obtained. The process suffers from the standard limitations of time-domain analysis: transmission lines and lumped impedances often cannot be modeled adequately (a serious problem, in view of the fact that the resonators in microwave oscillators invariably use transmission lines), and long time constants may cause the settling time of the transient response to be long. Furthermore, the presence of a high-Q resonator in the oscillator’s circuit may introduce numerical instability. A more subtle difficulty is that all oscillators have a valid “zero solution”: nonoscillation invariably satisfies the circuit equations, and an analysis—either time-domain or harmonicbalance—can easily have this trivial result. In view of the complexity of oscillator analysis, it is not surprising that many techniques have been developed. We examine a few of them in the following sections. 12.2.1



Numerical Device-Line Measurements



One possibility is to use harmonic-balance analysis to perform a numerical device-line measurement. This analysis is straightforward and can be performed on any harmonic-balance simulator. The process is as follows: 1. Design the oscillator as in the above example. Use a nonlinear model for the device; this design process is nonlinear, so S-parameter characterization cannot be used. 2. Connect a source and a power/impedance measuring device to the output port. 3. Excite the output port, and vary the power. 4. Find the point where output power is maximum; determine the port impedance at this power level. 5. Design an output network that provides this load impedance to the device. Figure 12.9 illustrates the analysis. Figure 12.9(a) shows the oscillator, designed according to linear theory. Figure 12.9(b) shows the circuit for the power sweep; the block on the right represents the oscillator, which is
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treated as a subcircuit. The power-measuring element is a voltage/current sampler, which provides information to the circuit simulator for both power and impedance. Because negative resistances degrade matrix conditioning, harmonic-balance simulators often experience convergence difficulties in oscillator analysis. To avoid this problem, a 1,000Ω resistor is inserted in series with the port. The resistor makes high excitation power necessary, but this is of no consequence, as the excitation power is intrinsically meaningless. Note that we plot the real part of the output power, not the magnitude of the power. The plot shows that maximum output power of 14.4 dBm occurs at an excitation level of 32 dBm. The impedance, at that same excitation level, is – 79 – j48. This impedance is the negative of the optimum load impedance; thus, the oscillator requires a load of 79 + j48. Synthesizing such a load is a minor, final step. After the output matching network is designed, it is wise to sweep the circuit over the entire range of frequencies where negative resistance exists, to make certain that no spurious resonances exist. In the above example, the output impedance of the oscillator displayed a series resonance. In that case, a large series resistor was appropriate. Occasionally, however, an oscillator’s output impedance is best modeled as a parallel resonance, and in that case a small, shunt resistance usually works better. In either case, however, the level of the excitation source is irrelevant [because the output power is determined by direct measurement in the voltage/current sampler, not by (12.17)], as is the value of the series or shunt resistor at the port; use whatever works best. A disadvantage of this method is the poor treatment of harmonic terminations. In the analysis, the port is terminated, at all harmonics, in a high resistance. This situation is generally unrealistic. Another problem is that it cannot account for the effects of a buffer amplifier or other type of load; the method can be applied only to the oscillator stage. 12.2.2



Harmonic Balance: Method 1



It is clearly valuable to have a complete harmonic-balance analysis of oscillators, in which the user simply describes the circuit and the simulator provides output power, frequency, and all required voltage and current waveforms, much as is done in forced circuits. In this section, we describe two approaches to such an analysis. To do so, we must deal with the problems of (1) unknown frequency, (2) indeterminate phase, (3) spurious “zero solution,” and (4) difficult convergence. Additionally, we should consider the need for synthesis as well as analysis: it may be more valuable to adjust some circuit parameter to achieve the desired frequency than to adjust the frequency to satisfy the circuit equations.
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Oscillator design by a numerical device-line measurement: (a) the oscillator circuit; (b) circuit for performing the large-signal device-line simulation; (c) port impedance and output power.
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One straightforward approach [12.4] is to use one or more circuit parameters as variables, along with the harmonic voltages across the nonlinear elements. The current-error function (3.1.20) becomes F ( V, P ) = I s ( P ) + Y ( P )V + jΩQ + I G



(12.18)



where P is a set of circuit parameters. For oscillator analysis, P could include the frequency of oscillation; conversely, for synthesis, it could include a varactor capacitance that is adjusted to obtain the specified frequency of oscillation. The components of P, as well as the voltage variables, are adjusted by the appropriate harmonic-balance algorithm, and convergence is indicated, as usual, by minimal values of the components of F. The authors of [12.4] emphasize the fact that the variables V and P can be adjusted simultaneously in the solution algorithm; it is not necessary to solve the harmonic-balance equations to obtain V and then to optimize the circuit variables P. An advantage of the authors’ approach is that, by defining the error function to include output power or other performance parameters, one can include performance optimization in conjunction with the standard harmonic-balance analysis. Additionally, for the analysis case, the Jacobian includes derivatives of the frequency with respect to the system voltages; this quantity can be very useful for phase-noise analysis. 12.2.3



Harmonic Balance: Method 2



Another clever method [12.5] involves inserting a probe into the circuit in some appropriate place. The probe consists of a voltage source and series impedance at the fundamental frequency, and an open circuit at harmonics. The magnitude and frequency of the excitation is adjusted, in an external optimization loop, until the harmonic-balance equations are satisfied. Oscillation conditions are satisfied when the fundamental-frequency current in the source is zero. Figure 12.10 shows a feedback oscillator designed according to this method. The probe element is connected to the base of the HBT; because of its sensitivity, this is usually a good connection point. The frequency and voltage ranges over which the circuit simulator will search for a solution are parameters of the probe; it is set to search the range of 3 to 5 GHz in as many as 1,000 steps. Similarly, the voltage range is set to search over 250 steps. These parameters describe a coarse search used only to find the frequency and voltage region within which the oscillator operates; a fine search begins after the coarse one is completed. This method is very robust, and works well even when the resonator Q is quite high.
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Figure 12.10 Oscillator designed according to [12.5]: (a) the oscillator circuit; (b) its output spectrum.



This method is similar, in many ways, to an automated version of the device-line measurement. However, it provides a more correct excitation source and is more versatile, allowing the probe to be used at any appropriate point in the circuit. 12.2.4



Eigenvalue Formulation



It is interesting to note that the oscillator problem can be formulated as a classical eigenvalue problem. This gives a rigorous method for determining
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(1) oscillation frequency, (2) whether oscillation conditions are satisfied, (3) possibilities for satisfying oscillation conditions at multiple frequencies, and (4) the fundamental-frequency voltages at all nonlinear ports. It suggests, also, a large-signal method for analyzing an oscillator. First, we examine the linear case. Imagine that the nonlinear circuit is linearized at the bias point. Let Z be the impedance matrix of the linear subcircuit and Y be the admittance matrix of the linearized, nonlinear subcircuit. Then, – I = YV



(12.19)



where I is the vector of fundamental-frequency current components in the linear subcircuit. To have oscillations, this current must excite the linear subcircuit and generate a voltage equal to V: V = ZI



(12.20)



– ZYV = V



(12.21)



This implies



In general, however, the voltage generated by the current is greater than V, and as oscillations build, the device saturates and (12.21) is satisfied. Therefore, at startup we have – ZYV = λV



(12.22)



where λ is real and λ > 1. This is a classical eigenvalue problem, and we can state that the oscillation conditions, for the linear circuit, are that the –ZY matrix must have an real eigenvalue equal to 1.0 (or, for the practical case, greater than 1.0). The corresponding eigenvector, V, gives the relative, but not absolute, port voltages. It is probably valid to claim that this applies in the Kurokawa sense; that is, if we define a large-signal admittance Y(V0) analogous to (12.10), oscillation conditions are satisfied when λ = 1. In the strict harmonic-balance case, we must satisfy – ZF I ( V ) = V



(12.23)
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where FI(V) is the vector of fundamental-frequency currents at all the ports of the nonlinear subcircuit. The harmonic-balance problem could be solved by first using the linearized case as an initial estimate, then increasing the magnitude of the V eigenvector, in a continuation loop, correcting it with the harmonic-balance process as λ decreases. The process terminates when λ = 1. 12.3 12.3.1



PRACTICAL ASPECTS OF OSCILLATOR DESIGN Multiple Resonances



Multiple resonances are a serious problem in oscillator design. If an oscillator has a resonance at some frequency other than the desired one, it can establish oscillations at that undesired resonant frequency. Often, the oscillator works properly at room temperature, with the expected bias voltages, but when the temperature changes or the bias voltage drifts, the oscillator suddenly jumps to an undesired frequency. Undesired resonances can be introduced by matching and bias circuits. Especially at high frequencies, the additional parasitics of packaged devices can introduce unwanted resonances. Housings can also be sources of such resonances. The fundamental cause of multiple resonances is complexity. If oscillators really could be made as simple as the idealized circuit in Figure 12.9, multiple resonances would rarely be a problem. To avoid such problems, the circuit should be made as simple as possible, and should be analyzed over the full range of frequencies where it exhibits negative resistance. Here, especially, Maas’ First Law of Microwaves applies: the simplest circuit that works, works best. 12.3.2



Frequency Stability



Frequency stability is governed by the Q of the resonator and the sensitivity of its resonant frequency to temperature. Since the transistor is inevitably coupled to the resonator, its temperature-sensitive parasitic elements also affect the resonant frequency. When the resonator’s Q is high, it changes less when the transistor’s characteristics drift with temperature. To illustrate this point, consider a series resonant circuit. Its Q can be written
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(12.24)



where ω0 is the resonant frequency, R is the series resistance, and X is the total reactance. This can be rearranged to ω0 dω = ----------- dX 2RQ



(12.25)



showing that a high Q reduces the change in frequency dω when the reactance, X, changes. Of course, the resonant frequency of the resonator itself must be stable with temperature. In the past, temperature-stable metal alloys such as Invar were used for resonant cavities. Now, dielectric resonators are more likely to be used. Dielectric resonators can be formulated to have virtually no thermal drift, or even temperature coefficients that compensate for drift in other parts of the oscillator. 12.3.3



Dielectric Resonators



Many microwave systems require free-running sources that are highly stable. For these applications, fixed-frequency oscillators using dielectric resonators are ideal. Dielectric resonators are made from modern ceramic materials that have low thermal expansion coefficients and high dielectric constants, usually around 40. This makes them much smaller than waveguide or coaxial resonators. Because these materials have very low loss, the Qs of dielectric resonators are nearly as high as those of metal cavities. Furthermore, the temperature coefficients of the dielectrics can be adjusted by varying the composition of the ceramic. Dielectric resonators are usually solid cylinders, although occasionally they are realized as hollow cylinders or rectangular blocks. When used in a microstrip circuit, a dielectric resonator is coupled magnetically to a microstrip line. The coupling coefficient is adjusted by varying the distance from the resonator to the edge of the microstrip, or by placing the resonator on top of a dielectric spacer. When coupled to a single line, the resonator open-circuits the line at its resonant frequency; when coupled to two microstrips, a dielectric resonator can be operated in a transmission mode. Cylindrical dielectric resonators usually operate in their dominant mode, the TE 0, 1δ. This mode is shown qualitatively in Figure 12.11, and it
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Figure 12.11 E and H fields of the TE 0,1δ mode in a solid cylindrical dielectric resonator.



should be clear, from its structure, that it couples nicely to the magnetic field around a microstrip transmission line. The “δ” in the mode indices indicates that the mode is not completely contained by the dielectric structure; the magnetic field, in particular, “leaks” from the dielectric, and unless measures are taken to prevent it, the radiative loss is substantial. A dielectric resonator therefore must be shielded, or radiative loss reduces its Q dramatically. Usually, the resonator is mounted, along with the rest of the oscillator circuit, in a metal cavity. The resonant frequency can be adjusted somewhat by a tuning screw located above the resonator. Figure 12.12 shows a simple FET oscillator using a dielectric resonator. The design process is identical to the ones we have been discussing. For example, the design described in Section 12.1.5.2 can be converted to a dielectric-resonator oscillator. The resonating impedance of + j38Ω is realized by a piece of transmission line, and the dielectric resonator is coupled to the line at the point where the open circuit is required. Finally, a load resistor provides stability by preventing oscillation at other frequencies. The load has no effect at the frequency of oscillation, because it is decoupled from the circuit by the dielectric resonator. The theory of dielectric resonators is a separate discipline; that theory, and further information on the use of dielectric resonators in filters as well as in oscillators, can be found in [12.6–12.10]. 12.3.4



Hyperabrupt Varactors



We saw earlier that the capacitance of a pn or Schottky junction, C(V), is given by
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Figure 12.12 The oscillator of the design example, modified to use a dielectricresonator.



Cj 0 C ( V ) = -------------------γ 1 – --V-   φ



(12.26)



where C j0 is the zero-voltage capacitance, V is the junction voltage, and φ is the built-in voltage. The parameter γ is usually close to 0.5 in Schottky junctions, but in pn junctions, it depends on the doping profile. A linearly graded junction has γ = 0.33, while an abrupt junction has γ = 0.5. Suppose we wish to use a varactor diode as a tuning element. We might reasonably want a linear tuning characteristic, in which the resonant frequency is proportional to the control voltage, V. For an LC resonator, in which the entire capacitance comes from the diode, a little algebra shows that γ



df V --- – 1 ------- = k 1 – ---  2  φ dV



(12.27)



where k is a constant. We see that linear tuning requires γ = 2.0. This is a much stronger capacitive nonlinearity than is normally encountered in junction diodes. The use of a sharply graded doping profile in a pn junction, however, can approximate this condition over a modest range of junction voltages; such diodes are called hyperabrupt varactors. Even when a linear tuning characteristic is not possible, the wide capacitance range of such diodes is valuable for wide-range VCOs.
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To achieve the wide capacitance variation, the doping density must be greater near the junction and decrease in the direction into the semiconductor. This results in a relatively high series resistance, and thus a lower Q. This lower Q is the price of the wide tuning range. 12.3.5



Phase Noise



Noise processes in semiconductor devices can modulate the phase of an oscillator and create noise sidebands in its output spectrum. This phase deviation is a serious problem in systems where a signal’s phase carries information, especially in modern communication systems using phase or phase-amplitude modulation. Because high-frequency components of that noise are attenuated by the resonator, noise processes that generate lowfrequency components are of most concern: 1/f noise is a particularly significant contributor to phase noise; accordingly, devices having low 1/f noise levels are usually preferred for use in oscillators. Bipolar transistors (both HBTs and conventional homojunction devices) have significantly lower 1/f noise levels than MESFETs or HEMTs, so they are often preferred for use in oscillators when possible. Phase noise is characterized by the ratio of carrier noise spectral density or, equivalently, the spectral power in a 1-Hz bandwidth, at an offset fm from the carrier. This quantity is designated L(fm) and is illustrated in Figure 12.13. Phase noise can be minimized not only by using a low-noise device, but also by using a resonator having a high loaded Q; in VCOs, a high-Q varactor is necessary. Because phase noise can also be caused by noise originating in the power supply or coupled to the dc bias circuits, powersupply filtering should not be overlooked as a means to minimize phase noise.
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Figure 12.13 Signal and noise spectrum of an oscillator.
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Phase-Noise Analysis



We can develop an understanding of phase noise by first viewing the noise as a sinusoidal phase perturbation. Suppose we have a signal, v(t), with a sinusoidal phase perturbation of β radians at a radian frequency ωm = 2πfm: v ( t ) = V s cos ( ω 0 t + ∆φ sin ( ω m t ) )



(12.28)



The frequency is the time derivative of phase. Differentiating the argument gives ω ( t ) = ω 0 + ∆φω m cos ( ω m t )



(12.29)



showing that the frequency deviation ∆ω = ∆φ ωm, or ∆ω ∆φ = -------ωm



(12.30)



In frequency modulation (FM) theory, ∆φ is sometimes called β, the modulation index. Clearly, the phase deviation must be small, so ∆φ « 2π . This condition corresponds to narrowband FM, so we can use the results of narrowband FM theory to obtain the spectrum. After consulting any good communications theory book, we obtain V ssb ∆φ ---------- = J 1 ( ∆φ ) ≈ ------2 Vs



(12.31)



where V ssb is the level of a single sideband and J1 is a Bessel function. The carrier-to-sideband ratio is then V ssb 2 2  --------- = ∆φ -------- Vs  4



(12.32)



Since ∆φ is small, this approximation is virtually exact; so, offending only the most anal-retentive mathematicians, we have replaced the approximation sign with an equality. This is fine for sinusoidal phase deviations, but we are really interested in noise, not sinusoids. To convert the above results to noise, we equate the
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sinusoidal and noise cases on the basis of power. For a sinusoid, the RMS and peak values are related as 2∆φ R MS = ∆φ sin



(12.33)



so the carrier to noise ratio L(fm) becomes V ssb 2 1 L ( f m ) =  ---------- = --- ∆φ 2 RM S  Vs  2



(12.34)



where ∆φ 2 R MS represents the RMS value of either the sinusoid or the noise process. Sinusoid and Noise In many systems, noise is added to a carrier and the combination is limited in amplitude. The limiting removes the amplitude component of the noise, but not the phase component. The resulting phase noise can be found easily. Figure 12.14 shows the combined signal and noise phasors. From Figure 12.14, the phase deviation is n(t) n(t) ∆φ ( t ) = acos  ---------- ≈ --------- v ( t ) v ( t )



(12.35)



The mean square noise can be defined by a noise factor, F:



n(t)



v(t)



v(t) + n(t) ∆φ(t)



Figure 12.14 When a signal plus noise process is limited, amplitude variations are removed and only phase variations remain. Since the oscillator’s transistor is driven into hard saturation, it acts as a limiter, removing most AM noise.
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where K is Boltzmann’s constant, 1.37⋅10–23 J/K; T0 = 290K, by definition; and R is the load resistance at which n(t), which has units of voltage, is measured. The signal power is v 2 ( t ) = PR



(12.37)



where P is the power dissipated in R. Substituting (12.35) through (12.37) into (12.34) gives 1 FKT 0 1 L ( fm) = --- ∆φ 2 RM S = --- -------------2 P 2



(12.38)



L ( fm ) = – 174 + F – P – 3



(12.39)



or, in dBC,



Noise Spectrum and Leeson’ s Model The previous relations assume that the noise is white. In reality, the dominant noise process is the upconversion of 1/f noise by the oscillator’s nonlinearities. We can assume that this power spectrum is centered on the carrier and has the form f v n2 ( fm ) = FKT0 1 + ----cfm



(12.40)



where fc is the corner frequency of the noise and, as before, fm is the deviation from the carrier in either a positive or negative direction. The power spectrum of the phase fluctuations, S( fm), is FKT 0 f S ( f m ) = ∆φ 2 RM S = ∆φ 2 = -------------- 1 + ----cP fm



(12.41)



Plotted on a logarithmic scale, the noise spectrum has the shape shown in Figure 12.15.
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Figure 12.15 1/f noise spectrum showing the corner frequency, fc.



In 1966, Leeson [12.11] proposed a simple model of a noisy oscillator by treating it as a phase-feedback system with added noise. The added noise is a high-frequency noise spectrum, which consists of both broadband noise and upconverted 1/f noise. The model does not treat the upconversion process, so it is valuable only for its qualitative, not quantitative predictions. Even so, it provides considerable insight into oscillator operation. The oscillator model is shown in Figure 12.16(a). It consists of an amplifier, a resonator, and feedback. Noise is added at the amplifier’s input, and the oscillator’s output port is the amplifier’s output port. Leeson showed that this circuit can be represented as the baseband circuit in Figure 12.16(b), in which the variable quantity is the oscillator’s phase. In Figure 12.16(b), the resonator becomes a low-pass filter and the “output” is the phase, not the signal itself. We now can apply ordinary feedback theory to the circuit of Figure 12.16(b). The transfer function of the low-pass filter, T( fm), is 1 T ( fm ) = ---------------------------fm 1 + j2Q L ----f0



(12.42)



where QL is the loaded Q of the resonator and f0 is the frequency of the oscillator. The transfer function between the phase of the noise and that of the oscillator’s output is 1 ∆φ = ----------------------- ∆θ 1 – T ( fm)



(12.43)



Transistor Oscillators



571



s(t) n(t)



Resonator (a) Oscillator model ∆φ(t) ∆θn(t)



(Noise phase)



LPF (b)



Phase-feedback loop Figure 12.16 (a) Leeson’s model of a noisy oscillator; (b) the equivalent circuit, in which phase is the variable.



Substituting (12.42) into (12.43) and using (12.41) and (12.38), we obtain f 1 1 FKT 0 L ( fm ) = --- S φ ( fm ) = --- -------------- 1 + ----c2 2 P fm



f 02 1 1 + -----2----------2 f m 4Q L



(12.44)



The loop acts as a kind of filter on the phase noise. According to (12.44), there are two break points in the phase noise spectrum: one at the corner frequency, fc, and another at fm = f0/2QL . At frequencies well below both break points, the phase-noise spectrum has a slope of 30 dB per decade; at higher frequencies, regions can exist where the slope is either 20 dB per decade or 10 dB per decade, depending upon the relative values of fc and f0/2QL. The possible spectra are shown in Figure 12.17. Note that these depend on the assumption that the dominant noise source has a 1/f spectrum; often the spectrum is not precisely 1/f, so the phase-noise spectrum may deviate from this ideal case. Other Sources of Phase Noise It is important to recognize that phase noise can arise from sources other than the noise in the transistor. Some important sources are the following:



572



Nonlinear Microwave and RF Circuits



L(fm)



L(fm)



30



30 20



10 0



fc



f0/2QL



0 fm



(a)



f0/2QL



fc



fm



(b)



Figure 12.17 Phase noise spectra: (a) “low-Q” case, in which f0 / 2QL > fc; (b) “highQ” case, in which f0 / 2QL < fc. The former corresponds to VCOs and oscillators having microstrip resonators; the latter, to DROs and oscillators using resonant cavities.



• Power supply noise can easily modulate the phase of an oscillator. The power supply must be well filtered to remove such noise. For measurements, a battery can be used to eliminate this noise source. • Coupling from the ac line is invariably evident in measurements of the phase-noise spectrum of low-noise oscillators. Peaks at the ac line frequency, and its harmonics, are invariably present. If the peaks are not too great, they can simply be ignored; however, large peaks can degrade the accuracy of a phase noise measurement and make it difficult to interpret. In many cases, it may be necessary to shield the oscillator during the measurement. • Mechanical vibration can generate phase fluctuations that appear as phase noise. Ambient mechanical vibration has frequency components from a few hertz to a few kilohertz; this is just the right range to corrupt most phase-noise measurements. • The noise of a buffer amplifier, especially if it uses active biasing, can degrade the oscillator’s phase noise.



12.3.5.2



Frequency Multiplication



Since frequency is the time derivative of phase, frequency multiplication is, in fact, phase multiplication. Multiplying the frequency by a factor, n,
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multiplies ∆φ by n as well. From (12.38), we see that the phase noise increases by n2 or, in decibels, 20 log(n). 12.3.6



Pushing and Pulling



In Section 12.1 we saw that changes in the load impedance could affect the oscillation frequency by changing the phase of Zs. This phenomenon is called pulling. To some degree, pulling is inevitable; it occurs because the feedback necessary to make oscillation possible increases S1,2, and thus increases the sensitivity of Z s to the load impedance. Nevertheless, pulling can be minimized. Beyond the obvious solutions of using an output isolator or buffer amplifier, a high-Q resonator is effective in reducing pulling. Similarly, changes in dc bias voltage can change the transistor’s S parameters and Zs, thus changing the oscillation frequency. This phenomenon is called pushing. The straightforward way to minimize pushing is to maintain adequate regulation in the oscillator’s bias circuits. As with pulling, pushing is minimized by a high-Q resonator. Pushing is not always undesirable; it is sometimes used as a means to obtain voltagetuning capability in a narrowband VCO. 12.3.7



Post-Tuning Drift



When the frequency of a VCO is changed, the RF current and voltage waveforms throughout the oscillator also change, as well as the dc bias current. As a result, the heat dissipated in the transistor and the tuning varactor, in blocking capacitors (which dissipate heat because of finite Q), and in coupling inductors all change as well. A small time interval is required before the circuit returns to thermal equilibrium and steady-state conditions. During this time the frequency may drift; this phenomenon is called post-tuning drift. It is most significant in fast-tuning, wide-range VCOs. In a well-designed oscillator, the primary cause of post-tuning drift is heat dissipation in the varactor. Thus, careful thermal design of the varactor can reduce post-tuning drift significantly. If the varactor is mounted in a package, it should be mounted on a large metal surface; a beam-lead or chip device mounted on a substrate should be bonded to the substrate metallization over as large an area as possible. 12.3.8



Harmonics and Spurious Outputs



A well designed transistor oscillator should be free of spurious outputs that are not harmonically related to the frequency of oscillation. However,
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because the transistor is driven into saturation, most oscillators have significant harmonic outputs. Harmonic distortion can also occur in a buffer amplifier, which may be driven into saturation to level the output of a VCO. In most cases the designer has little control of the harmonic levels unless an output filter is used. References [12.1]
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LDMOS 80 Leeson’s model 569 Liapunov stability 27 Linear subcircuit 126, 135 Linearity 1 definition 2 Load pull 17 LU decomposition 151 Majority carrier device 59 Manley-Rowe equations 357 Marchand balun 353 Matrix conditioning 50, 154 Maximum norm 154 MESFET 73 capacitance model 85 operation 73 See also FET Method of nonlinear currents 254 MEXTRAM 438 Meyer model 89 Microwave hybrid 279 Minority carrier lifetime 73 Mixer active 497 active balanced 515 active doubly balanced 520 balanced 339 balun 348 bipolar 505 diode types 318 doubly balanced 345 frequencies 325 ring mixer 345 single-diode design 328 singly balanced 339 star 352 Mixing frequency 224 Mixing product 6 Model BJT 102 diode 58



Gummel-Poon 102 HBT 104 HEMT 86 MESFET 81 MOSFET 88 thermal 104 varactor 70 Modulation index 567 MOSFET 79 model 88 MOSFET capacitance 94 MOSFET mixer 510 Multiplier balanced 391 drive level 362 Manley-Rowe equations 357 noise 369 resistive (Schottky diode) 382 SRD 370 stability 368 varactor 361 Multitone analysis 198 power amplifier 463 Negative resistance 545 Negative resistance oscillator 542 Newton’s method 139 Nodal formulation 161 Noise 369, 493 phase noise 566 Nonlinear capacitance 146 Nonlinear current method 254 Nonlinear subcircuit 129 Nonlinear transfer function 241 Nonlinearity 1 capacitance 38 conductance 35 derivatives 48 in bipolars 413 in small-signal FETs 413 incremental 31 inductance 47



Index large signal 34 multiterminal capacitance 45 voltage and current control 31 weak 35, 231 Norm reduction methods 155 Normal equation 52 NU norm 159 Odd mode oscillation 467 Optimization 138 Oscillator 537 device line measurement 556 Eigenvalue formulation 560 feedback 537 frequency stability 562 negative resistance 542 nonlinear analysis 555 oscillation condition 544 post-tuning drift 573 pulling 554 pushing and pulling 573 resonator 540 stability condition 544 p+n varactor 69 Parameter extraction 108 BJT 115 cold FET 111 diode 109 direct extraction 108 FET 111 weak nonlinearity 113 Parametric instability 500 Parametric models 160 Phase noise 566 pHEMT 78 See also HEMT Polynomial 52 Post-tuning drift 573 Power added efficiency 446 Power amplifier class A 439
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nonlinear model 58 series resistance 59 structure 57 varactor 68 Schottky-barrier varactor 68 Self heating 434 Series resistance 59, 70 Short channel effects 88 Source stepping 158 Spectral regrowth 274 SPICE 50 Gummel-Poon model 101 models 50 MOSFET models for power 437 Spurious response 16 SRD 72, 370 Stability 26, 368, 494 Liapunov 27 Stability circle 399 Star mixer 352 Step-recovery diode 71 Substitution theorem 33 Substrate current 88 Substrate impedance 71 Superposition 2 Taylor series 35, 217 Terminal charge 94 Thermal collapse 434 Thermal instability 434 Thermal model 104



Thermal resistance matrix 107 Transconductance mixer 498 Transducer gain 25, 401 Transformer 280 Transient analysis 19 Transit time 99 Two-tone test 226 UCSD HBT model 104 Unilateral amplifier 397 Varactor 68 C/V characteristic 366 diffused epitaxial 69 dynamic cutoff frequency 67 frequency multiplier 356 hyperabrupt 564 model 70 p+n 70 punch through 70 VBIC 438 VCO 552, 573 Volterra functional 237 Volterra-series analysis 19, 235 nonlinear current method 254 time domain 238 Weak nonlinearity 35 Weakly nonlinear circuit 232, 236 Wilkinson hybrid 283
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