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(7) where denotes the time-varying coefficients of a linear adaptive FIR filter, and represents the coefficients of a nonlinear adaptive quadratic filter. Equation ... 
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Nonlinear Adaptive Bilinear Filters for Active Noise Control Systems Sen M. Kuo, Senior Member, IEEE, and Hsien-Tsai Wu, Member, IEEE



Abstract—The reference and error channels of active noise control (ANC) systems may be saturated in real-world applications if the noise level exceeds the dynamic range of the electronic devices. This nonlinear saturation degrades the performance of ANC systems that use linear adaptive filters with the filtered-X least-mean-square (FXLMS) algorithm. This paper derives a bilinear FXLMS algorithm for nonlinear adaptive filters to solve the problems of signal saturation and other nonlinear distortions that occur in ANC systems used for practical applications. The performance of this bilinear adaptive filter is evaluated in terms of convergence speed, residual noise in steady state, and the computational complexity for different filter lengths. Computer simulations verify that the nonlinear adaptive filter with the associated bilinear FXLMS algorithm is more effective in reducing saturation effects in ANC systems than a linear filter and a nonlinear Volterra filter with the FXLMS algorithm. Index Terms—Active noise control (ANC), nonlinear adaptive filters, adaptive bilinear filter, adaptive Volterra filter, signal saturation.



I. INTRODUCTION



A



COUSTIC noise problems become more and more evident as an increased number of industrial equipment such as engines, blowers, fans, transformers, and compressors are in use. Passive noise control is based on the absorption and/or reflection properties of materials, and is effective for reducing high frequency noises. However, passive techniques are somewhat expensive, large size, and not effective at low frequencies. Active noise control (ANC) [1]–[4] based on the principle of superposition shows good performance for attenuating low frequency noises. A single-channel acoustic ANC system in a duct is illustrated in Fig. 1. A reference microphone close to the noise source senses the undesired primary noise before it passes a loudspeaker downstream in the duct. It is assumed that the reference microphone does not pick up a feedback signal from the secondary loudspeaker. The ANC system uses this reference signal as an input to an adaptive filter to generate the anti-noise that drives the secondary (or canceling) loudspeaker. The secondary noise produced by the loudspeaker has the same amplitude but is 180 out of phase with the primary noise and thus is able to cancel it acoustically in the duct. The error Manuscript received January 26, 2004; revised June 17, 2004. This paper was recommended by Associate Editor W.-S. Lu. S. M. Kuo is with the Department of Electrical Engineering, Northern Illinois University, DeKalb, IL 60115 (e-mail: [email protected]). H.-T. Wu is with the Department of Computer Science and Information Engineering, Southern Taiwan University of Technology, Tainan, Taiwan, R.O.C. (e-mail: [email protected]). Digital Object Identifier 10.1109/TCSI.2004.842429



Fig. 1. Single-channel broadband acoustic ANC system in a duct.



microphone measures the residual noise, which is used as an for updating the coefficients of the adaptive error signal filter in the ANC system. The linear finite-impulse response (FIR) filter with the filtered-X least-mean-square (FXLMS) algorithm is used as the adaptive filter for most practical ANC applications. When the ANC system is applied to practical applications, several nonlinear distortions may degrade the performance of the linear adaptive filter used by the system. Examples of nonlinear phenomena include saturating the microphone, preamplifier, or analog-to-digital converter; overdriving the power amplifier or loudspeaker; aging and corrosion of electronic components; the noise coming from a dynamic system may be a nonlinear process; and etc. In particular, the level of primary noise is so high in many real-world applications. It is possible that the reference and error channels (including sensors, amplifiers, and converters) are saturated, thus degrading the performance of the adaptive algorithm because the signals are corrupted by nonlinear processes. In this paper, we use the input channel saturation as an example of nonlinear distortion for computer simulations, and the signal saturation is modeled as the clipping of the sensor output signal, thus introducing undesired nonlinear components into the ANC systems [5], [6]. The theoretical analysis shows that the clipping of a narrowband signal produces extra odd harmonics, thus affecting the convergence speed and steady-state solution of the linear adaptive filter in ANC systems [5]. In applications with nonlinear processes in the signals, the nonlinear filters may be required to provide satisfactory performance. There is no unique theory for modeling and characterizing nonlinear systems, and nonlinear filters are often difficult to implement because of their computational complexity. Nonlinear ANC controllers using neural networks were proposed in applications where the actuators used in systems exhibit nonlinear characteristics [7], and a training algorithm based on an extended back propagation scheme was developed for a multilayer perceptron neural network based nonlinear active noise controller [8].
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The most commonly used nonlinear filters are: 1) order statistic filters; 2) homomorphic filters; 3) morphological filters, and 4) polynomial filters. Polynomial filters may be interpreted as extensions of linear filters to the nonlinear case. Therefore, many existing linear filters with the associated adaptive algorithms can be extended to the polynomial filters [9], [10]. A nonlinear adaptive Volterra filter with the Volterra FXLMS algorithm is proposed in [11] for active control of nonlinear noise processes. A nonlinear adaptive Volterra filter with the corresponding FXLMS algorithm was independently developed in [6] for solving sensor saturation in ANC systems. The major disadvantage of using a nonlinear Volterra filter is that its computational complexity is much higher than the linear adaptive filter because the adaptive Volterra filter requires a large number of multidimensional coefficients for accurate modeling of nonlinear systems. The computational complexity increases exponentially as the order of the nonlinearity increases. To reduce the computational complexity, only the second-order filter can be used for real-time implementation. However, the adaptive second-order Volterra filter cannot model the systems that have strong nonlinearity (such as the strong saturated signal) with reasonable filter length. Therefore, this paper uses adaptive output-error bilinear filters and derives the corresponding bilinear FXLMS algorithm for ANC applications, and compared its performance with the linear FIR filter and the nonlinear Volterra filter. The rest of this paper is organized as follows. The adaptive FIR and Volterra filters with the corresponding FXLMS algorithm are introduced in Section II. The adaptive bilinear filter with the corresponding FXLMS algorithms for ANC systems is derived in Section III. The computational complexity and performance of the bilinear filter are compared with the FIR and Volterra filters in Section IV.



Fig. 2.



is the reference signal vector. To ensure the convergence of the least-mean-square (LMS) algorithm [12], it is necessary to compensate the effects of the . There are a number of possible schemes secondary path [1], [13]. that can be used to compensate for the effect of The effective technique for compensating is to place an estimation of the secondary path in the reference signal path to the LMS algorithm. As shown in Fig. 2, the secondary-path filters the reference signal for the estimation filter LMS algorithm and thus is called the FXLMS algorithm [14]. The filtered signal is generated as (4) where is the th coefficient of the FIR filter of length . Other useful techniques for compensating are the delay-compensated FXLMS [15] and the modified FXLMS [13] algorithms. The adaptive filter minimizes the instantaneous squared error using the FXLMS algorithm expressed as



II. FXLMS ALGORITHMS FOR FIR AND VOLTERRA FILTERS The block diagram of the single-channel broadband feedforis ward ANC system is illustrated in Fig. 2. The signal the primary noise to be canceled, the transfer function represents the primary path from the reference microphone to is the secondary path transfer the error microphone, and function between the output of the adaptive filter and the output of the error microphone. The transfer function can be estimated by an adaptive filter using either off-line and/or on-line secondary-path modeling techniques [1]. is generated As illustrated in Fig. 2, the secondary signal by the linear FIR filter by filtering the reference signal expressed as



Block diagram of ANC system using the FXLMS algorithm.



(5) where (6) is the filtered reference signal vector, and is the step size (or convergence factor) that determines the stability, convergence rate, and the residual error of the algorithm in steady state. The derivation, analysis, application, and implementation of the FXLMS algorithm for ANC systems are given in [1]. The output of the adaptive second-order Volterra filter can be expressed as [6]



(1) is the residual noise measured where is the time index, by the error microphone, and denotes the transpose of the coefficient vector (2)



(7)



(3)



denotes the time-varying coefficients of a where represents the linear adaptive FIR filter, and coefficients of a nonlinear adaptive quadratic filter. Equation



is the length of the filter, and
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(7) can be expressed as the vector form given in (1), with the weight vector defined as



(8) and the reference signal vector defined as



(9) The length of the weight and reference signal vectors is since is started from (instead of 0) as shown in (7). Extension of the FXLMS algorithm defined in (5) to the second-order Volterra filter is straightforward. Instead of using the vector given in (6), the Volterra FXLMS algorithm uses the following filtered signal vector:



Fig. 3.



Adaptive bilinear filters. (a) Equation error. (b) Output error.



The adaptive output-error bilinear filter achieves unbiased estimates using a truly recursive estimate expressed as



(10) The FXLMS algorithm used for the nonlinear second-order Volterra filter looks identical to the FXLMS algorithm used for the linear FIR filters defined in (5); however, the coefficient and filtered signal vectors defined in (2) and (6) for the FIR filter are replaced by (8) and (10), respectively, for the Volterra filters. The second-order Volterra filter has only feedforward terms and thus can be considered as an extension of the linear FIR filter. Therefore, the analysis of the linear adaptive FIR filter with the FXLMS algorithm for ANC systems [1] can be extended to the nonlinear adaptive Volterra filter. III. DERIVATION OF FXLMS ALGORITHM FOR BILINEAR FILTERS It is well known that linear infinite-impulse response (IIR) filters with poles and zeros can model linear systems with higher accuracy using fewer coefficients, and this fact can be extended to nonlinear filters. Bilinear filters that employ both feedforward and feedback polynomials have a similar input-output equation as IIR filters and thus can model nonlinear systems accurately with lower order than the Volterra filters that use only the feedforward coefficients. There are two types of adaptive bilinear filters: equation-error and output-error methods [10]. As illustrated in Fig. 3, the equation-error algorithm calculates the output signal using the input and the desired signal , thus is not a recursive signal estimator. In real-world ANC applications, the desired signal is not available for real-time systems, thus the equationerror filter cannot be directly used in ANC systems. In addition, the equation-error method results in biased steady-state solutions, whereas the output-error method provides unbiased estimates using a truly recursive model. Therefore, we use the output-error bilinear filter for ANC systems in this paper.



(11) , and can have where the coefficients for different lengths. However, we use the same length simplicity in deriving the corresponding bilinear FXLMS algorithm. The nonlinearity of the bilinear filter is due to the last term in (11) that involves the product of input and output for all and , the resulting filter is a samples. If linear adaptive IIR filter. To derive the FXLMS algorithm for the output-error bilinear filters, we rewrite (11) using the vector form (12) where (13) is the feedforward coefficient vector of length , and the is defined in (3). The corresponding input signal vector of length is defined as feedback coefficient vector (14) and the corresponding output signal vector sample delay is defined as



with one (15)



The cross coefficient vector as



of length



is defined



(16)
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is defined as



Therefore, (24) can be modified as



(17) We can combine the coefficient vectors (13), (14), and (16) as of length an overall vector expressed as



(26)



(18) Similarly, we have Similarly, we define a generalized signal vector bining the signal vectors (3), (15), and (17) as



by com-



(19) Therefore, the output signal given in (12) can be simplified to (20) Similar to the adaptive FIR and Volterra filters, the objective of the adaptive algorithm for the bilinear filter is to minimize the instantaneous squared error using the steepest descent algorithm expressed as



(27) and



(28)



(21) where the gradient estimator (22)



for and . Substituting (26), (27), and (28) into (23), we get



From (11), the error gradient is expressed as (29) The generalized FXLMS algorithm for the bilinear filter can be derived from (21) as



(30) (23) Here, is the impulse response of secondary path time . Define



at



is replaced by its estimate for practical appliwhere cations. This equation is too complicated to implement if is large due to the recursive nature of , and . Assume that the recursion based on the old output gradients is negligible [16]. That is (31) for all and . Under this assumption, (29) can be simplified to



(24) and assume that the step size is small for slow convergence, we have [1] (25)



(32)
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TABLE I COMPUTATIONAL REQUIREMENTS OF FIR, SECOND-ORDER VOLTERRA, AND BILINEAR FILTERS



Fig. 4. ANC systems using the output-error bilinear filter with the bilinear FXLMS algorithm.



filter, and the nonlinear output-error bilinear filter for ANC applications are studied.



where



A. Complexity Analysis (33)



is the filtered version of by . Therefore, the generalized FXLMS algorithm given in (30) can be simplified to (34) The block diagram of this adaptive output-error bilinear filter with the FXLMS algorithm for ANC systems is illustrated in Fig. 4. given in (18), (34) can be partiFrom the definition of tioned as the following three independent vector equations: (35) (36) (37) It is important to note that we could use different step sizes , and to update the feedforward coefficients , , and cross coefficients , refeedback coefficients spectively. There are some disadvantages of modeling nonlinear systems using the adaptive output-error bilinear filters. 1) The error function of the output-error filter is the nonlinear function of the coefficient values. It may contain local minima, thus the adaptive filter may not converge to the global minimum 2) The recursive model may be unstable unless the algorithm is carefully designed. Similar to the use of linear adaptive IIR filters for ANC applications [17], these problems may be avoided by choosing the step size carefully and using the leaky FXLMS algorithm [1]. The impact of using the assumptions given in (31) on the convergence properties of the simplified algorithm has been analyzed in [18] for the linear adaptive IIR filters, which may be extended for analyzing the nonlinear bilinear filters derived in this section. IV. COMPARISON OF COMPUTATIONAL COMPLEXITY AND PERFORMANCE In this section, the performance and computational complexities of the linear FIR filter, the nonlinear second-order Volterra



The ANC system that uses the linear adaptive FIR filter with the FXLMS algorithm is illustrated in Fig. 2. This algorithm requires three major operations. given in (1), which requires 1) Compute the filter output multiplications and additions. 2) Compute the filtered signal given in (4), which remultiplications and additions, where quires is the length of the secondary-path estimation filter . 3) Update the filter coefficients given in (5), which requires multiplications and additions. Therefore, ANC systems using the linear adaptive FIR filter need multiplications and additions. The ANC system that uses the second-order adaptive Volterra filter with the associated FXLMS algorithm is also illustrated in Fig. 2. Similar to the linear FIR filter, this algorithm requires three major operations. (A) Compute the adaptive filter output given in (7), which requires multiplications and additions. (B) Compute the filtered signal given in (4), which requires multiplications and additions. (C) Update filter coefficients defined in (5), which multiplications and additions. requires Therefore, the ANC systems using the second-order Volterra filter with the FXLMS algorithm requires multiplications and additions. The ANC system that uses the output-error adaptive bilinear filter with the bilinear FXLMS algorithm is illustrated in Fig. 4. This algorithm also requires three major operations. given in (11), 1) Compute the adaptive filter output which requires multiplications and additions. in (4) and in (33), 2) Compute the filtered signals multiplications and addiwhich requires tions. 3) Update filter coefficients defined in (34), which requires multiplications and additions. Therefore, the ANC systems using the output-error bimultiplications linear filter require additions. and The computational requirements for these adaptive filters with the corresponding FXLMS algorithm are summarized in Table I. It shows that the linear FIR filter with the FXLMS algorithm requires fewer computations, whereas the nonlinear bilinear filter needs more computations for the same filter
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Fig. 5. Error signals of the adaptive output-error bilinear filter with the weak saturated signal. (a) L = 16. (b) L = 32. (c) L = 64.



length . However, the bilinear filter can achieve the similar performance of the Volterra filter with shorter length .



Fig. 6. Error signals of the adaptive output-error bilinear filter with the strong saturated signal. (a) L = 16. (b) L = 32. (c) L = 64.



needs longer time for convergence and the residual noise is still too high.



B. Computer Simulations Computer simulations using different filter lengths were conducted to evaluate the convergence of the adaptive output-error bilinear filter with the FXLMS algorithm. In these simulations, a sinusoidal signal consists of three sinewaves at normalized frequencies of 0.02, 0.04, and 0.08 is used as the input signal shown in Fig. 4. The transfer functions and are obtained from the companion diskette in [1], which were measured from an experimental setup. The weak and strong saturated signals are obtained by setting the clipping threshold at 90% and 50% of the maximum signal value, respectively. The step size . The perforused for this simulation is , and are mance of the adaptive bilinear filter for examined for both the weak and strong saturated signals. More simulation results covering a wider range of cases can be found in [6]. The error signals of the ANC system with the weak saturated signal as input are shown in Fig. 5, while the performance of the ANC system with the strong saturated signal is shown in Fig. 6. These plots show that the adaptive output-error bilinear filter for both provides satisfactory performance with length the weak and strong saturated signals, and there is no noticeable . However, if improvement by using a longer length of , the strong saturated signal the filter order is too low



C. Comparison of Performance The performance of the linear FIR filter, nonlinear secondorder Volterra filter, and nonlinear output-error bilinear filter with the corresponding FXLMS algorithm for ANC systems are compared in this section. These simulations use the same weak and strong saturated sinusoidal signals and transfer functions that are used in the previous section. As shown in Fig. 7 that uses the strong saturated signal, the adaptive output-error bilinear filter has the best performance compared to the second-order Volterra and FIR filters. In general, the nonlinear filters perform better when compared to the linear filters, especially for systems with strong nonlinearity. The convergence speed of the adaptive nonlinear filters is faster than the linear adaptive FIR filter of the same length. To achieve a similar performance as the Volterra and bilinear filters, the length of linear FIR filter is much longer. Therefore, it is concluded that the nonlinear adaptive filter converges faster than the linear adaptive FIR filter for the ANC systems with nonlinear distortions. It also concludes that the output-error bilinear filter converges faster than the second-order Volterra filter when the input signal is strongly saturated in ANC systems. In this paper, a sinusoidal signal consists of three sinewaves was used for simulations. Simulations of nonlinear adaptive
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Fig. 7. Residual noises for the strong saturated signal. (a) FIR filter with L = 64. (b) FIR filter with L = 128. (c) Volterra filter with L = 64. (d) Bilinear filter with L = 64.



Volterra filter for ANC systems using the logistic chaotic noise were examined in [11]. The proposed nonlinear adaptive bilinear filter with higher order is applicable for broadband noises; however, this requires much higher complexity as shown in Table I.



V. CONCLUSION This paper presented the nonlinear adaptive second-order Volterra and output-error bilinear filters with the corresponding FXLMS algorithms for solving the nonlinear distortions that occur in ANC systems. The experimental results verify that the adaptive nonlinear algorithms are effective in reducing saturation effects in ANC systems. The adaptive output-error bilinear filter provides the fastest convergence for ANC systems with strong saturation. The output-error bilinear filter can achieve a similar performance as the second-order Volterra filter by using a shorter filter length .
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