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!\ ||A ||∞ " Amax = {xusually !→ f (x) = A(x) cos(Ψ(x)) and ||Ψrespect ||∞ " to Ψmax .} ω!0 assumes that A and Ψ slowly varying with the(21) signal Proj (p) ≈ P (x) arewhere M



(A,ρ,δ)



   pˆ(ρ) = A exp(iδ). estimated. This leads



sampling so Manifold that they canof beLocally reliably Stationary Sounds to the following signalsAensemble 1D signal f defines a 1D curve c˜f ⊂ M traced on the manifold and a 1D



model ofcurve locally C˜f in stationary 3D parametersignals space leads to the manifold of constant def. ations Θ = {x !→ f (x) = A(x) cos(Ψ(x)) \ ||A! ||∞ " Amax and ||Ψ!! ||∞ " Ψmax .} C˜f = ((A(x), ρ(x), δ(x)))x∈[0,1] !



where P(A(x),ρ(x),δ(x)) = ProjM (px (f )). "



1 M = P \ A ! 0 and ρ ! 0 and δ ∈ S (A,ρ,δ) Figure 13 shows examples of a locally stationary oscillating signal together This model ofspectrogram locally stationary signals leadscurve to the manifold of constant ˜f over def. and the corresponding with its C the parametric where P(A,ρ,δ) (x) = A cos(ρx + δ). oscillations



space.



!



"



1to Ω = parameterization (A, P shows that M is equivalent (A,ρ,δ) M ρ, = δ)P!→ \ A ! 0 and ρ ! 0 and δ ∈ S (A,ρ,δ) 1 + ×R ×S . def.



where P(A,ρ,δ) (x) = A cos(ρx + δ).



projection of a patch p ∈ L2 ([−τ /2, τ /2]) on M can be carried over The parameterization (A, ρ, δ) !→ P(A,ρ,δ) shows that M is equivalent to Ω = oximately using a windowed Fourier transform. One uses a smooth winR+ × R+ × S1 . function h supported on [−τ /2, τ /2] and defines the windowed Fourier The projection of a patch p ∈ L2 ([−τ /2, τ /2]) on M can be carried over approximately using a windowed Fourier transform. One uses a smooth win20 /2, τ /2] and defines the windowed Fourier dow function h supported on [−τ 20



Manifold of Locally Parallel Textures



Manifold of Locally Parallel Textures



Overview • Manifolds: Image Libraries vs. Patches • Examples of Patch Manifolds • Manifold Energies for Inverse Problems • Non-adaptive Manifold Models • Adaptive Manifold Models



Inverse Problems



Inverse Problems



Inverse Problems



Inverse Problems



Inverse Problems



Inverse Problems Regularization



Inverse Problems Regularization



Inverse Problems Regularization



Overview • Manifolds: Image Libraries vs. Patches • Examples of Patch Manifolds • Manifold Energies for Inverse Problems • Non-adaptive Manifold Models • Adaptive Manifold Models



Non-adaptive Manifold Energies



Non-adaptive Manifold Energies



Non-adaptive Manifold Energy Minimization



Non-adaptive Manifold Energy Minimization



since x ∈ [0, 1]2 . This distance corresponds to the Euclidean distance over the cube ϕ−1 (M), but since c˜f has a complex convoluted geometry, this distance is not Euclidean when displayed as a 2D image.
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Image f



Surface c˜f Fig. 2. Manifold of smooth images.
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Numerical Experiments



Figure 3 shows iterations of the algorithm 1 to solve the inpainting problem on a smooth image using a manifold prior with 2D linear patches, as defined in 16. This manifold together with the overlapping of the patches allow a smooth interpolation of the missing pixels.
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Fig. 9. Iterations of the inpainting algorithm on a piecewise smooth 1D signal.



discontinuity. In Measurements this case, the reconstruction withIter. the manifold y #1 model gives Iter. #3 results similar to a sparsity prior (10) in a 1D wavelet basis. This is because 9. signals Iterations of the in 1D, piecewiseFig. smooth are highly sparseinpainting in a wavelet algorithm basis, see [38].on a piecewise



Iter. #50 smooth 1D signal.



discontinuity. In this case, the reconstruction with the manifold model gives results similar to a sparsity prior (10) in a 1D wavelet basis. This is because in 1D, piecewise smooth signals are highly sparse in a wavelet basis, see [38]. Measurements y Iter. #1 Iter. #3 Iter. #50 Image of f the inpainting Euclidean distance Geodesic distance Fig. 10. Iterations algorithm on a geometrical image with the
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binary edge model.



Manifold, PSNR=31.3dB



Fig. 12. Compressive sampling reconstruction results on a geometrical image with sparsity prior in wavelets and with the manifold model of affine edges. The number of sensed vectors is n0 = n/8 where n is the number of pixels.



binary Fig. edge16. model. Geodesic computation on manifolds of locally parallel textures.



Figures 10 and 11 show iterations of the projection algorithm 1 with a manifold model of binary edges, as defined in equation (19). For this numerical optimization, the manifold of edges is discretized as already done for the display of figure 7 and the projection ProjM is computed with a fast nearest-neighbor y Iter.the#1 search. For both Measurements inpainting and compressive sampling, manifold of edges allows to reconstruct with good precision the boundary of a single smooth object (here aFig. disk).10. Iterations of the inpainting algorithm Iter. #1 Iter. #2 Iter. #3 Iter. #50



Wavelets, PSNR=25.7dB
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Manifold of Oscillating Patterns Manifold of Locally Stationary Sounds



Natural sounds are usually modeled as highly oscillating signals with a phase Iter. #3 varying. Such a signal Iter. #50 that is slowly can be written as



Fig. 17. Iterations of the inpainting reconstruction algorithm on a locally parallel



on a geometricalf (x)image with the = A(x) cos(Ψ(x)),



Original f Local DCT, PSNR=21.9dB Manifold, PSNR=22.1dB where A(x) ! 0 is thesampling local amplitude, and results Ψ! (x) ! local phasetexture of the Fig. 18. Compressive reconstruction on 0a the locally parallel oscillations. a local decomposition is however nonmodel. uniquely definedofand one with sparsity Such prior in DCT and with the manifold The number sensed
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NON-LOCAL SPECTRAL BASES 13 t h factor e−λω t which is small for large t and for time t has its spectral coefficients reduced by the This equation allows one to solve exactly for ft and offers a non-iterative alternative to (4.4) high-frequencies ω. to compute the solution of the heat equation at a fixed time t. The diffused function fth at a On figure 4.1, one can see the reduced magnitude of hnoisy coefficients !f˜, is uωsmall " for the local tand nontime tequation has its spectral coefficients by the factor e−λω at which for large and(4.4) for This allows one to solve exactly for f and offers non-iterative alternative to t concentrated on the low frequency part of the local expansions. The energy of the image is more high-frequencies ω. to compute the solution ofLaplacian. the heat equation at a fixed time t. The of diffused functionLaplacian fth at a spectrum for the non-local This is a result of the adaptivity the non-local ˜ On figure one can see the reduced magnitude of noisy coefficients !f , is uωsmall " for the local and nonωt time t geometric has its 4.1, spectral coefficients by the factor e−λ which forprojection large t and for to the content of the image. The high frequency residual is mostly the of the local expansions. The energy of the image is more concentrated on the low frequency part of the high-frequencies ω. compaction of the energy makes the heat diffusion over the non-local manifold noise !˜ ε, ufor This ω ". the spectrum Laplacian. This is aofresult ofcoefficients the adaptivity Laplacian Onmore figure 4.1,non-local one can seethe thelocal magnitude noisy !f˜, uofω "the fornon-local the local and nonmuch efficient that over one, since the spectral attenuation efficiently removes the to theexpansions. geometric content of theofimage. The is high frequency residual isthe mostly the projection of the local The energy the image more concentrated on low frequency part of the high frequency noise. noise !˜ ε , u ". This compaction of the energy makes the heat diffusion over the non-local manifold ω spectrum for the non-local Laplacian. Thisthe is filtering a result of adaptivity the distribution non-local Laplacian Diffusion examples. Figure 2.1local shows fththe of an impulse of Dirac f0h =the δ. much more efficient that over the one, since the spectral attenuation efficiently removes to the geometric content of the image. The high hfrequency residual is mostly the projection of the for the three computation modes, starting from On figure 4.2 one can see the time evolution of f t high frequency noise. noisenoisy !˜ ε, uinput of the energy makes the hheat diffusion over the non-local manifold h compaction ω ". This ˜. the f = f 0 Diffusion examples. 2.1local shows thesince filtering fspectral impulse Dirac distribution f0h =the δ. t of an attenuation much more efficient thatFigure over the one, the efficiently removes h The local embedding leads to the traditional Euclidean heat equation. This diffusion blurs the On 4.2 one can see the time evolution of ft for the three computation modes, starting from highfigure frequency noise. hembedding image since the does not take into accounththe geometric features of f . the noisy inputexamples. f0 = f˜. Figure Diffusion 2.1 shows the filtering ft of an impulse Dirac distribution f0h = δ. Both the semi-local and the non-local embeddings a non-linear f since h correspond The local leads theevolution traditional heat to equation. Thisprocessing diffusion of blurs the On figure 4.2embedding one can see the to time of fEuclidean t for the three computation modes, starting from the Laplacian L takes into account the structures of the image. This leads to a diffusion that hembedding image since the does not take into account the geometric features of f . ˜ the noisy input f0 = f . does not the geometrical features. On geometrical images, two diffusions give fsimilar Both the blur semi-local and the non-local embeddings correspond athese non-linear The local embedding leads to the traditional Euclidean heattoequation. Thisprocessing diffusion of blurssince the results. On complex natural images, non-local diffusion often surpasses semi-local diffusion as the Laplacian L takes into account the structures of the image. This leads to a diffusion that image since the embedding does not take into account the geometric features of f . reported by Buades et al. [8], features. see sectionOn 7. geometrical images, these two diffusions give similar does the geometrical Bothnot the blur semi-local and the non-local embeddings correspond to a non-linear processing of f since results. On complex natural images, non-local diffusion surpasses semi-local diffusionthat as the Laplacian L takes into account the structures of the often image. This leads to a diffusion reported by Buades et al. [8], see section 7. does not blur the geometrical features. On geometrical images, these two diffusions give similar results. On complex natural images, non-local diffusion often surpasses semi-local diffusion as reported by Buades et al. [8], see section 7. (a)
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Fig. 2.1. Left: original image f . Right: heat diffusions with an increasing time for: (a) local embedding x !→ x, (b) semi-local embedding x !→ (x, λf (x)), (c) non-local embedding x !→ px (f ). (c)
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where D2.1. is2.1. theLeft: diagonal operator =Right: diagheat (D(p)). Fig. image f .D diffusions with anan increasing time for: local embedding p∈M Fig. Left:original original image f .Right: heat diffusions with increasing time for:(a)(a) local embedding x !→ x, (b) semi-local embedding x → ! (x, λf (x)), (c) non-local embedding x → ! p (f ). x The normalized Laplacian L corresponds to a discrete graph Laplacian as defined for example x !→ x, (b) semi-local embedding x !→ 0 (x, λf (x)), (c) non-local embedding x !→ p (f ).



(c)



x



by Chung [15]. For computer graphics purposes, other discretizations of the Laplacian are available where DD is isthe diagonal operator == diag (D(p)). Fig. 2.1. Left: original image f D . D Right: heat diffusions with an increasing time for: (a) local embedding p∈M where the diagonal diag (D(p)). [44, 56](b)that make use of aoperator triangulation data-structure. On real image finding such a p∈M x !→ The x, semi-local embedding x → ! (x, λf (x)), (c) non-local embedding x !→ px (f ). data-sets, normalized Laplacian L0Lcorresponds toto a discrete graph Laplacian asas defined forfor example The normalized Laplacian amethods discrete graph Laplacian defined example triangulation is however non-trivial although some are emerging [11]. 0 corresponds byby Chung [15]. For computer graphics purposes, other discretizations of the Laplacian are available 2 Chung [15]. For computer graphics purposes, other discretizations of the Laplacian are available where D is the diagonal The operator D =operator diagp∈M maps (D(p)). Gradient operators. gradient g ∈ ! (M) defined on the discrete set M to [44, 56]56]that make a atriangulation data-structure. On image finding such that makeuse useof triangulation data-structure. Onreal real imagedata-sets, data-sets, sucha a The normalized Laplacian Lcouple to of a discrete Laplacian as definedfinding for example a [44, measure of similarity onofeach of points M × Mgraph 0 corresponds triangulation is ishowever non-trivial although some methods are [11]. however non-trivial areemerging emerging [11]. bytriangulation Chung [15]. For computer graphics although purposes,some othermethods discretizations of the Laplacian available # areset 2 " Gradient operators. The gradient operator maps g ∈ ! (M) defined on the discrete MMtoato 2 Gradient operators. The gradient operator maps g ∈ ! (M) defined on the discrete ! [44, 56] that make use of a triangulation data-structure. On realg(p) image data-sets, findingset such g(q) atriangulation onnon-trivial each ofofpoints × MM ∀similarity (p, q) ∈ M M,couple (Gg)(p, q) =ofofM W q)are!emerging −! . (2.5) 0 (p, ameasure measureofofsimilarity on× each couple points M × is however although some methods [11]. D(p) D(q)



Heat flow fth with an increasing t for: (a) local embedding (traditional heat equation) (b) semi-local embedding, (c) non-local embedding. Fig. 4.2. (c)



Fig. 4.2. Heat flow fth with an increasing t for: (a) local embedding (traditional heat equation) (b) semi-local embedding, (c) non-local embedding.



4.3. Time-dependant Manifold Diffusion. The manifold diffusion (4.3) use a fixed dis4.2. Heat fth with an increasing t for: (a) local embedding heat(3.2), equation) semi-local creteFig. manifold M flow computed from the noisy input f˜. As defined(traditional in equation it is(b) possible to embedding, (c) non-local embedding. consider flow where the manifold is continuously during diffusion the diffusion 4.3. aTime-dependant Manifold Diffusion.updated The manifold (4.3) use a fixed dis-
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(a) (a) (a)



(b) (b) (b)



(c) (c) Fig. 2.2. Some eigenvectors uω of Laplacians for (a) the local Laplacian (Fourier basis), (b) the semi-local Laplacian, (c) the non-local Laplacian. The image f used to compute the discrete manifold is shown on figure 1.1, (c) left. Fig. 2.2. Some eigenvectors uω of Laplacians for (a) the local Laplacian (Fourier basis), (b) the semi-local 3. Denoising: PDE Flows,The Variational and manifold Thresholding. Laplacian, (c) the non-local Laplacian. image f used Minimization to compute the discrete is shown onDenoising figure 1.1, left. is modeled in a probabilistic way as an inverse problem where one wishes to recover an image f 2.2. observation Some eigenvectors Laplacians (a) thenoise local of Laplacian (Fourier (b) thealgorithm semi-local fromFig. a noisy f = fu0ω+ofε where ε is for a white variance |ε|2 . Abasis), denoising 3. Denoising: PDE Variational and manifold Thresholding. Laplacian, (c) the non-local Laplacian. image f0 usedMinimization to compute the discrete is shown onDenoising figure 1.1, n Flows,The ¯ builds an estimator f ∈ R of the true data f that depends only on the observed f . This estimator left. is modeled in a probabilistic way as an inverse problem where one wishes to recover an image f



is a random vector that depends on the gaussian noise ε and its efficiency is measured using the from a noisy observation f = f0 0 + ¯ε 2where ε is a white noise of variance |ε|2 . A denoising algorithm
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is a random vector that depends on the gaussian noise ε and its efficiency is measured using the from a noisy observation f = f0 0 + ¯ε 2where ε is a white noise of variance |ε|2 . A denoising algorithm
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The non-local total variation perform better in term of PSNR and is visually more pleasing since edge are better reconstructed.
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operator by a factor k along each axis and ↑k : Rp → Rn corresponds to the insertion of k − 1 zeros along horizontal and vertical directions.
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